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## Part I

Foundations

## Chapter 1

## General framework
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### 1.1 Introduction

This chapter presents succinctly the spacetime framework used in these lectures (Sec. 1.2) and recalls useful basic concepts, such as worldlines of particles and observers (Sec. 1.3 and 1.4). In a great part of these lectures, we shall assume that the theory of gravitation is general relativity; this means that the spacetime metric obeys the Einstein equation, which is recalled in Sec. 1.5.

This chapter is by no means an introduction to general relativity. We recommend the textbooks [76, 98, 148, 234, 331, 415, 446] in this respect, as well as [147, 209, 302] for the French-speaking reader. The reader might also find useful to start the reading by Appendix A, which recaps the concepts from differential geometry employed in the main text.

### 1.2 Spacetime

### 1.2.1 General settings

In these lectures we consider a $n$-dimensional spacetime, i.e. a pair $(\mathscr{M}, \boldsymbol{g})$, where $\mathscr{M}$ is a $n$-dimensional smooth manifold, with $n \geq 2$, and $\boldsymbol{g}$ is a Lorentzian metric on $\mathscr{M}$. In many parts, $n$ will be set to 4 - the standard spacetime dimension - but we shall also consider spacetimes with $n \neq 4$.

The precise definition and basic properties of a smooth manifold are recalled in Appendix A. Here let us simply say that, in loose terms, a manifold $\mathscr{M}$ of dimension $n$ is a "space" that


Figure 1.1: A smooth manifold $\mathscr{M}$ : the infinitesimal vector $\mathrm{d} \boldsymbol{x}$ connects the nearby points $p$ and $q$ and thus can thought as a displacement within the manifold, while the finite vector $\boldsymbol{v}$ does not correspond to any displacement in the manifold and "lives" in the tangent space $T_{p} \mathscr{M}$.
locally resembles $\mathbb{R}^{n}$, i.e. can be described by a $n$-tuple of coordinates $\left(x^{1}, \ldots, x^{n}\right)$. However, globally, $\mathscr{M}$ can be very different from $\mathbb{R}^{n}$, in particular regarding its topology. It could also happen that many coordinate systems are required to cover $\mathscr{M}$, while a single one is obviously sufficient for $\mathbb{R}^{n}$.

The smooth structure endows the manifold with the concept of infinitesimal displace$\boldsymbol{m e n t} \boldsymbol{v e c t o r s} \mathrm{d} \boldsymbol{x}$, which connect infinitely close points of $\mathscr{M}$ (cf. Fig. 1.1 and Sec. A.2.3 of Appendix A). However, for finitely separated points, there is no longer the concept of connecting vector (contrary for instance to points in $\mathbb{R}^{n}$ ). In other words, vectors on $\mathscr{M}$ do not live in the manifold but in the tangent spaces $T_{p} \mathscr{M}$, which are defined at each point $p \in \mathscr{M}$. Each $T_{p} \mathscr{M}$ is a $n$-dimensional vector space, which is generated for instance by the infinitesimal displacement vectors along the $n$ coordinate lines of some coordinate system. Unless explicitly specified, we assume that $\mathscr{M}$ is an orientable manifold (cf. Sec. A.3.4).

The full definition of the metric tensor $\boldsymbol{g}$ is given in Sec. A. 3 of Appendix A. At each point $p \in \mathscr{M}, \boldsymbol{g}$ induces a (non positive definite) scalar product on $T_{p} \mathscr{M}$, which we shall denote by a dot:

$$
\begin{equation*}
\forall(\boldsymbol{u}, \boldsymbol{v}) \in T_{p} \mathscr{M} \times T_{p} \mathscr{M}, \quad \boldsymbol{u} \cdot \boldsymbol{v}:=\boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v}) . \tag{1.1}
\end{equation*}
$$

Given a coordinate system $\left(x^{\alpha}\right)$, the components of $\boldsymbol{g}$ with respect to it are the $n^{2}$ scalar fields $\left(g_{\alpha \beta}\right)$ such that [cf. Eq. (A.38)]

$$
\begin{equation*}
\boldsymbol{g}=g_{\alpha \beta} \mathbf{d} x^{\alpha} \mathbf{d} x^{\beta}, \tag{1.2}
\end{equation*}
$$

where $\mathbf{d} x^{\alpha}$ is the differential 1-form of $x^{\alpha}$ (cf. Sec. A.2.4) and the notation $\mathbf{d} x^{\alpha} \mathbf{d} x^{\beta}$ stands for the symmetric tensor product defined by Eq. (A.37). The scalar square $\mathrm{d} s^{2}$ of an infinitesimal displacement vector $\mathrm{d} \boldsymbol{x}=\mathrm{d} x^{\alpha} \boldsymbol{\partial}_{\alpha}$ is expressed in terms of the components $\left(g_{\alpha \beta}\right)$ by the line element formula

$$
\begin{equation*}
\mathrm{d} s^{2}:=\boldsymbol{g}(\mathrm{d} \boldsymbol{x}, \mathrm{~d} \boldsymbol{x})=g_{\alpha \beta} \mathrm{d} x^{\alpha} \mathrm{d} x^{\beta} \tag{1.3}
\end{equation*}
$$

This formula follows from Eq. (1.2) via the identity $\left\langle\mathbf{d} x^{\alpha}, \mathrm{d} \boldsymbol{x}\right\rangle=\mathrm{d} x^{\alpha}$ [Eq. (A.17)].


Figure 1.2: A Lorentzian manifold $(\mathscr{M}, \boldsymbol{g})$ : at each point, the metric tensor $\boldsymbol{g}$ defines privileged directions: those lying in the null cone at $p$.

Remark 1: In this book, we shall use the bilinear form identity (1.2) rather than the line element (1.3) to present a metric (cf. Box. 3.2 of MTW [331] for a discussion). It turns out to be more convenient when various metric tensors are involved, the notation $\mathrm{d} s^{2}$ being then ambiguous.

The fact that the signature of $\boldsymbol{g}$ is Lorentzian, i.e.

$$
\begin{equation*}
\operatorname{sign} \boldsymbol{g}=(-, \underbrace{+, \ldots,+}_{n-1 \text { times }}), \tag{1.4}
\end{equation*}
$$

implies that at each point $p \in \mathscr{M}$, there are privileged directions, along which the line element (1.3) vanishes; they form the so-called null cones or light cones (cf. Fig. 1.2). The null cones constitute an absolute structure of spacetime, independent from any observer. A vector at a point $p \in \mathscr{M}$ that is either timelike or null (cf. Sec. A.3.2) is said to be causal. It lies necessarily inside the null cone at $p$ (timelike vector) or along it (null vector).

### 1.2.2 Time orientation

When dealing with black hole spacetimes, it is very important to have clear concepts of "past" and "future". Therefore, we assume that the spacetime $(\mathscr{M}, \boldsymbol{g})$ is time-orientable, i.e. that it is possible to divide continuously all causal (i.e. timelike or null) vectors into two classes, the future-directed ones and the past-directed ones. More precisely, at each tangent space $T_{p} \mathscr{M}$, we may split the causal vectors in two classes by declaring that two causal vectors belong to the same class iff they are located inside or onto the same nappe of the null cone at $p$. This defines an equivalence relation on causal vectors at $p$, with two equivalence classes. The spacetime $(\mathscr{M}, \boldsymbol{g})$ is then called time-orientable iff some choice of an equivalence class can be performed continuously over all $\mathscr{M}$. The vectors belonging to the chosen equivalence class are called future-directed and the other ones past-directed.

As a characterization of future-oriented causal vectors, we shall use quite often the following lemmas:

## Lemma 1.1: scalar product of a timelike vector with a causal vector

Let $(\mathscr{M}, \boldsymbol{g})$ be a time-orientable spacetime and $\boldsymbol{u}$ a future-directed timelike vector. For any null or timelike (nonzero) vector $\boldsymbol{v}$, we have necessarily $\boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v}) \neq 0$ and

$$
\begin{align*}
& \boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v})<0 \Longleftrightarrow \boldsymbol{v} \text { is future-directed }  \tag{1.5a}\\
& \boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v})>0 \Longleftrightarrow \boldsymbol{v} \text { is past-directed. } \tag{1.5b}
\end{align*}
$$

Proof. Without any loss of generality, we may assume that $\boldsymbol{u}$ is a unit vector: $\boldsymbol{g}(\boldsymbol{u}, \boldsymbol{u})=-1$. Let then $\left(\boldsymbol{e}_{i}\right)_{1 \leq i \leq n-1}$ be a family of $n-1$ unit spacelike vectors such that ( $\boldsymbol{u}, \boldsymbol{e}_{1}, \ldots, \boldsymbol{e}_{n-1}$ ) is an orthonormal basis of $T_{p} \mathscr{M}$. We may expend $\boldsymbol{v}$ on this basis: $\boldsymbol{v}=v^{0} \boldsymbol{u}+v^{i} \boldsymbol{e}_{i}$. We have necessarily $v^{0} \neq 0$, otherwise $\boldsymbol{v}=v^{i} \boldsymbol{e}_{i}$ would be a spacelike vector, which is excluded by hypothesis. Moreover, the time-orientation of $\boldsymbol{v}$ is the same as that of $\boldsymbol{u}$ iff $v^{0}>0$. Since $\boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v})=-v^{0}$, this establishes (1.5a) and (1.5b).

## Lemma 1.2: scalar product of a null vector with a causal vector

Let $(\mathscr{M}, \boldsymbol{g})$ be a time-orientable spacetime and $\boldsymbol{u}$ a future-directed null vector. For any null or timelike vector $\boldsymbol{v}$, we have

$$
\begin{align*}
& \boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v})<0 \Longleftrightarrow \boldsymbol{v} \text { is not collinear with } \boldsymbol{u} \text { and is future-directed }  \tag{1.6a}\\
& \boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v})=0 \Longleftrightarrow \boldsymbol{v} \text { is collinear with } \boldsymbol{u} \text { (and thus null) }  \tag{1.6b}\\
& \boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v})>0 \Longleftrightarrow \boldsymbol{v} \text { is not collinear with } \boldsymbol{u} \text { and is past-directed. } \tag{1.6c}
\end{align*}
$$

Proof. Without any loss of generality, we may find an orthonormal basis $\left(\boldsymbol{e}_{\alpha}\right)_{0 \leq \alpha \leq n-1}$ of $T_{p} \mathscr{M}$ such that $\boldsymbol{u}=e_{0}+e_{1}$, where the timelike unit vector $e_{0}$ is future-directed since $\boldsymbol{u}$ is. Let us expand $\boldsymbol{v}$ on this basis: $\boldsymbol{v}=v^{0} \boldsymbol{e}_{0}+v^{i} \boldsymbol{e}_{i}$, with $v^{0} \neq 0$ since $\boldsymbol{v}$ is not spacelike. We have then $\boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v})=-v^{0}+v^{1}$. Now, since $\boldsymbol{v}$ is null or timelike, $\boldsymbol{g}(\boldsymbol{v}, \boldsymbol{v}) \leq 0$, which is equivalent to

$$
\begin{equation*}
\left(v^{0}\right)^{2} \geq \sum_{i=1}^{n-1}\left(v^{i}\right)^{2} \tag{1.7}
\end{equation*}
$$

This implies $\left|v^{0}\right| \geq\left|v^{1}\right|$. If $\left|v^{0}\right|>\left|v^{1}\right|$, then $\boldsymbol{v}$ cannot be collinear with $\boldsymbol{u}$ (since this would imply $v^{0}=v^{1}$ ) and $\boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v})=-v^{0}+v^{1} \neq 0$, with a sign identical to that of $-v^{0}$. If $\left|v^{0}\right|=\left|v^{1}\right|$, Eq. (1.7) implies $v^{2}=v^{3}=\cdots=v^{n-1}=0$. We have then either $\boldsymbol{v}=v^{0}\left(\boldsymbol{e}_{0}+\boldsymbol{e}_{1}\right)=v^{0} \boldsymbol{u}$ or $\boldsymbol{v}=v^{0}\left(\boldsymbol{e}_{0}-\boldsymbol{e}_{1}\right)$. In the first case, $\boldsymbol{v}$ is collinear with $\boldsymbol{u}$ and $\boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v})=0$. In the second case, $\boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v})=-2 v^{0} \neq 0$. To summarize, the only case where $\boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v})=0$ is $\boldsymbol{v}$ being collinear with $\boldsymbol{u}$. This establishes (1.6b). In all the other cases, $\boldsymbol{v}$ is not collinear with $\boldsymbol{u}$ and the sign of $\boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v})$ is that of $-v^{0}$. Since $\boldsymbol{v}$ is future-directed if $v^{0}>0$ and past-directed if $v^{0}<0$, this establishes (1.6a) and (1.6c).

Two useful properties are immediate consequences of the above lemmas. From Lemma 1.1, we get


Figure 1.3: Worldlines of a massive particle $(\mathscr{L})$ and of a massless one $\left(\mathscr{L}^{\prime}\right)$.

## Property 1.3: no causal orthogonality to a timelike vector

A timelike vector cannot be orthogonal to a timelike vector or to a null vector.

From the part (1.6b) of Lemma 1.2, we get

## Property 1.4: orthogonality of two null vectors

Two null vectors are orthogonal if, and only if, they are collinear.

### 1.3 Worldlines

### 1.3.1 Definitions

In relativity, a particle is described by its spacetime extent, which is a smooth curve, $\mathscr{L}$ say, and not a point. This curve is called the particle's worldline and might be thought of as the set of the "successive positions" occupied by the particle as "time evolves". Except for pathological cases (tachyons), the worldline has to be a causal curve, i.e. at any point, a tangent vector to $\mathscr{L}$ is either timelike or null. This reflects the impossibility for the particle to travel faster than light with respect to any local inertial frame. The dynamics of a simple particle (i.e. a particle without any internal structure nor spin) is entirely described by its 4-momentum or energy-momentum vector ${ }^{1}$, which is a vector field $\boldsymbol{p}$ defined along $\mathscr{L}$, tangent to $\mathscr{L}$ at each point and future-directed (cf. Fig. 1.3).

One distinguishes two types of particles:

[^0]- the massive particles, for which $\mathscr{L}$ is a timelike curve, or equivalently, for which $\boldsymbol{p}$ is a timelike vector:

$$
\begin{equation*}
\boldsymbol{g}(\boldsymbol{p}, \boldsymbol{p})=\boldsymbol{p} \cdot \boldsymbol{p}<0 \tag{1.8}
\end{equation*}
$$

- the massless particles, such as the photon, for which $\mathscr{L}$ is a null curve, or equivalently, for which $p$ is a null vector:

$$
\begin{equation*}
\boldsymbol{g}(\boldsymbol{p}, \boldsymbol{p})=\boldsymbol{p} \cdot \boldsymbol{p}=0 \tag{1.9}
\end{equation*}
$$

In both cases, the mass of the particle is defined by ${ }^{2}$

$$
\begin{equation*}
m=\sqrt{-\boldsymbol{p} \cdot \boldsymbol{p}} \tag{1.10}
\end{equation*}
$$

Of course, for a massless particle, we get $m=0$.

### 1.3.2 Geodesic motion

If the particle feels only gravitation, i.e. if no non-gravitational force is exerted on it, the energy-momentum vector must be a geodesic vector, i.e. it obeys

$$
\begin{equation*}
\boldsymbol{\nabla}_{\boldsymbol{p}} \boldsymbol{p}=0, \tag{1.11}
\end{equation*}
$$

or, in index notation,

$$
\begin{equation*}
p^{\mu} \nabla_{\mu} p^{\alpha}=0 \tag{1.12}
\end{equation*}
$$

This implies that the worldline $\mathscr{L}$ must be a geodesic of the spacetime $(\mathscr{M}, \boldsymbol{g})$ (cf. Appendix B).

Remark 1: The reverse is not true, i.e. having $\mathscr{L}$ geodesic and $\boldsymbol{p}$ tangent to $\mathscr{L}$ does not imply (1.11), but the weaker condition $\boldsymbol{\nabla}_{\boldsymbol{p}} \boldsymbol{p}=\alpha \boldsymbol{p}$, with $\alpha$ a scalar field along $\mathscr{L}$. In this case, one says that $\boldsymbol{p}$ is a pregeodesic vector (cf. Sec. B.2.2 in Appendix B).

For massive particles, Eq. (1.11) can be derived from a variational principle, the action being simply the worldline's length $\tau$ as given by the metric tensor:

$$
\begin{equation*}
S=\int_{A}^{B} \mathrm{~d} \tau=\int_{\lambda_{A}}^{\lambda_{B}} \sqrt{-\boldsymbol{g}\left(\frac{\mathrm{d} \boldsymbol{x}}{\mathrm{~d} \lambda}, \frac{\mathrm{~d} \boldsymbol{x}}{\mathrm{~d} \lambda}\right)} \mathrm{d} \lambda \tag{1.13}
\end{equation*}
$$

(cf. Sec. B.4.2 for details). For photons, Eq. (1.11) can be derived from Maxwell equations within the geometrical optics approximation (see e.g. Box 5.6 of Ref. [376]), with the assumption that the photon energy-momentum vector is related to the wave 4 -vector $\boldsymbol{k}$ by

$$
\begin{equation*}
\boldsymbol{p}=\hbar \boldsymbol{k} \tag{1.14}
\end{equation*}
$$

[^1]
### 1.3.3 Massive particles

For a massive particle, the constraint of having the worldline $\mathscr{L}$ timelike has a simple geometrical meaning: $\mathscr{L}$ must always lie inside the light cones of events along $\mathscr{L}$ (cf. Fig. 1.3). The fundamental link between physics and geometry is that the proper time $\tau$ of the particle is nothing but the metric length along the worldline, increasing towards the future:

$$
\begin{equation*}
\mathrm{d} \tau=\sqrt{-\boldsymbol{g}(\mathrm{d} \boldsymbol{x}, \mathrm{~d} \boldsymbol{x})}=\sqrt{-g_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}} \tag{1.15}
\end{equation*}
$$

where $\mathrm{d} \boldsymbol{x}$ is an infinitesimal future-directed ${ }^{3}$ displacement along $\mathscr{L}$.
The particle's $\mathbf{4}$-velocity is defined as the derivative vector $\boldsymbol{u}$ of the parametrization of $\mathscr{L}$ by the proper time:

$$
\begin{equation*}
\boldsymbol{u}:=\frac{\mathrm{d} \boldsymbol{x}}{\mathrm{~d} \tau} . \tag{1.16}
\end{equation*}
$$

By construction, $\boldsymbol{u}$ is tangent to $\mathscr{L}$ and is a unit timelike vector:

$$
\begin{equation*}
\boldsymbol{u} \cdot \boldsymbol{u}=-1 . \tag{1.17}
\end{equation*}
$$

For a simple particle (no internal structure), the 4 -momentum $\boldsymbol{p}$ is tangent to $\mathscr{L}$; it is then necessarily collinear to $\boldsymbol{u}$. Since both vectors are future-directed, Eqs. (1.10) and (1.17) lead to

$$
\begin{equation*}
\boldsymbol{p}=m \boldsymbol{u} \text {. } \tag{1.18}
\end{equation*}
$$

### 1.3.4 Massless particles (photons)

For a massless particle, Eq. (1.15) would lead to $\mathrm{d} \tau=0$ since the displacement $\mathrm{d} \boldsymbol{x}$ would be a null vector. There is then no natural parameter along a null geodesic. However, one can single out a whole family of them, called affine parameters. As recalled in Appendix B, an affine parameter along a null geodesic $\mathscr{L}$ is a parameter $\lambda$ such that the associated tangent vector,

$$
\begin{equation*}
\boldsymbol{v}:=\frac{\mathrm{d} \boldsymbol{x}}{\mathrm{~d} \lambda} \tag{1.19}
\end{equation*}
$$

is a geodesic vector field: $\boldsymbol{\nabla}_{\boldsymbol{v}} \boldsymbol{v}=0$. In general, the tangent vector associated to a given parameter fulfills only $\boldsymbol{\nabla}_{\boldsymbol{v}} \boldsymbol{v}=\alpha \boldsymbol{v}$, with $\alpha$ a scalar field along $\mathscr{L}$ (cf. Remark 1 above).

The qualifier affine arises from the fact any two affine parameters $\lambda$ and $\lambda^{\prime}$ are necessarily related by an affine transformation:

$$
\begin{equation*}
\lambda^{\prime}=a \lambda+b \tag{1.20}
\end{equation*}
$$

with $a$ and $b$ two constants. Given that the photon energy-momentum vector $\boldsymbol{p}$ is a geodesic vector [Eq. (1.11)], a natural choice of the affine parameter $\lambda$ is that associated with $\boldsymbol{p}$ :

$$
\begin{equation*}
\boldsymbol{p}=\frac{\mathrm{d} \boldsymbol{x}}{\mathrm{~d} \lambda} \tag{1.21}
\end{equation*}
$$

This sets $a=1$ in the transformation (1.20).
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Figure 1.4: Orthogonal decomposition of the energy-momentum vector $\boldsymbol{p}$ of a particle with respect to the 4-velocity $\boldsymbol{u}_{\mathscr{O}}$ of an observer $\mathscr{O}$, giving birth to the energy $E$ and linear momentum $\boldsymbol{P}$ as measured by $\mathscr{O}$.

### 1.4 Quantities measured by an observer

In the simplest modelization, an observer $\mathscr{O}$ in the spacetime $(\mathscr{M}, \boldsymbol{g})$ is described by a timelike worldline $\mathscr{L}_{\mathscr{O}}$ that is equipped with an orthonormal basis $\left(\boldsymbol{e}_{\alpha}\right)$ at each point, such that $\boldsymbol{e}_{0}$ is future-directed and tangent to $\mathscr{L}_{\mathscr{O}}$ and $\left(\boldsymbol{e}_{\alpha}\right)$ varies smoothly along $\mathscr{L}_{\mathscr{O}}$ (see e.g. Sec. 13.6 of Ref. [331] or Chap. 3 of Ref. [208] for an extended discussion). The vector $\boldsymbol{e}_{0}$ is then the 4 -velocity of $\mathscr{O}$ and the vectors ( $\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \boldsymbol{e}_{3}$ ) form an orthonormal basis of the 3-dimensional local rest space of $\mathscr{O} .\left(e_{\alpha}\right)$ is called the observer's frame.

Let us suppose that the observer $\mathscr{O}$ encounters a particle at some event $A$. Geometrically, this means that the worldline $\mathscr{L}$ of the particle intersects $\mathscr{L}_{\mathscr{O}}$ at $A$. Then, the energy $E$ and the linear momentum $\boldsymbol{P}$ of the particle, both measured by $\mathscr{O}$, are given by the orthogonal decomposition of the particle's energy-momentum vector $\boldsymbol{p}$ with respect to $\mathscr{L}_{\mathscr{O}}$ (cf. Fig. 1.4):

$$
\begin{equation*}
\boldsymbol{p}=E \boldsymbol{u}_{\mathscr{O}}+\boldsymbol{P}, \quad \text { with } \quad \boldsymbol{u}_{\overparen{O}} \cdot \boldsymbol{P}=0 \tag{1.22}
\end{equation*}
$$

where $\boldsymbol{u}_{\mathscr{O}}=\boldsymbol{e}_{0}$ is the 4 -velocity of observer $\mathscr{O}$. By taking the scalar product of Eq. (1.22) with $\boldsymbol{u}_{\mathscr{O}}$, we obtain the following expressions for $E$ and $\boldsymbol{P}$ :

$$
\begin{gather*}
E=-\boldsymbol{u}_{\overparen{O}} \cdot \boldsymbol{p}  \tag{1.23}\\
\boldsymbol{P}=\boldsymbol{p}+\left(\boldsymbol{u}_{\overparen{O}} \cdot \boldsymbol{p}\right) \boldsymbol{u}_{\overparen{ }} . \tag{1.24}
\end{gather*}
$$

The scalar square of Eq. (1.22) leads to

$$
\begin{equation*}
\underbrace{\boldsymbol{p} \cdot \boldsymbol{p}}_{-m^{2}}=E^{2} \underbrace{\boldsymbol{u}_{\mathscr{O}} \cdot \boldsymbol{u}_{\mathscr{O}}}_{-1}+2 E \underbrace{\boldsymbol{u}_{\mathscr{O}} \cdot \boldsymbol{P}}_{0}+\boldsymbol{P} \cdot \boldsymbol{P}, \tag{1.25}
\end{equation*}
$$

where we have used Eq. (1.10) to let appear the particle's mass $m$. Hence we recover Einstein's relation:

$$
\begin{equation*}
E^{2}=m^{2}+\boldsymbol{P} \cdot \boldsymbol{P} \text {. } \tag{1.26}
\end{equation*}
$$

An infinitesimal displacement $\mathrm{d} \boldsymbol{x}$ of the particle along its worldline is related to the energymomentum vector $\boldsymbol{p}$ by

$$
\begin{equation*}
\mathrm{d} \boldsymbol{x}=\boldsymbol{p} \mathrm{d} \lambda, \tag{1.27}
\end{equation*}
$$

where $\lambda$ is the affine parameter along the particle's worldline whose tangent vector is $\boldsymbol{p}$ [cf. Eq. (1.21) for a massless particle and Eqs. (1.16) and (1.18) with $\lambda:=\tau / m$ for a massive particle]. Substituting (1.22) for $\boldsymbol{p}$ in (1.27), we get the orthogonal decomposition of $\mathrm{d} \boldsymbol{x}$ with respect to $\mathscr{L}_{0}$ :

$$
\begin{equation*}
\mathrm{d} \boldsymbol{x}=E \mathrm{~d} \lambda \boldsymbol{u}_{\mathscr{O}}+\mathrm{d} \lambda \boldsymbol{P} . \tag{1.28}
\end{equation*}
$$

$\mathscr{O}^{\prime}$ 's proper time elapsed during the particle's displacement is the coefficient in front of $\boldsymbol{u}_{\mathscr{O}}$ : $\mathrm{d} \tau_{\mathscr{O}}=E \mathrm{~d} \lambda$ and the particle's displacement in $\mathscr{O}^{\prime}$ s rest frame is the part orthogonal to $\boldsymbol{u}_{\mathscr{O}}$ : $\mathrm{d} \boldsymbol{X}=\mathrm{d} \lambda \boldsymbol{P}$. By definition, the particle's velocity with respect to $\mathscr{O}$ is

$$
\begin{equation*}
\boldsymbol{V}:=\frac{\mathrm{d} \boldsymbol{X}}{\mathrm{~d} \tau_{\mathscr{O}}}=\frac{\mathrm{d} \lambda \boldsymbol{P}}{E \mathrm{~d} \lambda} \tag{1.29}
\end{equation*}
$$

Hence the relation

$$
\begin{equation*}
\boldsymbol{P}=E \boldsymbol{V} \text {. } \tag{1.30}
\end{equation*}
$$

By combining with (1.22), we get the following orthogonal decomposition of the particle's 4-momentum:

$$
\begin{equation*}
\boldsymbol{p}=E\left(\boldsymbol{u}_{\overparen{O}}+\boldsymbol{V}\right) \text {. } \tag{1.31}
\end{equation*}
$$

Relations (1.26), (1.31) and (1.30) are valid for any kind of particle, massive or not. For a massive particle, the energy-momentum vector $\boldsymbol{p}$ is related to the particle's 4 -velocity $\boldsymbol{u}$ via (1.18). Inserting this relation into (1.23), we obtain

$$
\begin{equation*}
E=\Gamma m, \tag{1.32}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma:=-\boldsymbol{u}_{\overparen{O}} \cdot \boldsymbol{u} \tag{1.33}
\end{equation*}
$$

is the Lorentz factor of the particle with respect to the observer. If we depart from units with $c=1$, Eq. (1.32) becomes the famous relation $E=\Gamma m c^{2}$. Furthermore, combining (1.30) and (1.32) yields the familiar relation between the linear momentum and the velocity:

$$
\begin{equation*}
\boldsymbol{P}=\Gamma m \boldsymbol{V} . \tag{1.34}
\end{equation*}
$$

Finally, inserting (1.32) and (1.34) into (1.26) leads to the well-known expression of the Lorentz factor in terms of the velocity:

$$
\begin{equation*}
\Gamma=(1-\boldsymbol{V} \cdot \boldsymbol{V})^{-1 / 2} \tag{1.35}
\end{equation*}
$$

If we divide Eq. (1.22) by $m$ and use Eqs. (1.18), (1.32) and (1.34) to express respectively $\boldsymbol{p} / m$, $E / m$ and $\boldsymbol{P} / m$, we get the following orthogonal split of the particle's 4 -velocity $\boldsymbol{u}$ with respect to observer $\mathscr{O}$ :

$$
\begin{equation*}
\boldsymbol{u}=\Gamma\left(\boldsymbol{u}_{\mathscr{O}}+\boldsymbol{V}\right) . \tag{1.36}
\end{equation*}
$$

For a massless particle (photon), inserting (1.30) into the Einstein relation (1.26) with $m=0$ yields

$$
\begin{equation*}
\boldsymbol{V} \cdot \boldsymbol{V}=1 \tag{1.37}
\end{equation*}
$$

This means that the norm of the velocity of the massless particle with respect to $\mathscr{O}$ equals the speed of light $c$ ( $=1$ in our units). For a photon associated with a monochromatic radiation, the wave 4 -vector $\boldsymbol{k}$ admits the following orthogonal decomposition:

$$
\begin{equation*}
\boldsymbol{k}=\omega\left(\boldsymbol{u}_{\overparen{O}}+\boldsymbol{V}\right) \tag{1.38}
\end{equation*}
$$

where $\omega=2 \pi \nu$, with $\nu$ being the radiation frequency as measured by observer $\mathscr{O}$. In view of Eq. (1.31) with $\boldsymbol{p}=\hbar \boldsymbol{k}$ [Eq. (1.14)], we get the Planck-Einstein relation:

$$
\begin{equation*}
E=h \nu \text {. } \tag{1.39}
\end{equation*}
$$

### 1.5 Einstein equation

### 1.5.1 General form

Saying that gravitation in spacetime $(\mathscr{M}, \boldsymbol{g})$ is ruled by general relativity amounts to demanding that the spacetime dimension fulfills $n \geq 3$ and the metric $\boldsymbol{g}$ obeys the Einstein equation:

$$
\begin{equation*}
\boldsymbol{R}-\frac{1}{2} R \boldsymbol{g}+\Lambda \boldsymbol{g}=8 \pi \boldsymbol{T} \tag{1.40}
\end{equation*}
$$

where $\boldsymbol{R}$ is the Ricci tensor of $\boldsymbol{g}, R$ is the Ricci scalar of $\boldsymbol{g}$ (cf. Sec. A.5.3 in Appendix A), $\Lambda$ is some constant, called the cosmological constant, and $\boldsymbol{T}$ is the energy-momentum tensor of matter and non-gravitational fields. If we let appear the Einstein tensor $\boldsymbol{G}:=\boldsymbol{R}-(R / 2) \boldsymbol{g}$ [Eq. (A.115)], the Einstein equation is recast as

$$
\begin{equation*}
\boldsymbol{G}+\Lambda \boldsymbol{g}=8 \pi \boldsymbol{T} \text {. } \tag{1.41}
\end{equation*}
$$

Remark 1: The case $n=2$ has been excluded since the Einstein equation would no longer involve the spacetime curvature, given that the Einstein tensor $\boldsymbol{G}$ is identically zero for any metric $\boldsymbol{g}$ if $n=2$ (the trace of Eq. (A.116) in Appendix A yields $\boldsymbol{R}=(R / 2) \boldsymbol{g})$. The exclusion of $n=2$ also follows by noticing that the Einstein-Hilbert action, which gives birth to Eq. (1.40) for $n \geq 3$, is proportional to the Euler characteristic of $\mathscr{M}$ for $n=2$ (by virtue of the Gauss-Bonnet theorem), the Euler characteristic being a topological invariant independent of $g$.

By taking the trace of (1.40) with respect to $\boldsymbol{g}$, it is easy to show that the Einstein equation (1.40) is equivalent to

$$
\begin{equation*}
\boldsymbol{R}=\frac{2}{n-2} \Lambda \boldsymbol{g}+8 \pi\left(\boldsymbol{T}-\frac{1}{n-2} T \boldsymbol{g}\right), \tag{1.42}
\end{equation*}
$$

where $T:=g^{\mu \nu} T_{\mu \nu}$ is the trace of $\boldsymbol{T}$ with respect to $\boldsymbol{g}$.
Remark 2: The spacetime dimension $n$ does not appear in the Einstein equation (1.40); on the contrary, $n$ appears in the variant (1.42). Notice as well that Eq. (1.42) would be ill-posed for $n=2$ (cf. Remark 1).

The vacuum Einstein equation with cosmological constant is Eq. (1.42) with $\boldsymbol{T}=0$ :

$$
\begin{equation*}
\boldsymbol{R}=\frac{2}{n-2} \Lambda \boldsymbol{g} \tag{1.43}
\end{equation*}
$$

In the mathematical literature, a solution of Eq. (1.43) is called an Einstein metric. The special case $\Lambda=0$ is called the vacuum Einstein equation:

$$
\begin{equation*}
\boldsymbol{R}=0 \text {. } \tag{1.44}
\end{equation*}
$$

It thus corresponds to the vanishing of the Ricci tensor. Solutions of Eq. (1.44) are sometimes called Ricci-flat metrics.

Taking the covariant divergence of the Einstein equation (1.41) and invoking the contracted Bianchi identity (A.114) leads to

$$
\begin{equation*}
\nabla \cdot \overrightarrow{\boldsymbol{T}}=0 \tag{1.45}
\end{equation*}
$$

where $\vec{T}$ in the type-( 1,1 ) tensor associated by metric duality to $\boldsymbol{T}$ [cf. Eq. (A.47)]. In index notation, the above equation reads [cf. Eq. (A.69)]

$$
\nabla_{\mu} T_{\alpha}^{\mu}=0 .
$$

Equation (1.45) is often referred to as the equation of energy-momentum conservation.

### 1.5.2 Electrovacuum Einstein equation

An electromagnetic field in the spacetime $(\mathscr{M}, \boldsymbol{g})$ is a 2 -form $\boldsymbol{F}$ (cf. Sec. A.2.6) such that any particle of mass $m>0$, electric charge $q$ and 4 -velocity $\boldsymbol{u}$ is subject to the 4 -acceleration

$$
\begin{equation*}
\nabla_{u} \boldsymbol{u}=\frac{q}{m} \overrightarrow{\boldsymbol{F}}(., \boldsymbol{u}) \Longleftrightarrow u^{\mu} \nabla_{\mu} u^{\alpha}=\frac{q}{m} F^{\alpha}{ }_{\mu}^{\mu} . \tag{1.46}
\end{equation*}
$$

Moreover, in standard electromagnetism, $\boldsymbol{F}$ is governed by the Maxwell equations:

$$
\begin{equation*}
\mathrm{d} \boldsymbol{F}=0 \quad \text { and } \quad \boldsymbol{\nabla} \cdot \overrightarrow{\boldsymbol{F}}=\mu_{0} \boldsymbol{j} \tag{1.47}
\end{equation*}
$$

where $\mathbf{d} \boldsymbol{F}$ is the exterior derivative of $\boldsymbol{F}$ (cf. Sec. A.4.3), $\overrightarrow{\boldsymbol{F}}$ in the type-(2,0) antisymmetric tensor (bivector) associated by metric duality to $\boldsymbol{F}$ [cf. Eqs. (A.48) and (A.50)], $\mu_{0}$ is a constant called the vacuum permeability and $\boldsymbol{j}$ is the electric current density vector field, which describes the distribution of electric charges in spacetime. In view of formula (A.94) for the exterior derivative and of definition (A.69) for the divergence operator, the Maxwell equations (1.47) can be expressed in terms of components with respect to some coordinates $\left(x^{\alpha}\right)$ as

$$
\begin{equation*}
\frac{\partial F_{\beta \gamma}}{\partial x^{\alpha}}+\frac{\partial F_{\gamma \alpha}}{\partial x^{\beta}}+\frac{\partial F_{\alpha \beta}}{\partial x^{\gamma}}=0 \quad \text { and } \quad \nabla_{\mu} F^{\alpha \mu}=\mu_{0} j^{\alpha} \tag{1.48}
\end{equation*}
$$

Remark 3: Thanks to an identity valid for the divergence of any antisymmetric type- $(2,0)$ tensor field, the second Maxwell equation can be written in terms of partial derivatives only:

$$
\begin{equation*}
\frac{1}{\sqrt{-g}} \frac{\partial}{\partial x^{\mu}}\left(\sqrt{-g} F^{\alpha \mu}\right)=\mu_{0} j^{\alpha}, \tag{1.49}
\end{equation*}
$$

where $g$ stands for the determinant of the components $\left(g_{\alpha \beta}\right)$ of the metric tensor $\boldsymbol{g}$ with respect to the coordinates $\left(x^{\alpha}\right)$.

Remark 4: The second Maxwell equation can be expressed in terms of differential forms, as the first one, by introducing the $(n-2)$-form $\star \boldsymbol{F}$ ( $n$ being the spacetime dimension) and the $(n-1)$-form $\star \boldsymbol{j}$, which are respectively the Hodge dual of the 2-form $\boldsymbol{F}$ and the Hodge dual of the 1-form $\boldsymbol{j}$ (the metric dual of the vector field $\boldsymbol{j}$, cf. Sec. A.3.3). We shall define the Hodge dual of a $p$-form only in Chap. 5 [cf. Eq. (5.36)]; here, let us simply state the Maxwell equations in terms of it and of the exterior derivative d:

$$
\begin{equation*}
\mathbf{d} \boldsymbol{F}=0 \quad \text { and } \quad \mathbf{d} \star \boldsymbol{F}=\mu_{0} \star \underline{\boldsymbol{j}} . \tag{1.50}
\end{equation*}
$$

A source-free electromagnetic field is a 2-form $\boldsymbol{F}$ that obeys the Maxwell equations (1.47) with $\boldsymbol{j}=0$ :

$$
\begin{equation*}
\mathbf{d} \boldsymbol{F}=0 \quad \text { and } \quad \nabla \cdot \overrightarrow{\boldsymbol{F}}=0 \tag{1.51}
\end{equation*}
$$

The energy-momentum tensor $\boldsymbol{T}$ of a source-free electromagnetic field $\boldsymbol{F}$ is

$$
\begin{equation*}
T_{\alpha \beta}=\frac{1}{\mu_{0}}\left(F_{\mu \alpha} F_{\beta}^{\mu}-\frac{1}{4} F_{\mu \nu} F^{\mu \nu} g_{\alpha \beta}\right) \tag{1.52}
\end{equation*}
$$

the trace of which with respect to $\boldsymbol{g}$ is

$$
\begin{equation*}
T:=g^{\mu \nu} T_{\mu \nu}=\frac{4-n}{4 \mu_{0}} F_{\mu \nu} F^{\mu \nu} \tag{1.53}
\end{equation*}
$$

Remark 5: $T=0$ only for $n=4$ (the standard spacetime dimension).
The electrovacuum Einstein equation is the Einstein equation (1.42) with $\Lambda=0$ and $\boldsymbol{T}$ given by Eq. (1.52); in view of Eq. (1.53), it writes

$$
\begin{equation*}
R_{\alpha \beta}=\frac{8 \pi}{\mu_{0}}\left(F_{\mu \alpha} F_{\beta}^{\mu}-\frac{1}{2(n-2)} F_{\mu \nu} F^{\mu \nu} g_{\alpha \beta}\right) \tag{1.54}
\end{equation*}
$$

A solution of the Einstein-Maxwell system is a triplet $(\mathscr{M}, \boldsymbol{g}, \boldsymbol{F})$ such that $(\mathscr{M}, \boldsymbol{g})$ is a $n$ dimensional spacetime, $\boldsymbol{F}$ is a source-free electromagnetic field on $\mathscr{M}$ and $(\boldsymbol{g}, \boldsymbol{F})$ obeys the the electrovacuum Einstein equation (1.54).

## Chapter 2

## The concept of black hole 1: Horizons as null hypersurfaces
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### 2.1 Introduction

In this chapter, we shall start from a naive "definition" of a black hole, as a region of spacetime from which no particle can escape, and we shall convince ourselves that the black hole boundary - the so-called event horizon - must be a null hypersurface (Sec. 2.2). We shall then study the properties of these hypersurfaces (Secs. 2.3 and 2.4). The precise mathematical definition of a black hole will be given in Chap. 4.

### 2.2 Black holes and null hypersurfaces

### 2.2.1 A first definition of black holes

Given a $n$-dimensional spacetime ( $\mathscr{M}, \boldsymbol{g}$ ) as presented in Chap. 1 (with $n \geq 2$ ), a naive definition of a black hole, involving only words, could be

> A black hole is a localized region of spacetime from which neither massive particles nor massless ones (photons) can escape.

There are essentially two features in this definition: localization and inescapability. Let us for a moment focus on the latter. It implies the existence of a boundary, which no particle emitted


Figure 2.1: The three causal types of hypersurfaces: spacelike (left), timelike (middle) and null (right).
in the black hole region can cross. This boundary is called the event horizon and is quite often referred to simply as the horizon. It is a one-way membrane, in the sense that it can be crossed from the black hole "exterior" towards the black hole "interior", but not in the reverse way. The one-way membrane must be a hypersurface of the spacetime manifold $\mathscr{M}$, for it has to divide $\mathscr{M}$ in two regions: the interior (the black hole itself) and the exterior region. Let us recall that a hypersurface is an embedded submanifold of $\mathscr{M}$ of codimension 1 (cf. Sec. A.2.7 in Appendix A).

### 2.2.2 The event horizon as a null hypersurface

To discuss further which hypersurface could act as a black hole boundary, one should recall that, on a Lorentzian manifold ( $\mathscr{M}, \boldsymbol{g})$, a (smooth) hypersurface $\Sigma$ can locally be classified in three categories. The classification, called the causal type, depends on the signature of metric induced by $\boldsymbol{g}$ on $\Sigma$ - the induced metric being nothing but the restriction $\left.\boldsymbol{g}\right|_{\Sigma}$ of $\boldsymbol{g}$ to vector fields tangent to $\Sigma$. The hypersurface $\Sigma$ is said to be

- spacelike iff $\left.\boldsymbol{g}\right|_{\Sigma}$ is positive definite, i.e. iff $\left.\operatorname{sign} \boldsymbol{g}\right|_{\Sigma}=(+, \cdots,+)(n-1$ plus signs), i.e. iff $\left(\Sigma,\left.\boldsymbol{g}\right|_{\Sigma}\right)$ is a Riemannian manifold;
- timelike iff $\left.\boldsymbol{g}\right|_{\Sigma}$ is a Lorentzian metric, i.e. iff $\left.\operatorname{sign} \boldsymbol{g}\right|_{\Sigma}=(-,+, \cdots,+)(1$ minus sign and $n-2$ plus signs), i.e. iff $\left(\Sigma,\left.\boldsymbol{g}\right|_{\Sigma}\right)$ is a Lorentzian manifold;
- null iff $\left.\boldsymbol{g}\right|_{\Sigma}$ is degenerate ${ }^{1}$ i.e. iff $\left.\operatorname{sign} \boldsymbol{g}\right|_{\Sigma}=(0,+, \cdots,+)$ ( 1 zero and $n-2$ plus signs).

All these definitions are local, i.e. apply to a point $p \in \Sigma$. Of course, it may happen that $\Sigma$ has not the same causal type among all its points.

The causal type of the hypersurface $\Sigma$ can also be deduced from any normal vector ${ }^{2} \boldsymbol{n}$ to it (cf. Fig. 2.1):

- $\Sigma$ spacelike $\Longleftrightarrow \boldsymbol{n}$ timelike;
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Figure 2.2: A timelike hypersurface is a two-way membrane: $\mathscr{L}_{1 \rightarrow 2}$ is a timelike worldline from Region 1 to Region 2, while $\mathscr{L}_{2 \rightarrow 1}$ is a timelike worldline from Region 2 to Region 1.


Figure 2.3: A spacelike hypersurface is a one-way membrane: $\mathscr{L}_{1 \rightarrow 2}$ is a timelike worldline from Region 1 to Region 2, while there is no timelike or null worldline from Region 2 to Region 1.

- $\Sigma$ timelike $\Longleftrightarrow \boldsymbol{n}$ spacelike;
- $\Sigma$ null $\Longleftrightarrow n$ null.

These equivalences are easily proved by considering a $\boldsymbol{g}$-orthogonal basis adapted to $\Sigma$.
Remark 1: Null hypersurfaces have the distinctive feature that their normals are also tangent to them. Indeed, by definition, the normal $\boldsymbol{n}$ is null iff $\boldsymbol{n} \cdot \boldsymbol{n}=0$, which is nothing but the condition for $\boldsymbol{n}$ to be tangent to $\Sigma$.

A timelike hypersurface is a two-way membrane: it divides (locally) the spacetime in two regions, 1 and 2 say, and a future-directed timelike or null worldline can cross it from Region 1 to Region 2, or from Region 2 to Region 1 (see Fig. 2.2). On the contrary, a spacelike hypersurface is a one-way membrane: a future-directed timelike or null worldline, which is constrained to move inside the light cones, can cross it only from Region 1 to Region 2, say (see Fig. 2.3). A null hypersurface is also a one-way membrane (see Fig. 2.4). At most, a null worldline that is


Figure 2.4: A null hypersurface is a one-way membrane: $\mathscr{L}_{1 \rightarrow 2}$ is a timelike worldline from Region 1 to Region 2, while there is no timelike or null worldline from Region 2 to Region 1.
not going from Region 1 to Region 2 must stay on the hypersurface; an example of such null worldline is the one depicted in Fig. 2.4 as the thin black line tangent to the normal $\boldsymbol{n}$.

The limit case between two-way membranes (timelike hypersurfaces) and one-way ones being null hypersurfaces, it is quite natural to select the latter ones for the black hole boundary, rather than spacelike hypersurfaces. This choice will be fully justified in Chap. 4, where we shall see that the generic definition of a black hole implies that its boundary (the event horizon) is a null hypersurface as soon as it is smooth (Property 4.11). Note however that in Chap. 17, we shall see that spacelike hypersurfaces, called dynamical horizons, are involved in quasi-local approaches to black holes.

### 2.3 Geometry of null hypersurfaces

Since smooth black hole event horizons are null hypersurfaces, let us examine the geometrical properties of such objects. We shall denote the hypersurface under study by $\mathscr{H}$, for horizon, but the results of this section and of Sec. 2.4 are valid for any null hypersurface.

### 2.3.1 Hypersurfaces as level sets

As any hypersurface, $\mathscr{H}$ can be locally considered as a level set: around any point of $\mathscr{H}$, there exists an open subset $\mathscr{U}$ of $\mathscr{M}$ (possibly $\mathscr{U}=\mathscr{M}$ ) and a smooth scalar field $u: \mathscr{U} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\forall p \in \mathscr{U}, \quad p \in \mathscr{H} \Longleftrightarrow u(p)=0 \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{d} u \neq 0 \quad \text { on } \mathscr{H} \tag{2.2}
\end{equation*}
$$

where $\mathbf{d} u$ is the differential of the scalar field $u$ (cf. Sec. A.2.4): $\mathbf{d} u=\left(\partial u / \partial x^{\alpha}\right) \mathbf{d} x^{\alpha}$ in any coordinate chart ( $x^{\alpha}$ ). Condition (2.2) ensures that $\mathscr{H}$ is a regular hypersurface (an embedded submanifold, cf. Sec. A.2.7); without it, $\mathscr{H}$ could be self-intersecting.


Figure 2.5: Null hyperplane $\mathscr{H}$ of equation $t-x=0$ in Minkowski spacetime. The dimension along $z$ has been suppressed, so that $\mathscr{H}$ is pictured as a 2-plane.

Example 1 (null hyperplane): A very simple example of null hypersurface is a null hyperplane of the 4-dimensional Minkowski spacetime. The Minkowski spacetime is defined by $\mathscr{M}=\mathbb{R}^{4}$ with $\boldsymbol{g}$ being a flat Lorentzian metric. Natural coordinates are Minkowskian coordinates $(t, x, y, z)$, i.e. coordinates with respect to which the metric components are $g_{\alpha \beta}=\operatorname{diag}(-1,1,1,1)$. The scalar field

$$
\begin{equation*}
u(t, x, y, z)=t-x \tag{2.3}
\end{equation*}
$$

defines then a null hyperplane $\mathscr{H}$ by $u=0$ (cf. Fig. 2.5).
Example 2 (light cone): Another simple example of null hypersurface, still in the 4-dimensional Minkowski spacetime, is the future sheet $\mathscr{H}$ of a light cone, also called future light cone. Note that we have to take out the cone apex from $\mathscr{H}$, in order to have a regular hypersurface. In the Minkowskian coordinates $(t, x, y, z)$, the choice of the "retarded time"

$$
\begin{equation*}
u(t, x, y, z)=t-\sqrt{x^{2}+y^{2}+z^{2}} \tag{2.4}
\end{equation*}
$$

defines a future light cone $\mathscr{H}$ by $u=0$ and $t>0$ (cf. Fig. 2.6).
Example 3 (Schwarzschild horizon): Let us consider the 4-dimensional spacetime ( $\mathscr{M}, \boldsymbol{g}$ ) with $\mathscr{M}$ diffeomorphic to $\mathbb{R}^{4}$ and equipped with a coordinate system $\left(x^{\alpha}\right)=(t, r, \theta, \varphi)(t \in \mathbb{R}, r \in(0,+\infty)$, $\theta \in(0, \pi)$ and $\varphi \in(0,2 \pi))$ such that the metric tensor takes the form ${ }^{3}$

$$
\begin{equation*}
\boldsymbol{g}=-\left(1-\frac{2 m}{r}\right) \mathbf{d} t^{2}+\frac{4 m}{r} \mathbf{d} t \mathbf{d} r+\left(1+\frac{2 m}{r}\right) \mathbf{d} r^{2}+r^{2} \mathbf{d} \theta^{2}+r^{2} \sin ^{2} \theta \mathbf{d} \varphi^{2} \tag{2.5}
\end{equation*}
$$

where $m$ is a positive constant. We shall see in Chap. 6 that $(\mathscr{M}, \boldsymbol{g})$ is actually a part of Schwarzschild spacetime, described in coordinates different from the standard Schwarzschild-Droste ones, $(\bar{t}, r, \theta, \varphi)$
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Figure 2.6: Future sheet $\mathscr{H}$ of the light cone of equation $t-\sqrt{x^{2}+y^{2}+z^{2}}=0$ in Minkowski spacetime. The dimension along $z$ has been suppressed, so that $\mathscr{H}$ looks 2-dimensional, whereas it is actually 3-dimensional.
say, the link between the two being $t=\bar{t}+2 m \ln |r /(2 m)-1|$. The present coordinates are called the ingoing Eddington-Finkelstein coordinates and have the advantage over the standard ones to be regular on the event horizon, which is located at $r=2 m$. Indeed, the metric components (2.5) remain finite when $r \rightarrow 2 m$, as do those of the inverse metric, which are

$$
g^{\alpha \beta}=\left(\begin{array}{cccc}
-\left(1+\frac{2 m}{r}\right) & \frac{2 m}{r} & 0 & 0  \tag{2.6}\\
\frac{2 m}{r} & 1-\frac{2 m}{r} & 0 & 0 \\
0 & 0 & \frac{1}{r^{2}} & 0 \\
0 & 0 & 0 & \frac{1}{r^{2} \sin ^{2} \theta}
\end{array}\right)
$$

Let us consider the scalar field defined on $\mathscr{M}$ by

$$
\begin{equation*}
u(t, r, \theta, \varphi)=\left(1-\frac{r}{2 m}\right) \exp \left(\frac{r-t}{4 m}\right) \tag{2.7}
\end{equation*}
$$

It is then clear that the hypersurface $u=0$ is the 3-dimensional "cylinder" $\mathscr{H}$ of equation $r=2 m$ (cf. Fig. 2.7). We shall see below ${ }^{4}$ that $\mathscr{H}$ is indeed a null hypersurface.

### 2.3.2 Null normals

Let $\ell$ be a vector field normal to $\mathscr{H}$. Since $\mathscr{H}$ is a null hypersurface, $\ell$ is a null vector:

$$
\begin{equation*}
\ell \cdot \ell=0 \tag{2.8}
\end{equation*}
$$

Moreover, we choose $\ell$ to be future-directed (cf. Sec. 1.2.2).
Remark 1: As a consequence of (2.8), there is no natural normalization of $\ell$, contrary to the case of timelike or spacelike hypersurfaces, where one can always choose the normal to be a unit vector (scalar
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Figure 2.7: Schwarzschild horizon $\mathscr{H}$ introduced in Example 3; The figure is drawn for $\theta=\pi / 2$ and is based on coordinates $(t, x, y)$ related to the ingoing Eddington-Finkelstein coordinates $(t, r, \theta, \varphi)$ by $x=r \cos \varphi$ and $y=r \sin \varphi$.
square equal to 1 or -1 ). It follows that there is no unique choice of $\ell$. At this stage, any rescaling $\boldsymbol{\ell} \mapsto \boldsymbol{\ell}^{\prime}=\alpha \boldsymbol{\ell}$, with $\alpha$ some strictly positive (to preserve the future orientation of $\boldsymbol{\ell}$ ) scalar field on $\mathscr{H}$, yields a normal vector field $\ell^{\prime}$ as valid as $\ell$.

The null normal vector field $\ell$ is a priori defined on $\mathscr{H}$ only and not at points $p \notin \mathscr{H}$. However, it is worth to consider $\ell$ as a vector field not confined to $\mathscr{H}$ but defined in some open subset of $\mathscr{M}$ around $\mathscr{H}$. In particular this would permit to define the spacetime covariant derivative $\nabla \boldsymbol{\ell}$, which is not possible if the support of $\ell$ is restricted to $\mathscr{H}$. Following Carter [91], a simple way to achieve this is to consider not only a single null hypersurface $\mathscr{H}$, but a foliation of $\mathscr{M}$ (in the vicinity of $\mathscr{H}$ ) by a family of null hypersurfaces, such that $\mathscr{H}$ is an element of this family. Without any loss of generality, we may select the value of the scalar field $u$ defining $\mathscr{H}$ to label these hypersurfaces and denote the family by $\left(\mathscr{H}_{u}\right)$. The null hypersurface $\mathscr{H}$ is then nothing but the element $\mathscr{H}=\mathscr{H}_{u=0}$ of this family [Eq. (2.1)]. The vector field $\ell$ can then be viewed as being defined in the part of $\mathscr{M}$ foliated by $\left(\mathscr{H}_{u}\right)$, such that at each point in this region, $\ell$ is null and normal to $\mathscr{H}_{u}$ for some value of $u$.

Example 4: The scalar field $u$ introduced in Example 1 (null hyperplane) does define a family of null hypersurfaces $\left(\mathscr{H}_{u}\right)$. A counter-example would be $u(t, x, y, z)=(t-x)\left(1+x^{2}\right)$, since $u=a$ does not define a null hypersurface except for $a=0$. Similarly, the scalar fields $u$ of Example 2 (light cone) and Example 3 (Schwarzschild horizon) do define a family of null hypersurfaces $\left(\mathscr{H}_{u}\right)$. In the latter example, this would not have been the case for the simpler choice $u(t, r, \theta, \varphi)=r-2 m$. Some of these null hypersurfaces are represented in Fig. 2.8

Obviously the family $\left(\mathscr{H}_{u}\right)$ is non-unique but all geometrical quantities that we shall introduce hereafter do not depend upon the choice of the foliation $\mathscr{H}_{u}$ once they are evaluated at $\mathscr{H}$.


Figure 2.8: Hypersurfaces $\mathscr{H}_{u}$ defined by $u=$ const for the Schwarzschild horizon (Example 3).

Since $\mathscr{H}$ is a hypersurface where $u$ is constant [Eq. (2.1)], we have, by definition,

$$
\begin{equation*}
\forall \boldsymbol{v} \in T_{p} \mathscr{M}, \quad \boldsymbol{v} \text { tangent to } \mathscr{H} \Longleftrightarrow \boldsymbol{\nabla}_{\boldsymbol{v}} u=0 \Longleftrightarrow\langle\mathbf{d} u, \boldsymbol{v}\rangle=0 \Longleftrightarrow \vec{\nabla} u \cdot \boldsymbol{v}=0 \tag{2.9}
\end{equation*}
$$

where $\vec{\nabla} u$ is the gradient of the scalar field $u$, i.e. the vector field that is the metric-dual of the 1 -form $\mathbf{d} u$ (cf. Sec. A.3.3); in a coordinate chart ( $x^{\alpha}$ ), its components are given by

$$
\begin{equation*}
\nabla^{\alpha} u=g^{\alpha \mu} \nabla_{\mu} u=g^{\alpha \mu} \frac{\partial u}{\partial x^{\mu}} \tag{2.10}
\end{equation*}
$$

Property (2.9) means that $\vec{\nabla} u$ is a normal vector field to $\mathscr{H}$. By uniqueness of the normal direction to a hypersurface, it must then be collinear to $\ell$. Therefore, there must exist some scalar field $\rho$ such that

$$
\begin{equation*}
\ell=-\mathrm{e}^{\rho} \vec{\nabla} u \tag{2.11}
\end{equation*}
$$

We have chosen the coefficient linking $\ell$ and $\vec{\nabla} u$ to be strictly negative (minus an exponential). This is always possible by a suitable choice of the scalar field $u$. The minus sign ensures that in the case of $u$ increasing toward the future, $\ell$ is future-directed, as the following example shows:
Example 5 (null hyperplane): We deduce from expression (2.3) for $u$ in Example 1 that $\mathbf{d} u=\mathbf{d} t-\mathbf{d} x$. The gradient vector field obtained by metric duality is $\vec{\nabla} u=-\partial_{t}-\partial_{x}$. Choosing for simplicity $\rho=0$, formula (2.11) yields

$$
\begin{equation*}
\ell=\partial_{t}+\partial_{x} \tag{2.12}
\end{equation*}
$$

This vector field is depicted in Fig. 2.5.

Example 6 (light cone): Regarding Example 2, we have, given expression (2.4) for $u$,

$$
\mathbf{d} u=\mathbf{d} t-\frac{x}{r} \mathbf{d} x-\frac{y}{r} \mathbf{d} y-\frac{z}{r} \mathbf{d} z, \quad \text { with } \quad r:=\sqrt{x^{2}+y^{2}+z^{2}}
$$

Choosing for simplicity $\rho=0$ in (2.11), we get the normal

$$
\begin{equation*}
\ell=\boldsymbol{\partial}_{t}+\frac{x}{r} \boldsymbol{\partial}_{x}+\frac{y}{r} \boldsymbol{\partial}_{y}+\frac{z}{r} \boldsymbol{\partial}_{z} . \tag{2.13}
\end{equation*}
$$

This vector field is depicted in Fig. 2.6.
Example 7 (Schwarzschild horizon): We deduce from expression (2.7) for $u$ in Example 3 that

$$
\mathbf{d} u=\frac{1}{4 m} \mathrm{e}^{(r-t) /(4 m)}\left[-\left(1-\frac{r}{2 m}\right) \mathbf{d} t-\left(1+\frac{r}{2 m}\right) \mathbf{d} r\right] .
$$

The corresponding gradient vector field, is computed from (2.10) via expression (2.6) for $g^{\alpha \mu}$ :

$$
\vec{\nabla} u=\frac{1}{4 m} \mathrm{e}^{(r-t) /(4 m)}\left[-\left(1+\frac{r}{2 m}\right) \boldsymbol{\partial}_{t}+\left(1-\frac{r}{2 m}\right) \boldsymbol{\partial}_{r}\right]
$$

This time, we do not chose $\rho=0$ but rather select $\rho$ so that $\ell^{t}=1$ :

$$
\begin{equation*}
\mathrm{e}^{\rho}=-\frac{1}{\nabla^{t} u} \Longleftrightarrow \rho=\frac{t-r}{4 m}-\ln \left(1+\frac{r}{2 m}\right)+\ln (4 m) \tag{2.14}
\end{equation*}
$$

Equation (2.11) leads then to

$$
\begin{equation*}
\ell=\boldsymbol{\partial}_{t}+\frac{r-2 m}{r+2 m} \boldsymbol{\partial}_{r} \tag{2.15}
\end{equation*}
$$

Given the metric (2.5), we check that $\boldsymbol{g}(\ell, \ell)=0$. Since $\ell \neq 0$, this proves that all hypersurfaces $\mathscr{H}_{u}$, and in particular $\mathscr{H}$, are null. The vector field $\ell$ is depicted on $\mathscr{H}$ in Fig. 2.7 and in all $\mathscr{M}$ in Fig. 2.11.

### 2.3.3 Null geodesic generators

## Frobenius identity

Let us take the metric dual of Eq. (2.11); it writes $\underline{\ell}=-\mathrm{e}^{\rho} \mathbf{d} u=-\mathrm{e}^{\rho} \nabla u$, or, in index notation, $\ell_{\alpha}=-\mathrm{e}^{\rho} \nabla_{\alpha} u$. Taking the covariant derivative, we get

$$
\nabla_{\alpha} \ell_{\beta}=-\mathrm{e}^{\rho} \nabla_{\alpha} \rho \nabla_{\beta} u-\mathrm{e}^{\rho} \nabla_{\alpha} \nabla_{\beta} u=\nabla_{\alpha} \rho \ell_{\beta}-\mathrm{e}^{\rho} \nabla_{\alpha} \nabla_{\beta} u
$$

Antisymmetrizing and using the torsion-free property of $\nabla$ (i.e. $\nabla_{\alpha} \nabla_{\beta} u-\nabla_{\beta} \nabla_{\alpha} u=0$, cf. Eq. (A.70)), we get

$$
\begin{equation*}
\nabla_{\alpha} \ell_{\beta}-\nabla_{\beta} \ell_{\alpha}=\nabla_{\alpha} \rho \ell_{\beta}-\nabla_{\beta} \rho \ell_{\alpha} \tag{2.16}
\end{equation*}
$$

In the left-hand side there appears the exterior derivative $\mathrm{d} \underline{\ell}$ of the 1 -form $\underline{\ell}$ [cf. Eq. (A.96)], while one recognizes in the right-hand side the exterior product of the two 1 -forms $\mathrm{d} \rho$ and $\underline{\ell}$. Hence we may rewrite (2.16) as

$$
\begin{equation*}
\mathbf{d} \underline{\ell}=\mathbf{d} \rho \wedge \underline{\ell} \tag{2.17}
\end{equation*}
$$

This reflects the Frobenius theorem in its dual formulation (see e.g. Theorem B.3.2 in Wald's textbook [446] or Theorem C. 2 in Straumann's textbook [415]): the exterior derivative of the 1 -form $\underline{\ell}$ is the exterior product of some 1 -form (here $\mathrm{d} \rho$ ) with $\underline{\ell}$ itself if, and only if, $\underline{\ell}$ defines hyperplanes that are integrable in some hypersurface ( $\mathscr{H}$ in the present case).

## Geodesic generators

Let us contract the Frobenius identity (2.16) with $\ell$ :

$$
\begin{equation*}
\ell^{\mu} \nabla_{\mu} \ell_{\alpha}-\ell^{\mu} \nabla_{\alpha} \ell_{\mu}=\ell^{\mu} \nabla_{\mu} \rho \ell_{\alpha}-\underbrace{\ell^{\mu} \ell_{\mu}}_{0} \nabla_{\alpha} \rho . \tag{2.18}
\end{equation*}
$$

Now, since $\ell$ is a null vector, $\ell^{\mu} \nabla_{\alpha} \ell_{\mu}=\nabla_{\alpha}\left(\ell^{\mu} \ell_{\mu}\right)-\ell_{\mu} \nabla_{\alpha} \ell^{\mu}=-\ell_{\mu} \nabla_{\alpha} \ell^{\mu}$, from which we get

$$
\begin{equation*}
\ell^{\mu} \nabla_{\alpha} \ell_{\mu}=0 \tag{2.19}
\end{equation*}
$$

Hence (2.18) reduces to

$$
\begin{equation*}
\ell^{\mu} \nabla_{\mu} \ell_{\alpha}=\kappa \ell_{\alpha} \tag{2.20}
\end{equation*}
$$

with

$$
\begin{equation*}
\kappa:=\ell^{\mu} \nabla_{\mu} \rho=\nabla_{\ell} \rho . \tag{2.21}
\end{equation*}
$$

The metric dual of (2.20) is

$$
\begin{equation*}
\nabla_{\ell} \ell=\kappa \ell \text {. } \tag{2.22}
\end{equation*}
$$

This equation implies that the field lines of $\ell$ are geodesics (cf. Property B. 5 in Appendix B). To demonstrate this, we note that a rescaling

$$
\begin{equation*}
\ell \mapsto \ell^{\prime}=\alpha \boldsymbol{\ell} \tag{2.23}
\end{equation*}
$$

with $\alpha$ a positive scalar field can be performed to yield a geodesic vector field $\ell^{\prime}$, i.e. a vector field that obeys ${ }^{5}$ Eq. (B.1):

$$
\begin{equation*}
\nabla_{\ell^{\prime}} \ell^{\prime}=0 \tag{2.24}
\end{equation*}
$$

Proof. Equations (2.23) and (2.22) imply

$$
\begin{equation*}
\boldsymbol{\nabla}_{\boldsymbol{\ell}^{\prime}} \ell^{\prime}=\alpha\left(\boldsymbol{\nabla}_{\ell} \alpha+\kappa \alpha\right) \boldsymbol{\ell} \tag{2.25}
\end{equation*}
$$

Hence, since $\alpha>0$,

$$
\nabla_{\ell^{\prime}} \ell^{\prime}=0 \Longleftrightarrow \nabla_{\ell} \ln \alpha=-\kappa \Longleftrightarrow \frac{\mathrm{d}}{\mathrm{~d} \lambda} \ln \alpha=-\kappa
$$

where $\lambda$ is the parameter associated to $\ell$ along its field lines $\mathscr{L}: \ell=\mathrm{d} \boldsymbol{x} /\left.\mathrm{d} \lambda\right|_{\mathscr{L}}$. Therefore, setting $\alpha(\lambda)=\exp \left(-\int_{0}^{\lambda} \kappa(\bar{\lambda}) \mathrm{d} \bar{\lambda}\right)$ along each field line $\mathscr{L}$ ensures that $\ell^{\prime}=\alpha \boldsymbol{\ell}$ fulfills Eq. (2.24).

Because of (2.24), the field lines of $\ell^{\prime}$ are null geodesics and $\ell^{\prime}$ is the tangent vector to them associated with some affine parameter $\lambda^{\prime}$. On the other side, if $\kappa \neq 0, \ell$ is not a geodesic vector field and therefore cannot be associated with some affine parameter. For this reason the quantity $\kappa$ is called the non-affinity coefficient of the null normal $\ell$ (cf. Sec. B.2.2 in Appendix B).

Since $\ell$ is collinear to $\ell^{\prime}$, it obviously shares the same field lines, which have just been shown to be null geodesics. Hence we may state:
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## Property 2.1: geodesic generators of a null hypersurface

Any null hypersurface $\mathscr{H}$ is ruled by a family of null geodesics, called the null geodesic generators of $\mathscr{H}$, and each vector field $\ell$ normal to $\mathscr{H}$ is tangent to these null geodesics.

Remark 2: The above result is not trivial: while it is obvious that the field lines of the normal vector field $\ell$ are null curves that are tangent to $\mathscr{H}$, one must keep in mind that not all null curves are null geodesics. For instance, in Minkowski spacetime, the helix defined in terms of some Minkowskian coordinates $\left(x^{\alpha}\right)=(t, x, y, z)$ by the parametric equation $x^{\alpha}(\lambda)=(\lambda, \cos \lambda, \sin \lambda, 0)$ is a null curve, i.e. it has a null tangent vector at each point, but it is not a null geodesic: in Minkowski spacetime, all null geodesics are straight lines.

As a by-product of Eq. (2.25), we get the behaviour of the non-affinity coefficient under a rescaling of the null normal:

$$
\begin{equation*}
\ell^{\prime}=\alpha \ell \Longrightarrow \kappa^{\prime}=\alpha \kappa+\nabla_{\ell} \alpha \text {. } \tag{2.26}
\end{equation*}
$$

Example 8 (null hyperplane): It is clear on expression (2.12) for $\boldsymbol{\ell}$ that the covariant derivative $\boldsymbol{\nabla} \boldsymbol{\ell}$ vanishes identically. In particular $\nabla_{\ell} \ell=0$. Equation (2.22) then implies $\kappa=0$, which is in agreement with Eq. (2.21) and the choice $\rho=0$ performed in Example 5. The null geodesic generators of $\mathscr{H}$ are the straight lines defined by $t=x, y=y_{0}$ and $z=z_{0}$ for some constants $\left(y_{0}, z_{0}\right) \in \mathbb{R}^{2}$. They are depicted as green lines in Fig. 2.5. Either $t$ or $x$ can be chosen as affine parameters of these generators.

Example 9 (light cone): From expression (2.13) for $\ell$ and the fact that $\nabla_{\beta} \ell^{\alpha}=\partial_{\beta} \ell^{\alpha}$ in the Minkowskian coordinates $(t, x, y, z)$, we get

$$
\nabla_{\beta} \ell^{\alpha}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{2.27}\\
0 & \frac{y^{2}+z^{2}}{r^{3}} & -\frac{x y}{r^{3}} & -\frac{x z}{r^{3}} \\
0 & -\frac{x y}{r^{3}} & \frac{x^{2}+z^{2}}{r^{3}} & -\frac{y z}{r^{3}} \\
0 & -\frac{x z}{r^{3}} & -\frac{y z}{r^{3}} & \frac{x^{2}+y^{2}}{r^{3}}
\end{array}\right) \quad \begin{gathered}
\\
(\alpha=\text { row index } ; \\
\end{gathered}
$$

We obtain then $\ell^{\mu} \nabla_{\mu} \ell^{\alpha}=0$. From Eq. (2.22), we conclude that $\kappa=0$, which is in agreement with Eq. (2.21) and the choice $\rho=0$ performed in Example 6. The null geodesic generators of $\mathscr{H}$ are the half-lines defined by $x=a t, y=b t, z=\sqrt{1-a^{2}-b^{2}} t$, with $t>0$ and $(a, b) \in \mathbb{R}^{2}$ such that $a^{2}+b^{2} \leq 1$. They are depicted as green lines in Fig. 2.6. Since from (2.13) $\nabla_{\ell} t=1$ and $\kappa=0, \lambda=t$ is an affine parameter along these null geodesic generators.

Example 10 (Schwarzschild horizon): The covariant derivative of the vector field $\ell$ as given by (2.15) is (cf. Sec. D.4.1 for the computation)

$$
\nabla_{\beta} \ell^{\alpha}=\left(\begin{array}{cccc}
\frac{m}{r^{2}} & \frac{m}{r^{2}}=\left(\begin{array}{cc}
r+2 m \\
r+2 m & 0 \\
r^{2} & \frac{r-2 m}{r+2 m} \\
\frac{m}{r^{2}} \frac{3 r^{2}-4 m(r+m)}{(r+2 m)^{2}} & 0 \\
0 & 0 \\
\frac{r-2 m}{r(r+2 m)} & 0 \\
0 & 0
\end{array}(0) \frac{r-2 m}{r(r+2 m)}\right.
\end{array}\right) \quad \begin{gathered}
 \tag{2.2}\\
0
\end{gathered}
$$

Contracting with $\ell^{\beta}$, we obtain

$$
\nabla_{\ell} \ell=\frac{4 m}{(r+2 m)^{2}} \boldsymbol{\partial}_{t}+\frac{4 m(r-2 m)}{(r+2 m)^{3}} \boldsymbol{\partial}_{r}=\frac{4 m}{(r+2 m)^{2}} \ell .
$$

Hence, for any $\mathscr{H}_{u}, \kappa=4 m /(r+2 m)^{2}$. On $\mathscr{H}(r=2 m)$, we get

$$
\begin{equation*}
\kappa=\frac{1}{4 m} \tag{2.29}
\end{equation*}
$$

This value agrees with $\kappa=\nabla_{\ell} \rho$ [Eq. (2.21)] and the choice (2.14) made for $\rho$. Contrary to Examples 8 and $9, \kappa$ does not vanish; hence $t$, which is a parameter of the null geodesic generators associated with $\ell$ (since $\nabla_{\ell} t=1$ by virtue of (2.15)), is not an affine parameter. The null geodesic generators are depicted as vertical green lines in Fig. 2.7.

### 2.3.4 Cross-sections

Let us now focus on the first aspect of the black hole definition given in Sec. 2.2.1: localization. This feature is crucial to distinguish a black hole boundary from other kinds of null hypersurfaces. For instance the interior of a future null cone in Minkowski spacetime is a region from which no particle may escape, but since the null cone is expanding indefinitely, particles can travel arbitrarily far from the center. Therefore, a null cone does not define a black hole. A key parameter is hence the expansion of null hypersurfaces, which we shall discuss in the next section, after having introduced cross-sections.

Let $\mathscr{H}$ be a null hypersurface of a $n$-dimensional spacetime $(\mathscr{M}, \boldsymbol{g})$ with $n \geq 3$. We define a cross-section of $\mathscr{H}$ as a submanifold $\mathscr{S}$ of $\mathscr{H}$ of dimension $n-2$ such that (i) the null normal $\ell$ is nowhere tangent to $\mathscr{S}$ and (ii) each null geodesic generator of $\mathscr{H}$ intersects $\mathscr{S}$ at most once. If each null geodesic generator intersects $\mathscr{S}$ exactly once, we shall say that $\mathscr{S}$ is a complete cross-section (cf. Fig. 2.9).

Notation: Indices relative to a cross-section will range from 2 to $n-1$ and will be denoted by a Latin letter from the beginning of the alphabet: $a, b$, etc.

To encompass the idea that an event horizon $\mathscr{H}$ delimitates some region of spacetime, we shall assume that its cross-sections are closed manifolds, i.e. are compact without boundary ${ }^{6}$. The simplest example is the sphere, more precisely the $(n-2)$-dimensional sphere $\mathbb{S}^{n-2}$, as illustrated in Fig. 2.9. This example is the one relevant for standard 4-dimensional stationary black holes, thanks a topology theorem that we shall discuss in Sec. 5.2.3. But for $n>4$, other compact topologies, like that of a torus, are allowed for cross-sections of a stationary black hole.

A first important property of cross-sections, independently of whether they are closed or not, is:
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Figure 2.9: The null hypersurface $\mathscr{H}$ and two (complete) cross-sections $\mathscr{S}$ and $\mathscr{S}^{\prime}$. The green curves represent some null geodesic generators, with the null normal $\boldsymbol{\ell}$ tangent to them.

## Property 2.2: spacelike character of cross-sections

Any cross-section $\mathscr{S}$ of a null hypersurface is spacelike, i.e. all vectors tangent to $\mathscr{S}$ are spacelike.

The spacelike character of $\mathscr{S}$ follows from

## Lemma 2.3: tangent vectors to a null hypersurface

Every nonzero tangent vector $\boldsymbol{v}$ to a null hypersurface is either spacelike or null. Moreover, if it is null, $\boldsymbol{v}$ is tangent to a null geodesic generator, i.e. $\boldsymbol{v}$ is normal to the hypersurface.

Proof. Tangent vectors to a null hypersurface $\mathscr{H}$ are by definition vectors $\boldsymbol{v}$ such that $\boldsymbol{g}(\ell, \boldsymbol{v})=$ 0 , where $\ell$ is the normal to $\mathscr{H}$. Since $\ell$ is null, it follows then from Property 1.3 (Sec. 1.2.2) that $\boldsymbol{v}$ cannot be timelike. Besides, if $\boldsymbol{v}$ is null, Property 1.4 (Sec. 1.2.2) implies that it must be collinear to $\ell$.

Proof of Property 2.2. Let $p \in \mathscr{S}$ and $\boldsymbol{v} \in T_{p} \mathscr{M}$ be a nonzero tangent vector to $\mathscr{S}$. The above lemma implies that $\boldsymbol{v}$ is either spacelike or tangent to the null geodesic generator $\mathscr{L}$ going through $p$, but then $\mathscr{L}$ would be tangent to $\mathscr{S}$, which is not allowed, given the definition of a cross-section. We conclude that $\boldsymbol{v}$ is necessarily spacelike, which proves that $\mathscr{S}$ is a spacelike submanifold.

Example 11 (light cone): The future sheet $\mathscr{H}$ of the Minkowski-spacetime light cone considered in Examples 2,6 and 9 has the topology $\mathbb{R} \times \mathbb{S}^{2}$ since we have excluded the cone apex from $\mathscr{H}$. The
complete cross-sections are then compact and it natural to choose them as the spheres defined by $t=t_{0}$ for some positive constant $t_{0}: \mathscr{S}=\left\{p \in \mathscr{H}, t(p)=t_{0}\right\}$. That $\mathscr{S}$ is a 2-dimensional sphere in the hyperplane $t=t_{0}$ is clear on its equation in terms of the Minkowskian coordinates $(t, x, y, z)$ :

$$
\mathscr{S}: \quad t=t_{0} \quad \text { and } \quad x^{2}+y^{2}+z^{2}=t_{0}^{2}
$$

which follows immediately from $u=0$ [cf. Eq. (2.4)]. Moreover, this equation shows that the radius of the sphere is $t_{0}$.

Example 12 (Schwarzschild horizon): The 3-dimensional cylinder $\mathscr{H}$ introduced in Example 3 has the topology $\mathbb{R} \times \mathbb{S}^{2}$ (cf. Fig. 2.7). Since it is defined by $r=2 m$ in terms of the ingoing Eddington-Finkelstein coordinates $(t, r, \theta, \varphi)$, a natural coordinate system on $\mathscr{H}$ is $x^{A}=(t, \theta, \varphi)$. Moreover, we have seen that the coordinate $t$ is the (non-affine) parameter of the null geodesics generating $\mathscr{H}$ associated with the null normal $\ell$. As in Example 11, a natural choice of cross-section is a sphere defined by $t=t_{0}$ for some constant $t_{0}: \mathscr{S}=\left\{p \in \mathscr{H}, t(p)=t_{0}\right\}$. The equation of $\mathscr{S}$ in terms of the coordinates $(t, r, \theta, \varphi)$ is then

$$
\mathscr{S}: \quad t=t_{0} \quad \text { and } \quad r=2 m
$$

Note that $x^{a}=(\theta, \varphi)$ constitutes a coordinate system on $\mathscr{S}$.
Example 13 (binary black hole): Some cross-sections of the event horizon $\mathscr{H}$ in numerically generated binary black hole spacetimes are displayed in Figs. 4.20 and 4.21 of Chap. 4.

Let us denote by $\boldsymbol{q}$ the metric induced by $\boldsymbol{g}$ on a cross-section $\mathscr{S}$, i.e. the bilinear form defined at any point $p \in \mathscr{S}$ by

$$
\begin{equation*}
\forall(\boldsymbol{u}, \boldsymbol{v}) \in T_{p} \mathscr{S} \times T_{p} \mathscr{S}, \quad \boldsymbol{q}(\boldsymbol{u}, \boldsymbol{v}):=\boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v}) \tag{2.30}
\end{equation*}
$$

Saying that $\mathscr{S}$ is spacelike (Property 2.2) is equivalent to saying that $\boldsymbol{q}$ is positive definite, i.e. $\boldsymbol{q}(\boldsymbol{v}, \boldsymbol{v}) \geq 0$ for all $\boldsymbol{v} \in T_{p} \mathscr{S}$, with $\boldsymbol{q}(\boldsymbol{v}, \boldsymbol{v})=0 \Longleftrightarrow \boldsymbol{v}=0$. In other words, $(\mathscr{S}, \boldsymbol{q})$ is a Riemannian manifold (cf Sec. A.3.2 in Appendix A).
Example 14 (Schwarzschild horizon): The metric induced by $\boldsymbol{g}$ on the cross-section $\mathscr{S}$ of the Schwarzschild horizon defined in Example 12 is readily obtained by setting $t=$ const $=t_{0}$ and $r=$ const $=2 m$ in Eq. (2.5), given that $\left(x^{a}\right)=(\theta, \varphi)$ is a coordinate system on $\mathscr{S}$ :

$$
\begin{equation*}
\boldsymbol{q}=4 m^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{2.31}
\end{equation*}
$$

An important consequence of $\mathscr{S}$ being spacelike is (cf. Fig. 2.10):

## Property 2.4: orthogonal complement of a cross-section tangent space

At each point $p$ of a cross-section $\mathscr{S}$ of a null hypersurface $\mathscr{H}$, the tangent space $T_{p} \mathscr{S}$ has an orthogonal complement $T_{p}^{\perp} \mathscr{S}$, i.e. a timelike 2-dimensional vector plane such that (i) the tangent space to $\mathscr{M}$ at $p, T_{p} \mathscr{M}$, is the direct sum of $T_{p} \mathscr{S}$ and $T_{p}^{\perp} \mathscr{S}$ :

$$
\begin{equation*}
T_{p} \mathscr{M}=T_{p} \mathscr{S} \oplus T_{p}^{\perp} \mathscr{S} \tag{2.32}
\end{equation*}
$$



Figure 2.10: The tangent space $T_{p} \mathscr{S}$ to the cross-section $\mathscr{S}$ and its 2-dimensional orthogonal complement $T_{p}^{\perp} \mathscr{S}$. Only the dimensionality of the latter is respected in the figure: $\mathscr{S}$ and $T_{p} \mathscr{S}$ are depicted as 1-dimensional objects, while they are truly $(n-2)$-dimensional ones.
and (ii) every vector in $T_{p}^{\perp} \mathscr{S}$ is orthogonal to $\mathscr{S}$.
Proof. Using the Gram-Schmidt process to construct a $\boldsymbol{g}$-orthogonal basis of $T_{p} \mathscr{M}$, starting form a $\boldsymbol{q}$-orthogonal basis of $T_{p} \mathscr{S}$, one naturally ends up with a complenent of $T_{p} \mathscr{S}$ that is 2-dimensional and such that sign $\left.\boldsymbol{g}\right|_{T_{p}^{\perp} \mathscr{S}}=(-,+)$ (timelike signature), in order to ensure that the signature of $\boldsymbol{g}$ is $(-,+, \ldots,+)$.

Since $\mathscr{S} \subset \mathscr{H}$, the null normal $\ell$ to $\mathscr{H}$ is orthogonal to any vector tangent to $\mathscr{S}$, which implies $\ell \in T_{p}^{\perp} \mathscr{S}$. One can supplement $\ell$ by another null vector to form a basis of $T_{p}^{\perp} \mathscr{S}$ :

## Property 2.5: complement null normal to a cross-section

At each point $p$ of a cross-section $\mathscr{S}$ of a null hypersurface $\mathscr{H}$ with future-directed null normal $\ell$, there exists a unique future-directed null vector $\boldsymbol{k}$ transverse to $\mathscr{H}$ such that

$$
\begin{equation*}
\boldsymbol{k} \cdot \boldsymbol{\ell}=-1 \quad \text { and } \quad T_{p}^{\perp} \mathscr{S}=\operatorname{Span}(\boldsymbol{\ell}, \boldsymbol{k}) . \tag{2.33}
\end{equation*}
$$

Proof. As a timelike plane, $T_{p}^{\perp} \mathscr{S}$ has two independent null directions, which can be seen as the two intersections of the null cone at $p$ with the 2 -plane $T_{p}^{\perp} \mathscr{S}$ (cf. Fig. 2.10). Let us denote by $\boldsymbol{k}$ a future-directed null vector in the null direction of $T_{p}^{\perp} \mathscr{S}$ that is not along $\ell$. By a proper rescaling $\boldsymbol{k} \mapsto \alpha \boldsymbol{k}$, we may choose $\boldsymbol{k}$ so that $\boldsymbol{k} \cdot \boldsymbol{\ell}=-1$ (cf. Lemma 1.2). Since $\boldsymbol{\ell}$ and $\boldsymbol{k}$ are non-collinear vectors of $T_{p}^{\perp} \mathscr{S}$ and $\operatorname{dim} T_{p}^{\perp} \mathscr{S}=2$, they constitute a basis of $T_{p}^{\perp} \mathscr{S}$.

Remark 3: While $\boldsymbol{\ell}$ is independent of the choice of the cross-section $\mathscr{S}$ of $\mathscr{H}$ through $p, \boldsymbol{k}$ does depend on $\mathscr{S}$.

## Property 2.6: extension of $q$

The bilinear form $\boldsymbol{q}$, which has been defined only on $T_{p} \mathscr{S}$ via (2.30), can be extended to all vectors of $T_{p} \mathscr{M}$ by setting

$$
\begin{equation*}
\boldsymbol{q}:=\boldsymbol{g}+\underline{\boldsymbol{\ell}} \otimes \underline{\boldsymbol{k}}+\underline{\boldsymbol{k}} \otimes \underline{\boldsymbol{\ell}}, \tag{2.34}
\end{equation*}
$$

or, in index notation,

$$
\begin{equation*}
q_{\alpha \beta}:=g_{\alpha \beta}+\ell_{\alpha} k_{\beta}+k_{\alpha} \ell_{\beta} . \tag{2.35}
\end{equation*}
$$

It obeys

$$
\begin{equation*}
\forall(\boldsymbol{u}, \boldsymbol{v}) \in T_{p} \mathscr{M} \times T_{p} \mathscr{M}, \quad \boldsymbol{q}(\boldsymbol{u}, \boldsymbol{v})=\boldsymbol{q}\left(\boldsymbol{u}^{\|}, \boldsymbol{v}^{\|}\right) \tag{2.36}
\end{equation*}
$$

where $\boldsymbol{u}^{\|}$and $\boldsymbol{v}^{\|}$are the tangent parts of $\boldsymbol{u}$ and $\boldsymbol{v}$ to $\mathscr{S}$, which are uniquely defined by the direct sum (2.32):

$$
\begin{equation*}
\boldsymbol{u}=\boldsymbol{u}^{\|}+\boldsymbol{u}^{\perp} \quad \text { and } \quad \boldsymbol{v}=\boldsymbol{v}^{\|}+\boldsymbol{v}^{\perp}, \quad \text { with } \quad \boldsymbol{u}^{\|}, \boldsymbol{v}^{\|} \in T_{p} \mathscr{S}, \quad \boldsymbol{u}^{\perp}, \boldsymbol{v}^{\perp} \in T_{p}^{\perp} \mathscr{S} . \tag{2.37}
\end{equation*}
$$

Proof. Thanks to (2.33), we may write the orthogonal decompositions (2.37) as

$$
\boldsymbol{u}=\boldsymbol{u}^{\|}+u^{0} \boldsymbol{\ell}+u^{1} \boldsymbol{k} \quad \text { and } \quad \boldsymbol{v}=\boldsymbol{v}^{\|}+v^{0} \boldsymbol{\ell}+v^{1} \boldsymbol{k}
$$

Using $\boldsymbol{\ell} \cdot \boldsymbol{\ell}=0, \boldsymbol{k} \cdot \boldsymbol{k}=0$ and $\boldsymbol{\ell} \cdot \boldsymbol{k}=-1$, we have then $\boldsymbol{u} \cdot \boldsymbol{v}=\boldsymbol{u}^{\|} \cdot \boldsymbol{v} \|-u^{0} v^{1}-u^{1} v^{0}$, so that $\boldsymbol{q}$ defined by (2.34) obeys

$$
\begin{aligned}
\boldsymbol{q}(\boldsymbol{u}, \boldsymbol{v}) & =\boldsymbol{u} \cdot \boldsymbol{v}+(\boldsymbol{\ell} \cdot \boldsymbol{u})(\boldsymbol{k} \cdot \boldsymbol{v})+(\boldsymbol{k} \cdot \boldsymbol{u})(\boldsymbol{\ell} \cdot \boldsymbol{v}) \\
& =\boldsymbol{u}^{\|} \cdot \boldsymbol{v}^{\|}-u^{0} v^{1}-u^{1} v^{0}+u^{1} v^{0}+u^{0} v^{1}=\boldsymbol{u}^{\|} \cdot \boldsymbol{v}^{\|}
\end{aligned}
$$

Example 15 (light cone): In continuation with Example 11, the null vector $\boldsymbol{k}$ orthogonal to the sphere $\mathscr{S}$ and obeying $\boldsymbol{k} \cdot \boldsymbol{\ell}=-1$ is

$$
\boldsymbol{k}=\frac{1}{2} \boldsymbol{\partial}_{t}-\frac{x}{2 r} \boldsymbol{\partial}_{x}-\frac{y}{2 r} \boldsymbol{\partial}_{y}-\frac{z}{2 r} \boldsymbol{\partial}_{z} .
$$

Evaluating $\boldsymbol{q}$ via (2.34), given expression (2.13) for $\boldsymbol{\ell}$, we get the following components of $\boldsymbol{q}$ with respect to the Minkowskian coordinates $\left(x^{\alpha}\right)=(t, x, y, z)$ :

$$
q_{\alpha \beta}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & \frac{y^{2}+z^{2}}{r^{2}} & -\frac{x y}{r^{2}} & -\frac{x z}{r^{2}} \\
0 & -\frac{x y}{r^{2}} & \frac{x^{2}+z^{2}}{r^{2}} & -\frac{y z}{r^{2}} \\
0 & -\frac{x z}{r^{2}} & -\frac{y z}{r^{2}} & \frac{x^{2}+y^{2}}{r^{2}}
\end{array}\right) .
$$

If we consider the spherical coordinates $\left(x^{\alpha}\right)=(t, r, \theta, \varphi)$ deduced from the Minkowskian ones via the standard formulas: $x=r \sin \theta \cos \varphi, y=r \sin \theta \sin \varphi$ and $z=r \cos \theta$, the components of $\boldsymbol{q}$ become


Figure 2.11: Null vector fields $\boldsymbol{\ell}$ (green) and $\boldsymbol{k}$ (red) corresponding to Example 16 (Schwarzschild horizon). The plot is a 2-dimensional slice $\theta=$ const and $\varphi=$ const of the spacetime $\mathscr{M}$, with $t$ and $r$ labelled in units of $m$. Note that since $\boldsymbol{k}$ diverges at $r=0$ [cf. Eq. (2.39)], it is not represented there.
instead

$$
q_{\alpha \beta}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{2.38}\\
0 & 0 & 0 & 0 \\
0 & 0 & r^{2} & 0 \\
0 & 0 & 0 & r^{2} \sin ^{2} \theta
\end{array}\right)
$$

and we recognize in $q_{a b}=\operatorname{diag}\left(r^{2}, r^{2} \sin ^{2} \theta\right)$ the standard metric on the 2-sphere of radius $r$.
Example 16 (Schwarzschild horizon): For the Schwarzschild horizon case, we deduce from the metric (2.5) and the expression (2.15) for $\boldsymbol{\ell}$ that the null vector $\boldsymbol{k}$ obeying $\boldsymbol{k} \cdot \boldsymbol{\ell}=-1$ and orthogonal to the sphere $\mathscr{S}$ introduced in Example 12 is

$$
\begin{equation*}
\boldsymbol{k}=\left(\frac{1}{2}+\frac{m}{r}\right) \boldsymbol{\partial}_{t}-\left(\frac{1}{2}+\frac{m}{r}\right) \boldsymbol{\partial}_{r} . \tag{2.39}
\end{equation*}
$$

The vector field $\boldsymbol{k}$ is depicted in Fig. 2.11. We have (cf. the notebook D.4.1)

$$
\begin{equation*}
\underline{\ell}=\frac{2 m-r}{2 m+r} \mathbf{d} t+\mathbf{d} r \quad \text { and } \quad \underline{\boldsymbol{k}}=-\left(\frac{1}{2}+\frac{m}{r}\right) \mathrm{d} t-\left(\frac{1}{2}+\frac{m}{r}\right) \mathbf{d} r, \tag{2.40}
\end{equation*}
$$

so that Eq. (2.34) leads to the following components of $\boldsymbol{q}$ in terms of the ingoing Eddington-Finkelstein
coordinates $x^{\alpha}=(t, r, \theta, \varphi)$ :

$$
q_{\alpha \beta}=\left(\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{2.41}\\
0 & 0 & 0 & 0 \\
0 & 0 & r^{2} & 0 \\
0 & 0 & 0 & r^{2} \sin ^{2} \theta
\end{array}\right)
$$

The pair $(\boldsymbol{\ell}, \boldsymbol{k})$ forms a null basis of $T_{p}^{\perp} \mathscr{S}$ [cf. Eq. (2.33)]. One can construct from it an orthonormal basis $(\boldsymbol{n}, \boldsymbol{s})$ as follows:

$$
\left\{\begin{array} { l } 
{ n = \frac { 1 } { 2 } \ell + \boldsymbol { k } }  \tag{2.42}\\
{ \boldsymbol { s } = \frac { 1 } { 2 } \ell - k . }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
\ell=\boldsymbol{n}+\boldsymbol{s} \\
\boldsymbol{k}=\frac{1}{2}(\boldsymbol{n}-\boldsymbol{s}) .
\end{array}\right.\right.
$$

Since $\boldsymbol{\ell} \cdot \boldsymbol{\ell}=0, \boldsymbol{k} \cdot \boldsymbol{k}=0$ and $\boldsymbol{\ell} \cdot \boldsymbol{k}=-1$, it is easy to check that:

$$
\begin{equation*}
\boldsymbol{n} \cdot \boldsymbol{n}=-1, \quad \boldsymbol{s} \cdot \boldsymbol{s}=1 \quad \text { and } \quad \boldsymbol{n} \cdot \boldsymbol{s}=0 \tag{2.43}
\end{equation*}
$$

In other words, $(\boldsymbol{n}, \boldsymbol{s})$ is an orthonormal basis of the Lorentzian plane $\left(T_{p}^{\perp} \mathscr{S}, \boldsymbol{g}\right)$.
If we substitute (2.42) for $\boldsymbol{\ell}$ and $\boldsymbol{k}$ in Eq. (2.34), we get

$$
\begin{equation*}
\boldsymbol{q}=\boldsymbol{g}+\underline{\boldsymbol{n}} \otimes \underline{\boldsymbol{n}}-\underline{\boldsymbol{s}} \otimes \underline{\boldsymbol{s}} \tag{2.44}
\end{equation*}
$$

## Property 2.7: orthogonal projector onto a cross-section

The metric dual ${ }^{a}$ of the bilinear form $\boldsymbol{q}$ defined by Eq. (2.34), i.e. the tensor of type $(1,1)$ defined by

$$
\begin{equation*}
\overrightarrow{\boldsymbol{q}}:=\mathrm{Id}+\boldsymbol{\ell} \otimes \underline{\boldsymbol{k}}+\boldsymbol{k} \otimes \underline{\boldsymbol{\ell}} \tag{2.45}
\end{equation*}
$$

or, in index notation,

$$
\begin{equation*}
q_{\beta}^{\alpha}:=\delta_{\beta}^{\alpha}+\ell^{\alpha} k_{\beta}+k^{\alpha} \ell_{\beta} \tag{2.46}
\end{equation*}
$$

is nothing but the orthogonal projector onto the cross-section $\mathscr{S}$ :

$$
\begin{equation*}
\forall \boldsymbol{v} \in T_{p} \mathscr{M}, \quad \overrightarrow{\boldsymbol{q}}(\boldsymbol{v})=\boldsymbol{v}^{\|} \tag{2.47}
\end{equation*}
$$

${ }^{a}$ See Eq. (A.47) of Appendix A for the arrow notation.

Proof. This follows readily from the decomposition $\boldsymbol{v}=\boldsymbol{v}^{\|}+v^{0} \boldsymbol{\ell}+v^{1} \boldsymbol{k}$ used above.
In particular, we have

$$
\begin{equation*}
\overrightarrow{\boldsymbol{q}}(\boldsymbol{\ell})=0 \quad \text { and } \quad \overrightarrow{\boldsymbol{q}}(\boldsymbol{k})=0 \tag{2.48}
\end{equation*}
$$

### 2.3.5 Expansion along the null normal

One defines the expansion of the cross-section $\mathscr{S}$ along the vector field $\ell$ as follows.


Figure 2.12: Lie dragging of the surface $\mathscr{S}$ along $\ell$ by the small parameter $\varepsilon . \mathscr{S}$ is drawn as a 1-dimensional submanifold, while it is actually a ( $n-2$ )-dimensional one, $n$ being the spacetime dimension.

Given an infinitesimal parameter $\varepsilon \geq 0$, take a point $p \in \mathscr{S}$ and displace it by the (infinitesimal) vector $\varepsilon \boldsymbol{\ell}$, thereby getting a nearby point $p_{\varepsilon}$ (cf. Fig. 2.12). Since $\boldsymbol{\ell}$ is tangent to $\mathscr{H}$ and $p \in \mathscr{H}$, we have $p_{\varepsilon} \in \mathscr{H}$. By repeating this for each point in $\mathscr{S}$, keeping the value of $\varepsilon$ fixed, we define a new ( $n-2$ )-dimensional surface, $\mathscr{S}_{\varepsilon}$ say (cf. Fig. 2.12). One says that $\mathscr{S}_{\varepsilon}$ is obtained from $\mathscr{S}$ by Lie dragging along $\ell$ by the parameter $\varepsilon$. Note that $\mathscr{S}_{\varepsilon=0}=\mathscr{S}$. Since $p_{\varepsilon} \in \mathscr{H}$ for every $p \in \mathscr{S}$, we have $\mathscr{S}_{\varepsilon} \subset \mathscr{H}$. Because the null direction $\ell$ is transverse to $\mathscr{S}_{\varepsilon}$ by construction, it follows that $\mathscr{S}_{\varepsilon}$ is spacelike (cf. Lemma 2.3 in Sec. 2.3.4). At each point $p \in \mathscr{S}$, the expansion of $\mathscr{S}$ along $\ell$ is defined from the rate of change $\theta_{(\ell)}$ of the area ${ }^{a} \delta A$ of a surface element $\delta S$ of $\mathscr{S}$ around $p$ :

$$
\begin{equation*}
\theta_{(\ell)}:=\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \frac{\delta A_{\varepsilon}-\delta A}{\delta A} . \tag{2.49}
\end{equation*}
$$

In the above formula, $\delta A_{\varepsilon}$ stands for the area of the surface element $\delta S_{\varepsilon} \subset \mathscr{S}_{\varepsilon}$ that is obtained from $\delta S$ by Lie dragging along $\ell$ by the parameter $\varepsilon$ (cf. Fig. 2.12).

[^8]Remark 4: The reader may wonder why the expansion is not denoted by something like $\theta_{(\ell)}(\mathscr{S})$, since its definition depends explicitly on $\mathscr{S}$. We shall show below that, because $\mathscr{H}$ is a null hypersurface, $\theta_{(\ell)}$ is actually independent of the choice of the cross-section $\mathscr{S}$.

In formula (2.49), the area $\delta A$ is measured with respect to the metric $\boldsymbol{q}$ of $\mathscr{S}$ and similarly the area $\delta A_{\varepsilon}$ is measured by the Riemannian metric induced by $\boldsymbol{g}$ on $\mathscr{S}_{\varepsilon}$. For instance, if the surface element $\delta S \subset \mathscr{S}$ is a ( $n-2$ )-dimensional parallelogram delimited by some infinitesimal
displacement vectors $\mathrm{d} \boldsymbol{x}_{(2)}, \ldots, \mathrm{d} \boldsymbol{x}_{(n-1)}$, the area of $\delta S$ is

$$
\begin{equation*}
\delta A={ }^{\mathscr{c}} \boldsymbol{\epsilon}\left(\mathrm{d} \boldsymbol{x}_{(2)}, \ldots, \mathrm{d} \boldsymbol{x}_{(n-1)}\right), \tag{2.50}
\end{equation*}
$$

where ${ }^{\mathscr{C}} \boldsymbol{\epsilon}$ is the Levi-Civita tensor associated with the metric $\boldsymbol{q}$ of $\mathscr{S}$ (cf. Sec. A.3.4 in Appendix A). The latter is connected to the Levi-Civita tensor of $\boldsymbol{g}$ by the following property.

## Property 2.8: area $(n-2)$-form of a cross-section

The Levi-Civita tensor ${ }^{\mathscr{C}} \boldsymbol{\epsilon}$ associated with the metric $\boldsymbol{q}$ of $\mathscr{S}$ is expressible in terms of the spacetime Levi-Civita tensor $\boldsymbol{\epsilon}$ as

$$
\begin{equation*}
{ }^{\mathscr{G}} \boldsymbol{\epsilon}=\boldsymbol{\epsilon}(\boldsymbol{n}, \boldsymbol{s}, \ldots)=\boldsymbol{\epsilon}(\boldsymbol{k}, \ell, \ldots) \tag{2.51}
\end{equation*}
$$

or, in index notation,

$$
{ }^{\mathscr{s}} \epsilon_{\alpha_{1} \cdots \alpha_{n-2}}=n^{\mu} s^{\nu} \epsilon_{\mu \nu \alpha_{1} \cdots \alpha_{n-2}}=k^{\mu} \ell^{\nu} \epsilon_{\mu \nu \alpha_{1} \cdots \alpha_{n-2}}
$$

where $(\boldsymbol{n}, \boldsymbol{s})$ is the orthonormal basis of $T_{p}^{\perp} \mathscr{S}$ associated to the null basis $(\boldsymbol{\ell}, \boldsymbol{k})$ by Eq. (2.42).

Proof. We note that $\boldsymbol{\epsilon}(\boldsymbol{n}, \boldsymbol{s}, \ldots)$ defines a fully antisymmetric $(n-2)$-linear form on $T_{p} \mathscr{S}$. Since the space of such forms is 1 -dimensional (for $\operatorname{dim} T_{p} \mathscr{S}=n-2$ ), there exists necessarily some proportionality factor $a$ such that $\boldsymbol{\epsilon}(\boldsymbol{n}, \boldsymbol{s}, \ldots)=a^{\mathscr{G}} \boldsymbol{\epsilon}$. Now $\boldsymbol{\epsilon}\left(\boldsymbol{n}, \boldsymbol{s}, \mathrm{d} \boldsymbol{x}_{(2)}, \ldots, \mathrm{d} \boldsymbol{x}_{(n-1)}\right)$ is the volume of the $n$-parallelepiped constructed on the vectors $\boldsymbol{n}, \boldsymbol{s}, \mathrm{d} \boldsymbol{x}_{(2)}, \ldots, \mathrm{d} \boldsymbol{x}_{(n-1)}$. Given that $\boldsymbol{n}$ and $\boldsymbol{s}$ are unit-length vectors for the metric $\boldsymbol{g}$, we have actually

$$
\boldsymbol{\epsilon}\left(\boldsymbol{n}, \boldsymbol{s}, \mathrm{d} \boldsymbol{x}_{(2)}, \ldots, \mathrm{d} \boldsymbol{x}_{(n-1)}\right)=\delta A
$$

This implies that $a=1$, thereby establishing the first equality in Eq. (2.51). The second equality follows by substituting (2.42) for $\boldsymbol{n}$ and $s$ in (2.51) and using the multilinearity and antisymmetry of $\boldsymbol{\epsilon}$.

In the vicinity of $\mathscr{S}$, let us consider a spacetime coordinate system $\left(x^{\alpha}\right)=\left(u, v, x^{2}, \ldots, x^{n-1}\right)$ that is adapted to $\mathscr{S}$ and $\ell$ in the sense that $\mathscr{H}$ is (locally) the set $u=0, \mathscr{S}$ is the set $(u, v)=(0,0)$ and

$$
\begin{equation*}
\ell=\boldsymbol{\partial}_{v} \tag{2.52}
\end{equation*}
$$

Then, from the very definition of the Lie dragging of $\mathscr{S}$ along $\ell, \mathscr{S}_{\varepsilon}$ is the set $(u, v)=(0, \varepsilon)$ and $\left(x^{a}\right)=\left(x^{2}, \ldots, x^{n-1}\right)$ can be viewed as a coordinate system ${ }^{7}$ on both $\mathscr{S}$ and $\mathscr{S}_{\varepsilon}$. Let us choose the $n-2$ infinitesimal displacement vectors in (2.50) along the coordinate lines of this system: $\mathrm{d} \boldsymbol{x}_{(a)}=\mathrm{d} x^{a} \boldsymbol{\partial}_{a}$ (no summation on $a$ ). Then expression (2.50) for the area of $\delta S$ becomes

$$
\begin{align*}
\delta A & =\mathrm{d} x^{2} \cdots \mathrm{~d} x^{n-1} \mathscr{\mathscr { S }}_{\boldsymbol{\epsilon}}\left(\boldsymbol{\partial}_{2}, \ldots, \boldsymbol{\partial}_{n-1}\right)=\mathrm{d} x^{2} \cdots \mathrm{~d} x^{n-1} \mathscr{\mathscr { C }}_{\epsilon_{2} \cdots(n-1)} \\
\delta A & =\sqrt{q} \mathrm{~d} x^{2} \cdots \mathrm{~d} x^{n-1}, \tag{2.53}
\end{align*}
$$

[^9]where we have used the multilinearity of ${ }^{\mathscr{C}} \boldsymbol{\epsilon}$ and Eq. (A.52) for the components of the LeviCivita tensor ${ }^{\mathscr{C}}, q$ standing for the determinant of the metric $\boldsymbol{q}$ with respect to the coordinates $\left(x^{a}\right)$. By the very definition of the Lie dragging, the surface element $\delta S_{\varepsilon}$ on $\mathscr{S}_{\varepsilon}$ is defined by the same values of the coordinates $\left(x^{a}\right)$ as $\delta S$. In particular, the coordinate increments $\mathrm{d} x^{2}, \ldots$, $\mathrm{d} x^{n-1}$ on $\mathscr{S}_{\varepsilon}$ take the same values as on $\mathscr{S}$. Therefore, the area of $\delta S_{\varepsilon}$ is
\[

$$
\begin{equation*}
\delta A_{\varepsilon}=\sqrt{q(\varepsilon)} \mathrm{d} x^{2} \cdots \mathrm{~d} x^{n-1} \tag{2.54}
\end{equation*}
$$

\]

where $q(\varepsilon)$ stands for the determinant of the components with respect to the coordinates ( $x^{a}$ ) of the metric $\boldsymbol{q}_{\varepsilon}$ induced by $\boldsymbol{g}$ on $\mathscr{S}_{\varepsilon}$. Since $\mathscr{S}_{\varepsilon}$ is spacelike (cf. above), $\boldsymbol{q}_{\varepsilon}$ is positive definite, so that $q(\varepsilon)>0$. In view of (2.53)-(2.54), the definition (2.49) of the expansion of $\mathscr{S}$ along $\ell$ can be rewritten as

$$
\theta_{(\ell)}=\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \frac{\sqrt{q(\varepsilon)}-\sqrt{q(0)}}{\sqrt{q(0)}}
$$

We recognize the derivative of the function $\varepsilon \mapsto \ln \sqrt{q(\varepsilon)}=1 / 2 \ln q(\varepsilon)$ at $\varepsilon=0$ :

$$
\begin{equation*}
\theta_{(\ell)}=\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} \varepsilon} \ln q . \tag{2.55}
\end{equation*}
$$

Given that $\mathscr{S}_{\varepsilon}$ is deduced from $\mathscr{S}$ by Lie dragging along $\ell$ and $\varepsilon$ is the value of the coordinate $v$ associated with $\ell$ [cf. Eq. (2.52)], we may rewrite this formula as the Lie derivative of $\ln q$ along $\ell$ :

$$
\begin{equation*}
\theta_{(\ell)}=\frac{1}{2} \mathcal{L}_{\ell} \ln q \text {. } \tag{2.56}
\end{equation*}
$$

Example 17 (light cone): For the light cone in Minkowski spacetime, it is easy to evaluate $\theta_{(\ell)}$ by means of the spherical coordinates introduced in Example 15, since these coordinates are adapted to the surface $\mathscr{S}$, the metric of $\mathscr{S}$ being $\boldsymbol{q}=r^{2} \mathbf{d} \theta^{2}+r^{2} \sin ^{2} \theta \mathbf{d} \varphi^{2}$ [cf. Eq. (2.38)]. We have then $q=\operatorname{det}\left(q_{a b}\right)=r^{4} \sin ^{2} \theta$. Moreover, the coordinate $v$ can be chosen as $v=t-t_{0}$ since $t$ is an (affine) parameter associated with $\ell$ (cf. Example 9). Given that $t=r$ on $\mathscr{H}$, we have $\varepsilon=v=r-t_{0}$, so that Eq. (2.55) yields

$$
\theta_{(\ell)}=\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} r} \ln q=\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} r}(4 \ln r+2 \ln \sin \theta),
$$

i.e.

$$
\begin{equation*}
\theta_{(\ell)}=\frac{2}{r} . \tag{2.57}
\end{equation*}
$$

Example 18 (Schwarzschild horizon): As above, we have $q=r^{4} \sin ^{2} \theta$ [cf. Eq. (2.5)], so that Eq. (2.56) yields

$$
\begin{equation*}
\theta_{(\ell)}=\frac{1}{2} \mathcal{L}_{\ell} \ln q=\frac{1}{2} \ell^{\mu} \frac{\partial}{\partial x^{\mu}} \ln q=\underbrace{\frac{\partial}{\partial t} \ln \left(r^{2} \sin \theta\right)}_{0}+\frac{r-2 m}{r+2 m} \frac{\partial}{\partial r} \ln \left(r^{2} \sin \theta\right)=\frac{2}{r} \frac{r-2 m}{r+2 m}, \tag{2.58}
\end{equation*}
$$

where we have used the components $\ell^{\mu}$ read on (2.15). The above expression is valid for any hypersurface of the family $\mathscr{H}_{u}$. For the case of the Schwarzschild horizon, $r=2 m$ and Eq. (2.58) yields a vanishing expansion:

$$
\begin{equation*}
\theta_{(\ell)}=0 . \tag{2.59}
\end{equation*}
$$

Note that for large $r$, Eq. (2.58) yields $\theta_{(\ell)} \sim 2 / r$, i.e. we recover the flat spacetime result (2.57), which is consistent with the fact that for large $r, \mathscr{H}_{u}$ is close to a Minkowskian light cone (cf. Fig. 2.8). Note also that Eq. (2.58) yields $\theta_{(\ell)}<0$ for $r<2 m$ and $\theta_{(\ell)}>0$ for $r>2 m$. These expansion values are in agreement with what can be inferred from Fig. 2.11, since $r$ is directly related to the area of the cross-sections of $\mathscr{H}: A=4 \pi r^{2}$ from Eq. (2.41) and $\ell$ points towards decreasing (resp. increasing) values of $r$ for $r<2 m$ (resp. $r>2 m$ ).

Using the general law of variation of a determinant, as given by Eq. (A.75) in Appendix A, Eq. (2.56) can be rewritten as

$$
\theta_{(\ell)}=\frac{1}{2} \operatorname{tr}\left(Q^{-1} \times \mathcal{L}_{\ell} Q\right)
$$

where $Q$ is the matrix representing the components of $\boldsymbol{q}$ with respect to the coordinates $\left(x^{a}\right)=\left(x^{2}, \ldots, x^{n-1}\right): Q=\left(q_{a b}\right)$. Since $Q^{-1}=\left(q^{a b}\right)$, there comes

$$
\begin{equation*}
\theta_{(\ell)}=\frac{1}{2} q^{a b} \mathcal{L}_{\ell} q_{a b} \tag{2.60}
\end{equation*}
$$

The Lie derivative along $\ell$ of the metric $\boldsymbol{q}$ of the cross-section $\mathscr{S}$ that appears in this formula is defined as follows. As in Sec. A.4.2 of Appendix A, let us denote by $\Phi_{\varepsilon}$ the smooth map $\mathscr{S} \rightarrow \mathscr{H}$ that corresponds to the displacement of points of $\mathscr{S}$ by some infinitesimal quantity $\varepsilon$ along $\ell$. Using the notations of Fig. 2.12, we have then $p_{\varepsilon}=\Phi_{\varepsilon}(p), q_{\varepsilon}=\Phi_{\varepsilon}(q)$ and $\mathscr{S}_{\varepsilon}=\Phi_{\varepsilon}(\mathscr{S})$. The Lie derivative along $\boldsymbol{\ell}$ of $\boldsymbol{q}$ is then the field $\mathcal{L}_{\ell} \boldsymbol{q}$ of bilinear forms on $\mathscr{S}$ defined by the following action on any pair of vectors $(\boldsymbol{u}, \boldsymbol{v})$ tangent to $\mathscr{S}$ at the same point $p$ :

$$
\begin{equation*}
\mathcal{L}_{\ell} \boldsymbol{q}(\boldsymbol{u}, \boldsymbol{v}):=\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon}\left[\boldsymbol{q}_{\varepsilon}\left(\Phi_{\varepsilon *} \boldsymbol{u}, \Phi_{\varepsilon *} \boldsymbol{v}\right)-\boldsymbol{q}(\boldsymbol{u}, \boldsymbol{v})\right] \tag{2.61}
\end{equation*}
$$

where, as above, $\boldsymbol{q}_{\varepsilon}$ is the metric induced by $\boldsymbol{g}$ on the $(n-2)$-surface $\mathscr{S}_{\varepsilon}$ deduced from $\mathscr{S}$ by Lie dragging along $\boldsymbol{\ell}$ by the quantity $\varepsilon$ and $\Phi_{\varepsilon *} \boldsymbol{u}$ (resp. $\Phi_{\varepsilon *} \boldsymbol{v}$ ) is the tangent vector to $\mathscr{S}_{\varepsilon}$ at $\Phi_{\varepsilon}(p)$ that is the pushforward of $\boldsymbol{u}$ (resp. $\boldsymbol{v}$ ) by the map $\Phi_{\varepsilon}$ (cf. Sec. A.4.2).

Remark 5: Since $\boldsymbol{q}$ is nothing but the metric induced by the spacetime metric $\boldsymbol{g}$ on cross-sections of $\mathscr{H}$, we may rewrite the above formula as

$$
\begin{equation*}
\mathcal{L}_{\ell} \boldsymbol{q}(\boldsymbol{u}, \boldsymbol{v}):=\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon}\left[\left.\boldsymbol{g}\right|_{\Phi_{\varepsilon}(p)}\left(\Phi_{\varepsilon *} \boldsymbol{u}, \Phi_{\varepsilon *} \boldsymbol{v}\right)-\left.\boldsymbol{g}\right|_{p}(\boldsymbol{u}, \boldsymbol{v})\right] \tag{2.62}
\end{equation*}
$$

One may wonder about the link between the Lie derivative $\mathcal{L}_{\ell} \boldsymbol{q}$ defined by Eq. (2.61), which is a tensor field on $\mathscr{S}$, and the Lie derivative along $\ell$ of the spacetime extension $\boldsymbol{q}$ introduced by Eq. (2.34). For the sake of clarity, let us denote here the latter by $\overline{\boldsymbol{q}}$. More precisely, we may consider that $\bar{q}$ is a field defined in some neighborhood of the portion of $\mathscr{H}$ sliced by $\bigcup_{\varepsilon} \mathscr{S}_{\varepsilon}$ via Eq. (2.34), with $\boldsymbol{k}$ defined at each point $p \in \mathscr{S}_{\varepsilon}$ as the unique null vector of $T_{p}^{\perp} \mathscr{S}_{\varepsilon}$ obeying $\ell \cdot \boldsymbol{k}=-1$. Let $\boldsymbol{u}$ and $\boldsymbol{v}$ be vector fields on $\mathscr{H}$ that are tangent to the cross-sections $\mathscr{S}_{\varepsilon}$. Applying the bilinear form $\mathcal{L}_{\ell} \overline{\boldsymbol{q}}$ to them and using the Leibniz rule to expand $\mathcal{L}_{\ell}[\overline{\boldsymbol{q}}(\boldsymbol{u}, \boldsymbol{v})]$ yields

$$
\begin{equation*}
\mathcal{L}_{\ell} \overline{\boldsymbol{q}}(\boldsymbol{u}, \boldsymbol{v})=\mathcal{L}_{\ell}[\overline{\boldsymbol{q}}(\boldsymbol{u}, \boldsymbol{v})]-\overline{\boldsymbol{q}}\left(\mathcal{L}_{\ell} \boldsymbol{u}, \boldsymbol{v}\right)-\overline{\boldsymbol{q}}\left(\boldsymbol{u}, \mathcal{L}_{\ell} \boldsymbol{v}\right) \tag{2.63}
\end{equation*}
$$

Now, since $\boldsymbol{u}$ and $\boldsymbol{v}$ are tangent to $\mathscr{S}_{\varepsilon}$, we may write $\overline{\boldsymbol{q}}(\boldsymbol{u}, \boldsymbol{v})=\boldsymbol{q}(\boldsymbol{u}, \boldsymbol{v})$. Moreover, by the very definition of the Lie derivative of a vector field (cf. Sec. A.4.2) and the fact that the cross-sections $\mathscr{S}_{\varepsilon}$ are Lie-dragged along $\ell$, the vectors $\mathcal{L}_{\ell} \boldsymbol{u}$ and $\mathcal{L}_{\ell} \boldsymbol{v}$ are also tangent to $\mathscr{S}_{\varepsilon}$. Therefore, we have $\overline{\boldsymbol{q}}\left(\mathcal{L}_{\ell} \boldsymbol{u}, \boldsymbol{v}\right)=\boldsymbol{q}\left(\mathcal{L}_{\ell} \boldsymbol{u}, \boldsymbol{v}\right)$ and $\overline{\boldsymbol{q}}\left(\boldsymbol{u}, \mathcal{L}_{\ell} \boldsymbol{v}\right)=\boldsymbol{q}\left(\boldsymbol{u}, \mathcal{L}_{\ell} \boldsymbol{v}\right)$ as well. Thus, we may rewrite (2.63) as

$$
\mathcal{L}_{\ell} \overline{\boldsymbol{q}}(\boldsymbol{u}, \boldsymbol{v})=\mathcal{L}_{\ell}[\boldsymbol{q}(\boldsymbol{u}, \boldsymbol{v})]-\boldsymbol{q}\left(\mathcal{L}_{\ell} \boldsymbol{u}, \boldsymbol{v}\right)-\boldsymbol{q}\left(\boldsymbol{u}, \mathcal{L}_{\ell} \boldsymbol{v}\right) .
$$

The right-hand side is identical to what would be obtained by expressing $\mathcal{L}_{\ell} \boldsymbol{q}(\boldsymbol{u}, \boldsymbol{v})$ via the Leibniz rule. Hence we conclude that $\mathcal{L}_{\ell} \overline{\boldsymbol{q}}(\boldsymbol{u}, \boldsymbol{v})=\mathcal{L}_{\ell} \boldsymbol{q}(\boldsymbol{u}, \boldsymbol{v})$. Since this identity holds for a pair $(\boldsymbol{u}, \boldsymbol{v})$ of vectors tangent to $\mathscr{S}_{\varepsilon}$, we may express it for any pair of vectors, i.e. not necessarily tangent to $\mathscr{S}_{\varepsilon}$ by introducing the orthogonal projector $\overrightarrow{\boldsymbol{q}}$ onto $\mathscr{S}_{\varepsilon}$ [cf. Eq. (2.45)]:

$$
\begin{equation*}
\mathcal{L}_{\ell} \overline{\boldsymbol{q}}(\overrightarrow{\boldsymbol{q}}(\boldsymbol{u}), \overrightarrow{\boldsymbol{q}}(\boldsymbol{v}))=\mathcal{L}_{\ell} \boldsymbol{q}(\overrightarrow{\boldsymbol{q}}(\boldsymbol{u}), \overrightarrow{\boldsymbol{q}}(\boldsymbol{v})), \tag{2.64}
\end{equation*}
$$

or, in index notation,

$$
\mathcal{L}_{\ell} \bar{q}_{\mu \nu} \bar{q}_{\alpha}^{\mu} \bar{q}^{\nu}{ }_{\beta}=\mathcal{L}_{\ell} q_{a b} \bar{q}_{\alpha}^{a} \bar{q}_{\beta}^{b} .
$$

Taking the trace with respect to $\boldsymbol{g}$, we get $\mathcal{L}_{\ell} \bar{q}_{\mu \nu} \bar{q}^{\mu}{ }_{\sigma} \bar{q}^{\nu \sigma}=\mathcal{L}_{\ell} q_{a b} \bar{q}^{a}{ }_{\sigma} \bar{q}^{b \sigma}$. Now, since $\overline{\boldsymbol{q}}$ is symmetric and $\overrightarrow{\boldsymbol{q}}$ is a projector, $\bar{q}^{\mu}{ }_{\sigma} \bar{q}^{\nu \sigma}=\bar{q}^{\mu}{ }_{\sigma} \bar{q}^{\sigma \nu}=\bar{q}^{\mu \nu}$. Similarly, $\bar{q}^{a}{ }_{\sigma} \bar{q}^{b \sigma}=\bar{q}^{a b}$. Hence

$$
\bar{q}^{\mu \nu} \mathcal{L}_{\ell} \bar{q}_{\mu \nu}=\bar{q}^{a b} \mathcal{L}_{\ell} q_{a b}=q^{a b} \mathcal{L}_{\ell} q_{a b}
$$

where the second equality follows from $\bar{q}^{a b}=q^{a b}$. Hence we may rewrite (2.60) as

$$
\begin{equation*}
\theta_{(\ell)}=\frac{1}{2} q^{\mu \nu} \mathcal{L}_{\ell} q_{\mu \nu} . \tag{2.65}
\end{equation*}
$$

Note that we have dropped the bar over $q$, i.e. we revert to the previous notation.
Substituting (2.34) for $q_{\mu \nu}$, and using the Leibniz rule, we get

$$
\theta_{(\ell)}=\frac{1}{2} q^{\mu \nu}\left(\mathcal{L}_{\ell} g_{\mu \nu}+\mathcal{L}_{\ell} \ell_{\mu} k_{\nu}+\ell_{\mu} \mathcal{L}_{\ell} k_{\nu}+\mathcal{L}_{\ell} k_{\mu} \ell_{\nu}+k_{\mu} \mathcal{L}_{\ell} \ell_{\nu}\right)=\frac{1}{2} q^{\mu \nu} \mathcal{L}_{\ell} g_{\mu \nu}
$$

where the last equality follows from $q^{\mu \nu} \ell_{\mu}=0$ and $q^{\mu \nu} k_{\mu}=0$ [Eq. (2.48)]. Using the Killing expression (A.90) of the Lie derivative of $\boldsymbol{g}: \mathcal{L}_{\ell} g_{\mu \nu}=\nabla_{\mu} \ell_{\nu}+\nabla_{\nu} \ell_{\mu}$, and the symmetry of $q^{\mu \nu}$, we arrive at

$$
\begin{equation*}
\theta_{(\ell)}=q^{\mu \nu} \nabla_{\mu} \ell_{\nu} \text {. } \tag{2.66}
\end{equation*}
$$

We can transform this relation further by expressing $q^{\mu \nu}$ via (2.34):

$$
\begin{aligned}
\theta_{(\ell)} & =\left(g^{\mu \nu}+\ell^{\mu} k^{\nu}+k^{\mu} \ell^{\nu}\right) \nabla_{\mu} \ell_{\nu}=\nabla_{\mu} \ell^{\mu}+k^{\nu} \underbrace{\ell^{\mu} \nabla_{\mu} \ell_{\nu}}_{\kappa \ell_{\nu}}+k^{\mu} \ell^{\nu} \nabla_{\mu} \ell_{\nu} \\
& =\nabla_{\mu} \ell^{\mu}+\kappa \underbrace{k^{\nu} \ell_{\nu}}_{-1}+\frac{1}{2} \underbrace{k^{\mu} \nabla_{\mu}\left(\ell_{\nu} \ell^{\nu}\right)}_{0}=\nabla_{\mu} \ell^{\mu}-\kappa
\end{aligned}
$$

where we have used respectively the properties (2.22), (2.19) and (2.33). Denoting the divergence of $\boldsymbol{\ell}$ by $\boldsymbol{\nabla} \cdot \boldsymbol{\ell}=\nabla_{\mu} \ell^{\mu}$, we may write

$$
\begin{equation*}
\theta_{(\ell)}=\nabla \cdot \boldsymbol{\ell}-\kappa \text {. } \tag{2.67}
\end{equation*}
$$



Figure 2.13: Two cross-sections $\mathscr{S}$ and $\mathscr{S}^{\prime}$ through the same point $p$ of $\mathscr{H}$.

Remark 6: Contrary to $\theta_{(\ell)}$ or $\kappa$, the quantity $\nabla \cdot \boldsymbol{\ell}$ depends a priori on the extension of $\boldsymbol{\ell}$ outside $\mathscr{H}$ (cf. the discussion in Sec. 2.3.2). For Eq. (2.67) to hold, we have supposed that $\ell$ remains null outside $\mathscr{H}$, so that $k^{\mu} \nabla_{\mu}\left(\ell_{\nu} \ell^{\nu}\right)$, which is a derivative in a direction transverse to $\mathscr{H}$, could be set to zero in the computation leading to (2.67).

Example 19 (light cone): $\boldsymbol{\nabla} \cdot \boldsymbol{\ell}$ is easily computed by taking the trace of (2.27) and we have $\kappa=0$ (cf. Example 9), so that (2.67) yields

$$
\theta_{(\ell)}=\frac{2\left(x^{2}+y^{2}+z^{2}\right)}{r^{3}}=\frac{2}{r}
$$

Hence we recover the result obtained in Example 17.
Example 20 (Schwarzschild horizon): Here also, $\boldsymbol{\nabla} \cdot \boldsymbol{\ell}$ is easily computed by taking the trace of (2.28):

$$
\nabla \cdot \ell=\frac{m}{r^{2}}+\frac{m}{r^{2}} \frac{3 r^{2}-4 m(r+m)}{(r+2 m)^{2}}+2 \frac{r-2 m}{r(r+2 m)}=\frac{2\left(r^{2}+2 m r-4 m^{2}\right)}{r(r+2 m)^{2}}
$$

Given the value $\kappa=4 m /(r+2 m)^{2}$ found in Example 10, formula (2.67) leads to

$$
\theta_{(\ell)}=\frac{2\left(r^{2}+2 m r-4 m^{2}\right)-4 m r}{r(r+2 m)^{2}}=\frac{2\left(r^{2}-4 m^{2}\right)}{r(r+2 m)^{2}}=\frac{2}{r} \frac{r-2 m}{r+2 m}
$$

Hence we recover the result (2.58).
We notice that the right-hand side of (2.67) is independent of the explicit choice of the cross-section $\mathscr{S}$ : clearly both $\nabla \cdot \ell$ and $\kappa$ depends only on the null normal $\ell$ of $\mathscr{H}$. This justifies the notation $\theta_{(\ell)}$, which does not refer to $\mathscr{S}$ (cf. Remark 4 in page 41 ). This can be understood geometrically as follows. Let $p \in \mathscr{H}$ be a point where one would like to evaluate $\theta_{(\ell)}$. Let $\mathscr{S}$ and $\mathscr{S}^{\prime}$ be two distinct cross-sections of $\mathscr{H}$ going through $p$ (cf. Fig. 2.13). Let $q$ be
a point of $\mathscr{S}$ infinitely close to $p$ and let $q^{\prime}$ be the point of $\mathscr{S}^{\prime}$ located on the same null geodesic generator as $q$, i.e. $\overrightarrow{q q^{\prime}}=\varepsilon \boldsymbol{\ell}$, with $\varepsilon$ infinitely small. Let $\mathrm{d} \boldsymbol{x}$ (resp. $\mathrm{d} \boldsymbol{x}^{\prime}$ ) be the infinitesimal vector connecting $p$ to $q$ (resp. $p$ to $q^{\prime}$ ). We have then $\mathrm{d} \boldsymbol{x}^{\prime}=\mathrm{d} \boldsymbol{x}+\varepsilon \boldsymbol{\ell}$, the scalar square of which is

$$
\mathrm{d} \boldsymbol{x}^{\prime} \cdot \mathrm{d} \boldsymbol{x}^{\prime}=\mathrm{d} \boldsymbol{x} \cdot \mathrm{~d} \boldsymbol{x}+2 \varepsilon \underbrace{\mathrm{~d} \boldsymbol{x} \cdot \boldsymbol{\ell}}_{0}+\varepsilon^{2} \underbrace{\boldsymbol{\ell} \cdot \boldsymbol{\ell}}_{0},
$$

where we have used the fact that $\boldsymbol{\ell}$ is normal to any tangent vector to $\mathscr{H}$, such as $\mathrm{d} \boldsymbol{x}$ and $\boldsymbol{\ell}$ itself. Hence $\mathrm{d} \boldsymbol{x}^{\prime} \cdot \mathrm{d} \boldsymbol{x}^{\prime}=\mathrm{d} \boldsymbol{x} \cdot \mathrm{d} \boldsymbol{x}$. In other words, the lengths of all segments from $p$ do not depend on the cross-section in which they are taken, provided their second end lies on the same null geodesic generator of $\mathscr{H}$. It follows that all infinitesimal surfaces $\delta S$ that (i) contain $p$ and (ii) are enclosed in a tube made of null geodesic generators have the same area $\delta A$. Hence the expansion $\theta_{(\ell)}$ at $p$ does not depend on the choice of $\delta S$. We conclude:

## Property 2.9: independence of the expansion from the cross-section

The expansion $\theta_{(\ell)}$ at a point $p$ of a null hypersurface $\mathscr{H}$ does not depend on the choice of the cross-section through $p$. It depends only on the null normal $\ell$ of $\mathscr{H}$. Accordingly, from now on, we shall call $\theta_{(\ell)}$ the expansion of the null hypersurface $\mathscr{H}$ along $\ell$.

The dependency of the expansion on $\ell$ is given by:

## Property 2.10: rescaling of the expansion upon a change of null normal

Two null normals $\ell$ and $\ell^{\prime}$ to a null hypersurface $\mathscr{H}$ are necessarily collinear: $\ell^{\prime}=\alpha \boldsymbol{\ell}$, where $\alpha$ is a non-vanishing scalar field on $\mathscr{H}$. We have then the following scaling law:

$$
\begin{equation*}
\boldsymbol{\ell}^{\prime}=\alpha \boldsymbol{\ell} \Longrightarrow \theta_{\left(\ell^{\prime}\right)}=\alpha \theta_{(\ell)} \tag{2.68}
\end{equation*}
$$

Proof. This follows immediately from expression (2.56) for $\theta_{(\ell)}$, given that the metric $\boldsymbol{q}$ is independent of $\boldsymbol{\ell}$ and $\mathcal{L}_{\alpha \boldsymbol{\ell}} \ln q=\alpha \mathcal{L}_{\ell} \ln q$. One can also get the result from Eq. (2.66): $\theta_{\left(\ell^{\prime}\right)}=$ $q^{\mu \nu} \nabla_{\mu}\left(\alpha \ell_{\nu}\right)=\alpha q^{\mu \nu} \nabla_{\mu} \ell_{\nu}=\alpha \theta_{(\ell)}$, since $q^{\mu \nu} \ell_{\nu}=0$ [Eq. (2.48)].

Remark 7: The reader may check that the rescaling laws (2.26) and (2.68) for respectively $\kappa$ and $\theta_{(\ell)}$ are compatible with expression (2.67) for $\theta_{(\ell)}$, given that $\boldsymbol{\nabla} \cdot \boldsymbol{\ell}^{\prime}=\alpha \boldsymbol{\nabla} \cdot \boldsymbol{\ell}+\boldsymbol{\nabla}_{\ell} \alpha$.

Let us gather all the expressions of the expansion $\theta_{(\ell)}$ obtained so far:

$$
\begin{equation*}
\theta_{(\ell)}=\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \frac{\delta A_{\varepsilon}-\delta A}{\delta A}=\frac{1}{2} \mathcal{L}_{\ell} \ln q=\frac{1}{2} q^{\mu \nu} \mathcal{L}_{\ell} q_{\mu \nu}=q^{\mu \nu} \nabla_{\mu} \ell_{\nu}=\nabla \cdot \boldsymbol{\ell}-\kappa, \tag{2.69}
\end{equation*}
$$

with the reminder that the last equality is valid insofar as the vector field $\ell$ is null in some entire open neighborhood of $\mathscr{H}$ (and not only on $\mathscr{H}$ ), as stressed in Remark 6.

### 2.3.6 Deformation rate and shear tensor

Let us consider a cross-section $\mathscr{S}$ of the null hypersurface $\mathscr{H}$. The deformation rate $\Theta$ of $\mathscr{S}$ along $\ell$ is defined from the Lie derivative along $\ell$ of the induced metric $\boldsymbol{q}$ on $\mathscr{S}$ [cf. Eq. (2.61)] as

$$
\begin{equation*}
\Theta:=\frac{1}{2} \overrightarrow{\boldsymbol{q}}^{*} \mathcal{L}_{\ell} \boldsymbol{q} \tag{2.70}
\end{equation*}
$$

where $\overrightarrow{\boldsymbol{q}}^{*}$ stands for the action of the orthogonal projector $\overrightarrow{\boldsymbol{q}}$ onto $\mathscr{S}$ on the bilinear form $\mathcal{L}_{\ell} \boldsymbol{q}$. This action extends $\mathcal{L}_{\ell} \boldsymbol{q}$, which is defined a priori only for vectors of $T_{p} \mathscr{S}$ by Eq. (2.61), to all vectors of $T_{p} \mathscr{M}$, for any $p \in \mathscr{S}$, via

$$
\begin{equation*}
\forall(\boldsymbol{u}, \boldsymbol{v}) \in T_{p} \mathscr{M} \times T_{p} \mathscr{M}, \quad \overrightarrow{\boldsymbol{q}}^{*} \mathcal{L}_{\ell} \boldsymbol{q}(\boldsymbol{u}, \boldsymbol{v}):=\mathcal{L}_{\ell} \boldsymbol{q}(\overrightarrow{\boldsymbol{q}}(\boldsymbol{u}), \overrightarrow{\boldsymbol{q}}(\boldsymbol{v})) \tag{2.71}
\end{equation*}
$$

Since $\boldsymbol{q}$ is symmetric, it is clear from the above definition that $\Theta$ is a field of symmetric bilinear forms. Thanks to the identity (2.64), we can use for $\boldsymbol{q}$ the spacetime extension (2.34) and write the index-notation version of the definition (2.70) as

$$
\begin{equation*}
\Theta_{\alpha \beta}=\frac{1}{2} q^{\mu}{ }_{\alpha} q^{\nu}{ }_{\beta} \mathcal{L}_{\ell} q_{\mu \nu} . \tag{2.72}
\end{equation*}
$$

Substituting $g_{\mu \nu}+\ell_{\mu} k_{\nu}+k_{\mu} \ell_{\nu}$ for $q_{\mu \nu}$ [Eq. (2.34)], we get

$$
\Theta_{\alpha \beta}=\frac{1}{2} q^{\mu}{ }_{\alpha} q^{\nu}{ }_{\beta}\left(\mathcal{L}_{\ell} g_{\mu \nu}+k_{\nu} \mathcal{L}_{\ell} \ell_{\mu}+\ell_{\mu} \mathcal{L}_{\ell} k_{\nu}+\ell_{\nu} \mathcal{L}_{\ell} k_{\mu}+k_{\mu} \mathcal{L}_{\ell} \ell_{\nu}\right)=\frac{1}{2} q^{\mu}{ }_{\alpha} q^{\nu}{ }_{\beta} \mathcal{L}_{\ell} g_{\mu \nu},
$$

where the last equality follows from $q^{\mu}{ }_{\alpha} \ell_{\mu}=0$ and $q^{\mu}{ }_{\alpha} k_{\mu}=0$ [Eq. (2.48)]. Now, using the Killing expression (A.90) and the Frobenius identity (2.16), we may write

$$
\mathcal{L}_{\ell} g_{\mu \nu}=\nabla_{\mu} \ell_{\nu}+\nabla_{\nu} \ell_{\mu}=2 \nabla_{\mu} \ell_{\nu}+\nabla_{\nu} \rho \ell_{\mu}-\nabla_{\mu} \rho \ell_{\nu}
$$

Given that $q^{\mu}{ }_{\alpha} \ell_{\mu}=0$, we obtain

$$
\begin{equation*}
\Theta_{\alpha \beta}=q_{\alpha}^{\mu} q^{\nu}{ }_{\beta} \nabla_{\mu} \ell_{\nu} . \tag{2.73}
\end{equation*}
$$

Let us substitute (2.45) for the projector $\overrightarrow{\boldsymbol{q}}$ :

$$
\Theta_{\alpha \beta}=\left(\delta_{\alpha}^{\mu}+\ell^{\mu} k_{\alpha}+k^{\mu} \ell_{\alpha}\right)\left(\delta_{\beta}^{\nu}+\ell^{\nu} k_{\beta}+k^{\nu} \ell_{\beta}\right) \nabla_{\mu} \ell_{\nu} .
$$

Expanding and simplifying (in particular via $\ell^{\nu} \nabla_{\mu} \ell_{\nu}=0$ ) yields

$$
\begin{equation*}
\nabla_{\alpha} \ell_{\beta}=\Theta_{\alpha \beta}+\omega_{\alpha} \ell_{\beta}-\ell_{\alpha} k^{\mu} \nabla_{\mu} \ell_{\beta}, \tag{2.74}
\end{equation*}
$$

where we have let appear the 1 -form $\omega$ defined by

$$
\begin{equation*}
\omega_{\alpha}:=-k^{\mu} \nabla_{\nu} \ell_{\mu} \Pi^{\nu}{ }_{\alpha}=-k^{\mu} \nabla_{\alpha} \ell_{\mu}-k^{\mu} k^{\nu} \nabla_{\mu} \ell_{\nu} \ell_{\alpha} . \tag{2.75}
\end{equation*}
$$

Here $\Pi$ is the projector onto $\mathscr{H}$ along $\boldsymbol{k}$ :

$$
\begin{equation*}
\Pi_{\beta}^{\alpha}=\delta_{\beta}^{\alpha}+k^{\alpha} \ell_{\beta} . \tag{2.76}
\end{equation*}
$$

Indeed, for any vector $\boldsymbol{v}$ tangent to $\mathscr{H}$, one has $\Pi(\boldsymbol{v})=\boldsymbol{v}$ since $\Pi^{\alpha}{ }_{\mu} v^{\mu}=v^{\alpha}+k^{\alpha} \ell_{\mu} v^{\mu}$ with $\ell_{\mu} v^{\mu}=0$, while $\Pi(\boldsymbol{k})=0$ since $\Pi^{\alpha}{ }_{\mu} k^{\mu}=k^{\alpha}+k^{\alpha} \ell_{\mu} k^{\mu}=k^{\alpha}-k^{\alpha}=0$. Consequently, the action of $\boldsymbol{\omega}$ on tangent vectors to $\mathscr{H}$ takes a simple form:

$$
\begin{equation*}
\forall \boldsymbol{v} \in T_{p} \mathscr{H}, \quad\langle\boldsymbol{\omega}, \boldsymbol{v}\rangle=-\boldsymbol{k} \cdot \nabla_{\boldsymbol{v}} \ell \tag{2.77}
\end{equation*}
$$

In particular, for $\boldsymbol{v}=\boldsymbol{\ell}$, we get $\langle\boldsymbol{\omega}, \boldsymbol{\ell}\rangle=-\boldsymbol{k} \cdot \boldsymbol{\nabla}_{\boldsymbol{\ell}} \ell$. Given that $\boldsymbol{\nabla}_{\boldsymbol{\ell}} \boldsymbol{\ell}=\kappa \boldsymbol{\ell}$ [Eq. (2.22)] and $\boldsymbol{k} \cdot \boldsymbol{\ell}=-1$ [Eq. (2.33)], we arrive at the simple formula:

$$
\begin{equation*}
\langle\boldsymbol{\omega}, \boldsymbol{\ell}\rangle=\kappa \text {. } \tag{2.78}
\end{equation*}
$$

Remark 8: Thanks to the projector $\boldsymbol{\Pi}$ involved in its definition, the 1-form $\boldsymbol{\omega}$ does not depend on the extension of the vector field $\ell$ away from $\mathscr{H}$. The same property holds for $\Theta$. On the contrary, the tensor field $\boldsymbol{\nabla} \boldsymbol{\ell}$, which appears in the left-hand side of formula (2.74) and in the last term of its right-hand side, depends on the extension of $\ell$ away from $\mathscr{H}$.

By comparing (2.65) and (2.72), we notice that the trace of $\Theta$ is nothing but the expansion $\theta_{(\ell)}$ :

$$
\begin{equation*}
\theta_{(\ell)}=g^{\mu \nu} \Theta_{\mu \nu}=q^{\mu \nu} \Theta_{\mu \nu}=\Theta_{\mu}^{\mu} \text {. } \tag{2.79}
\end{equation*}
$$

The trace-free part of $\Theta$ is called the shear tensor of $\mathscr{S}$ along $\ell$ :

$$
\begin{equation*}
\sigma:=\Theta-\frac{1}{n-2} \theta_{(\ell)} \boldsymbol{q}, \tag{2.80}
\end{equation*}
$$

or, in index notation:

$$
\begin{equation*}
\sigma_{\alpha \beta}=\Theta_{\alpha \beta}-\frac{1}{n-2} \theta_{(\ell)} q_{\alpha \beta} . \tag{2.81}
\end{equation*}
$$

Remark 9: The $1 /(n-2)$ factor arises from the trace of $\boldsymbol{q}$, which is $n-2$. This follows immediately from $\boldsymbol{q}$ being a metric tensor on the $(n-2)$-dimensional manifold $\mathscr{S}$; this can also be recovered from the spacetime extension (2.34) of $\boldsymbol{q}: q^{\mu}{ }_{\mu}=\delta^{\mu}{ }_{\mu}+2 \ell_{\mu} k^{\mu}$, with $\delta^{\mu}{ }_{\mu}=n$ and $\ell_{\mu} k^{\mu}=-1$.

By construction, we have $\sigma^{\mu}{ }_{\mu}=g^{\mu \nu} \sigma_{\mu \nu}=q^{\mu \nu} \sigma_{\mu \nu}=0$. Note that, as $\boldsymbol{q}$, the tensor fields $\Theta$ and $\sigma$ are tangent to $\mathscr{S}$, in the sense that

$$
\begin{equation*}
\forall \boldsymbol{v} \in T_{p}^{\perp} \mathscr{S}, \quad \Theta(\boldsymbol{v}, .)=\boldsymbol{\sigma}(\boldsymbol{v}, .)=0, \tag{2.82}
\end{equation*}
$$

with the important special cases $\boldsymbol{v}=\boldsymbol{\ell}$ and $\boldsymbol{v}=\boldsymbol{k}$.
Example 21 (light cone): Let us consider the light cone in Minkowski spacetime described in terms of the spherical coordinates introduced in Example 15. Since the coordinates $(t, \theta, \varphi)$ are adapted to the vector field $\ell$ (i.e. the $\theta$ and $\varphi$ are constant along the field lines of $\ell$ on $\mathscr{H}$ and $\ell=\partial / \partial t$ in these coordinates, in other words, $\ell^{\alpha}=(1,0,0)$ ), we have [cf. formula (A.91) in Appendix A]

$$
\mathcal{L}_{\ell} q_{a b}=\frac{\partial}{\partial t} q_{a b}=\frac{\partial}{\partial r} q_{a b},
$$

where the second equality follows from $t=r$ on $\mathscr{H}$. Given that $q_{a b}=\operatorname{diag}\left(r^{2}, r^{2} \sin ^{2} \theta\right)$ [cf. Eq. (2.38)], we obtain

$$
\mathcal{L}_{\ell} q_{a b}=\left(\begin{array}{cc}
2 r & 0 \\
0 & 2 r \sin ^{2} \theta
\end{array}\right)=\frac{2}{r} q_{a b}
$$

Hence (2.70) yields

$$
\boldsymbol{\Theta}=\frac{1}{r} \boldsymbol{q}
$$

Taking the trace, we get immediately $\theta_{(\ell)}=2 / r$, i.e. we recover the result of Examples 17 and 19. From (2.80), we get a vanishing shear:

$$
\boldsymbol{\sigma}=0
$$

Example 22 (Schwarzschild horizon): The Lie derivative of $\boldsymbol{q}$, as given by Eq. (2.41), along $\boldsymbol{\ell}$ is (cf. Appendix D for the computation):

$$
\mathcal{L}_{\ell} \boldsymbol{q}=2 r \frac{r-2 m}{r+2 m}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)=\frac{2}{r} \frac{r-2 m}{r+2 m} \boldsymbol{q} .
$$

Since $\overrightarrow{\boldsymbol{q}}^{*} \boldsymbol{q}=\boldsymbol{q}$, Eq. (2.70) yields

$$
\boldsymbol{\Theta}=\frac{r-2 m}{r(r+2 m)} \boldsymbol{q}
$$

This formula is valid for any hypersurface of the $\mathscr{H}_{u}$ family. For the specific case of the Schwarzschild horizon $\mathscr{H}, r=2 m$ and it reduces to

$$
\begin{equation*}
\Theta=0 \tag{2.83}
\end{equation*}
$$

Property 2.11: rescaling of the deformation rate and shear upon a change of null normal

Two null normals $\ell$ and $\ell^{\prime}$ to a null hypersurface $\mathscr{H}$ are necessarily collinear: $\ell^{\prime}=\alpha \ell$, where $\alpha$ is a non-vanishing scalar field on $\mathscr{H}$. The deformation rates $\Theta$ and $\Theta^{\prime}$ and shear tensors $\sigma$ and $\sigma^{\prime}$ of a given cross-section $\mathscr{S}$ of $\mathscr{H}$ along respectively $\ell$ and $\ell^{\prime}$ obey the following scaling law:

$$
\begin{equation*}
\boldsymbol{\ell}^{\prime}=\alpha \boldsymbol{\ell} \Longrightarrow \boldsymbol{\Theta}^{\prime}=\alpha \boldsymbol{\Theta} \text { and } \boldsymbol{\sigma}^{\prime}=\alpha \boldsymbol{\sigma} \tag{2.84}
\end{equation*}
$$

Proof. Equation (2.73) yields $\Theta^{\prime}{ }_{\alpha \beta}=q^{\mu}{ }_{\alpha} q^{\nu}{ }_{\beta} \nabla_{\mu}\left(\alpha \ell_{\nu}\right)=\alpha q_{\alpha}{ }_{\alpha} q^{\nu}{ }_{\beta} \nabla_{\mu} \ell_{\nu}+q_{\alpha}^{\mu} q^{\nu}{ }_{\beta} \ell_{\nu} \nabla_{\mu} \alpha=$ $\alpha \Theta_{\alpha \beta}+0$ since $q^{\nu}{ }_{\beta} \ell_{\nu}=0$ [Eq. (2.48)]. The result for the shear tensor follows then from the definition (2.80) along with the scaling law (2.68) for the expansion.

Remark 10: The scaling law (2.84) shows explicitely that the deformation rate $\boldsymbol{\Theta}$ and shear tensor $\sigma$ depend on the choice of the null normal $\boldsymbol{\ell}$ to $\mathscr{H}$. Both tensors also depend on the choice of the cross-section $\mathscr{S}$ of $\mathscr{H}$, contrary to the expansion $\theta_{(\ell)}$ (Property 2.9).

### 2.4 Evolution of the expansion

### 2.4.1 Null Raychaudhuri equation

Let us derive an evolution equation for the expansion $\theta_{(\ell)}$; it is quite natural to consider the evolution along the null generators of $\mathscr{H}$, i.e. to evaluate the quantity $\nabla_{\ell} \theta_{(\ell)}$, all the more that $\ell$ is by hypothesis future-directed. The starting point is the Ricci identity [Eq. (A.103) in Appendix A] applied to $\ell$ :

$$
\left(\nabla_{\alpha} \nabla_{\beta}-\nabla_{\beta} \nabla_{\alpha}\right) \ell^{\gamma}=R_{\mu \alpha \beta}^{\gamma} \ell^{\mu},
$$

where $R^{\gamma}{ }_{\mu \alpha \beta}$ is the Riemann tensor of the metric $\boldsymbol{g}$. Taking the trace on the indices $(\alpha, \gamma)$ and relabelling $\beta \rightarrow \alpha$ yields

$$
\nabla_{\mu} \nabla_{\alpha} \ell^{\mu}-\nabla_{\alpha} \nabla_{\mu} \ell^{\mu}=R_{\mu \alpha} \ell^{\mu}
$$

where $R_{\mu \alpha}=R^{\sigma}{ }_{\mu \sigma \alpha}$ is the Ricci tensor of $\boldsymbol{g}$. Substituting Eq. (2.74) for $\nabla_{\alpha} \ell^{\mu}$ and $\theta_{(\ell)}+\kappa$ for $\nabla_{\mu} \ell^{\mu}=\boldsymbol{\nabla} \cdot \boldsymbol{\ell}$ [cf. Eq. (2.67)] yields

$$
\nabla_{\mu}\left(\Theta_{\alpha}^{\mu}+\omega_{\alpha} \ell^{\mu}-\ell_{\alpha} k^{\nu} \nabla_{\nu} \ell^{\mu}\right)-\nabla_{\alpha}\left(\theta_{(\ell)}+\kappa\right)=R_{\mu \alpha} \ell^{\mu}
$$

Expanding the left-hand side and using again Eqs. (2.67) and (2.74) results in

$$
\begin{align*}
\nabla_{\mu} \Theta_{\alpha}^{\mu}+\ell^{\mu} \nabla_{\mu} \omega_{\alpha}-\nabla_{\alpha}\left(\theta_{(\ell)}+\kappa\right) & +\left(\theta_{(\ell)}+\kappa\right) \omega_{\alpha}-\Theta_{\alpha \mu} k^{\nu} \nabla_{\nu} \ell^{\mu} \\
& -\left[\omega_{\mu} k^{\nu} \nabla_{\nu} \ell^{\mu}+\nabla_{\mu}\left(k^{\nu} \nabla_{\nu} \ell^{\mu}\right)\right] \ell_{\alpha}=R_{\mu \alpha} \ell^{\mu} . \tag{2.85}
\end{align*}
$$

The above relation is a 1 -form identity that has interesting consequences. In Chap. 3, we shall apply it to tangent vectors to a cross-section in order to get the so-called zeroth law of black hole mechanics. Here we shall instead apply it to the normal vector field $\ell$ (i.e. contract it with $\ell^{\alpha}$ ); since $\omega_{\alpha} \ell^{\alpha}=\kappa$ [Eq. (2.78)] and $\ell_{\alpha} \ell^{\alpha}=0$, we get

$$
\begin{equation*}
\ell^{\nu} \nabla_{\mu} \Theta^{\mu}{ }_{\nu}+\ell^{\nu} \ell^{\mu} \nabla_{\mu} \omega_{\nu}-\ell^{\mu} \nabla_{\mu}\left(\theta_{(\ell)}+\kappa\right)+\kappa\left(\theta_{(\ell)}+\kappa\right)=R_{\mu \nu} \ell^{\mu} \ell^{\nu} \tag{2.86}
\end{equation*}
$$

Now, using $\Theta^{\mu}{ }_{\nu} \ell^{\nu}=0$ [Eq. (2.82)] and Eq. (2.74) to express $\nabla_{\mu} \ell_{\nu}$, we can write

$$
\begin{aligned}
\ell^{\nu} \nabla_{\mu} \Theta^{\mu}{ }_{\nu} & =\nabla_{\mu}(\underbrace{\Theta^{\mu}{ }_{\nu}{ }^{\nu}}_{0})-\Theta^{\mu}{ }_{\nu} \nabla_{\mu} \ell^{\nu}=-\Theta^{\mu \nu} \nabla_{\mu} \ell_{\nu}=-\Theta^{\mu \nu}\left(\Theta_{\mu \nu}+\omega_{\mu} \ell_{\nu}-\ell_{\mu} k^{\sigma} \nabla_{\sigma} \ell_{\nu}\right) \\
& =-\Theta^{\mu \nu} \Theta_{\mu \nu} .
\end{aligned}
$$

On the other side, thanks to Eqs. (2.78) and (2.22), we have

$$
\ell^{\nu} \ell^{\mu} \nabla_{\mu} \omega_{\nu}=\ell^{\mu} \nabla_{\mu}(\underbrace{\omega_{\nu} \ell^{\nu}}_{\kappa})-\omega_{\nu} \underbrace{\ell^{\mu} \nabla_{\mu} \ell^{\nu}}_{\kappa \ell^{\nu}}=\ell^{\mu} \nabla_{\mu} \kappa-\kappa^{2} .
$$

Accordingly Eq. (2.86) simplifies to

$$
\begin{equation*}
-\Theta^{\mu \nu} \Theta_{\mu \nu}-\ell^{\mu} \nabla_{\mu} \theta_{(\ell)}+\kappa \theta_{(\ell)}=R_{\mu \nu} \ell^{\mu} \ell^{\nu} . \tag{2.87}
\end{equation*}
$$

The first term in the left-hand side can be evaluated by expressing $\Theta$ in terms of $\theta_{(\ell)}$ and the shear tensor $\boldsymbol{\sigma}$ [Eq. (2.80)]:

$$
\begin{aligned}
\Theta_{\mu \nu} \Theta^{\mu \nu} & =\left(\sigma_{\mu \nu}+\frac{1}{n-2} \theta_{(\ell)} q_{\mu \nu}\right)\left(\sigma^{\mu \nu}+\frac{1}{n-2} \theta_{(\ell)} q^{\mu \nu}\right) \\
& =\underbrace{\sigma_{\mu \nu} \sigma^{\mu \nu}}_{\sigma_{a b} \sigma^{a b}}+\frac{2}{n-2} \theta_{(\ell)} \underbrace{q^{\mu \nu} \sigma_{\mu \nu}}_{0}+\frac{1}{(n-2)^{2}} \theta_{(\ell)}^{2} \underbrace{q_{\mu \nu} q^{\mu \nu}}_{n-2}=\sigma_{a b} \sigma^{a b}+\frac{1}{n-2} \theta_{(\ell)}^{2} .
\end{aligned}
$$

Hence Eq. (2.87) leads to:

## Property 2.12: null Raychaudhuri equation

Any normal vector field $\ell$ to a null hypersurface $\mathscr{H}$ of a $n$-dimensional spacetime $(\mathscr{M}, \boldsymbol{g})$ obeys the null Raychaudhuri equation:

$$
\begin{equation*}
\boldsymbol{\nabla}_{\ell} \theta_{(\ell)}=\kappa \theta_{(\ell)}-\frac{1}{n-2} \theta_{(\ell)}^{2}-\sigma_{a b} \sigma^{a b}-\boldsymbol{R}(\ell, \ell) \text {. } \tag{2.88}
\end{equation*}
$$

If $\ell$ is future-directed, this is an evolution equation for $\theta_{(\ell)}$ along the null generators of $\mathscr{H}$.

Remark 1: Actually Eq. (2.88) is a particular case of what is generally called the null Raychaudhuri equation, namely the case where the vorticity of the vector field $\ell$ vanishes. This appends because $\ell$ is hypersurface-orthogonal, being normal to $\mathscr{H}$. The general case regards a generic congruence of null geodesics, i.e. a family of null geodesics, one, and exactly one, through each point of $\mathscr{M}$. A null vector field $\boldsymbol{\ell}$ tangent to the geodesics of the congruence has a priori some vorticity $\boldsymbol{w}$ and a term $+w_{a b} w^{a b}$ must be added to the right-hand side of Eq. (2.88) (see e.g. Eq. (4.35) of Ref. [242]).

Remark 2: Since $\theta_{(\ell)}$ is a scalar field on $\mathscr{H}, \nabla_{\ell} \theta_{(\ell)}$ can be replaced by the Lie derivative $\mathcal{L}_{\ell} \theta_{(\ell)}$ in the left-hand side of the Raychaudhuri equation.

If the spacetime $(\mathscr{M}, \boldsymbol{g})$ is ruled by general relativity, i.e. if $\boldsymbol{g}$ obeys Einstein equation (1.42), we may express the term involving the Ricci tensor in terms of the total energy-momentum tensor $T$ :

$$
\begin{equation*}
\boldsymbol{R}(\ell, \boldsymbol{\ell})=\frac{2}{n-2} \Lambda \underbrace{\boldsymbol{g}(\ell, \ell)}_{0}+8 \pi[\boldsymbol{T}(\boldsymbol{\ell}, \boldsymbol{\ell})-\frac{1}{n-2} T \underbrace{\boldsymbol{g}(\boldsymbol{\ell}, \boldsymbol{\ell})}_{0}]=8 \pi \boldsymbol{T}(\boldsymbol{\ell}, \boldsymbol{\ell}) \tag{2.89}
\end{equation*}
$$

The null Raychaudhuri equation becomes then

$$
\begin{equation*}
\boldsymbol{\nabla}_{\ell} \theta_{(\ell)}=\kappa \theta_{(\ell)}-\frac{1}{n-2} \theta_{(\ell)}^{2}-\sigma_{a b} \sigma^{a b}-8 \pi \boldsymbol{T}(\ell, \ell) . \tag{2.90}
\end{equation*}
$$

Remark 3: The cosmological constant $\Lambda$ does not appear in the null Raychaudhuri equation (2.90), despite the latter involves the Einstein equation with $\Lambda$ [Eq. (1.42)].

Remark 4: We have stressed above that the shear tensor $\boldsymbol{\sigma}$ does depend on the choice of a cross-section of $\mathscr{H}$, in addition to $\ell$ (cf. Remark 10 on p. 50). The null Raychaudhuri equation (2.88) shows that the
"shear square" $\sigma_{a b} \sigma^{a b}$ does not depend on the choice of a cross-section, for all the other terms in (2.88) are independent of it.

Example 23 (light cone): Let us check the null Raychaudhuri equation on the light cone in Minkowski spacetime. From Example 9, we have $\kappa=0$, while from Example 21, we have $\boldsymbol{\sigma}=0$, hence $\sigma_{a b} \sigma^{a b}=0$. Moreover, the Ricci tensor of Minkowski spacetime vanishes identically. The null Raychaudhuri equation (2.88) reduces then to

$$
\nabla_{\ell} \theta_{(\ell)}=-\frac{1}{2} \theta_{(\ell)}^{2}
$$

where we have set $n=4$. Now, from Example 17, we have $\theta_{(\ell)}=2 / r$. Since, in the present case $\nabla_{\ell} \theta_{(\ell)}=\mathcal{L}_{\ell} \theta_{(\ell)}=\partial \theta_{(\ell)} / \partial r=-2 / r^{2}$, we conclude that the null Raychaudhuri equation is satisfied (as it should!).

Example 24 (Schwarzschild horizon): For the Schwarzschild horizon $\mathscr{H}$, the null Raychaudhuri equation is trivially satisfied, i.e. each of its terms vanishes identically: $\theta_{(\ell)}=0$ on $\mathscr{H}$ [Eq. (2.59)], which implies $\nabla_{\ell} \theta_{(\ell)}=0$ since $\ell$ is tangent to $\mathscr{H}, \boldsymbol{\sigma}=0$ since $\Theta=0$ [Eq. (2.83)] and the Ricci tensor of the metric (2.5) is zero (cf. the notebook D.4.1).

### 2.4.2 Null convergence condition

If one chooses the null normal $\ell$ associated to an affine parametrization of the null generators of $\mathscr{H}$, then $\kappa=0$ and the null Raychaudhuri equation (2.88) reduces to

$$
\begin{equation*}
\nabla_{\ell} \theta_{(\ell)}=-\frac{1}{n-2} \theta_{(\ell)}^{2}-\sigma_{a b} \sigma^{a b}-\boldsymbol{R}(\ell, \ell) \tag{2.91}
\end{equation*}
$$

The first term in the right-hand side is manifestly non-positive. The same property holds for the second term, since

$$
\begin{equation*}
\sigma_{a b} \sigma^{a b} \geq 0 \tag{2.92}
\end{equation*}
$$

To prove (2.92), it suffices to consider a $\boldsymbol{q}$-orthonormal basis of $T_{p} \mathscr{S}$. Since $\boldsymbol{q}$ is a Riemannian metric, the components of its inverse in that basis are $q^{a b}=\operatorname{diag}(1, \ldots, 1)=\delta^{a b}$. Hence $\sigma^{a b}=q^{a c} q^{b d} \sigma_{c d}=\delta^{a c} \delta^{b d} \sigma_{c d}=\sigma_{a b}$, so that

$$
\begin{equation*}
\sigma_{a b} \sigma^{a b}=\sum_{a=2}^{n-1} \sum_{b=2}^{n-1}\left(\sigma_{a b}\right)^{2} \geq 0 \tag{2.93}
\end{equation*}
$$

Regarding the last term in the right-hand side of Eq. (2.91), it is non-positive if the Ricci tensor obeys the so-called null convergence condition:

$$
\begin{equation*}
\boldsymbol{R}(\ell, \ell) \geq 0 \quad \text { for any null vector } \ell \tag{2.94}
\end{equation*}
$$

If general relativity is assumed, i.e. if the Einstein equation (1.40) is fulfilled, we have $\boldsymbol{R}(\boldsymbol{\ell}, \boldsymbol{\ell})=$ $8 \pi \boldsymbol{T}(\boldsymbol{\ell}, \boldsymbol{\ell})$ [Eq. (2.89)], where $\boldsymbol{T}$ is the total energy-momentum tensor of the matter and nongravitational fields. Accordingly, the null convergence condition is equivalent to the so-called null energy condition:

$$
\begin{equation*}
T(\ell, \ell) \geq 0 \quad \text { for any null vector } \ell{ }_{\mathrm{GR}} \tag{2.95}
\end{equation*}
$$

where the index 'GR' stands for general relativity. The null energy condition (2.95) is a pretty weak physical requirement: it is satisfied by

- vacuum: $\boldsymbol{T}=0$;
- any "reasonable" matter model, such as a perfect fluid with a proper energy density $\rho$ and pressure $p$ obeying $\rho+p \geq 0\left({ }^{8}\right)$;
- any electromagnetic field ${ }^{9}$;
- any massless scalar field [242, 287];
- "dark energy" modelled by $\boldsymbol{T}=-\frac{\Lambda}{8 \pi} \boldsymbol{g}$.

Note also that the null energy condition is implied by the so-called weak energy condition, which states that

$$
\begin{equation*}
\boldsymbol{T}(\boldsymbol{u}, \boldsymbol{u}) \geq 0 \quad \text { for any timelike vector } \boldsymbol{u} \tag{2.96}
\end{equation*}
$$

The null energy condition follows from the weak energy condition by continuity. Selecting for $\boldsymbol{u}$ the 4 -velocity of an observer, we see that the weak energy condition has a simple physical interpretation: the energy density $\varepsilon=\boldsymbol{T}(\boldsymbol{u}, \boldsymbol{u})$ as measured by any observer is non-negative, hence the name energy condition.

If the null convergence condition holds, all the terms in the right-hand side of the reduced Raychaudhuri equation (2.91) are non-positive and we may conclude:

## Property 2.13: non-increase of the expansion

If the null convergence condition (2.94) is fulfilled on a null hypersurface $\mathscr{H}$ - for general relativity, this is equivalent to demanding that the null energy condition (2.95) holds on $\mathscr{H}$ - , then the expansion $\theta_{(\ell)}$ along any null normal $\ell$ associated to an affine parametrization of $\mathscr{H}$ 's null generators cannot increase along $\ell$, i.e. it obeys

$$
\begin{equation*}
\nabla_{\ell} \theta_{(\ell)} \leq 0 \tag{2.97}
\end{equation*}
$$

This property justifies the name convergence condition given to $\boldsymbol{R}(\ell, \ell) \geq 0$ : if $\theta_{(\ell)}<0$ in some part of $\mathscr{H}$, so that nearby null generators are converging, Property 2.13 shows that the null generators cannot subsequently diverge.
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## Chapter 3

## The concept of black hole 2 : <br> Non-expanding horizons and Killing horizons
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### 3.1 Introduction

Having discussed in depth the geometry of null hypersurfaces in Chap. 2 we move forward to distinguish a null hypersurface representing a black hole event horizon from, let us say, that representing a mere future light cone. We do it here for black holes in equilibrium. Indeed, for such objects, it is quite natural to assume a vanishing expansion. This leads us to the concept of non-expanding horizon (Sec. 3.2). A special kind of these objects is that of Killing horizons, which occur in spacetimes that are globally stationary (Secs. 3.3 and 3.4). Actually, we shall see in Chap. 5 that, under some rather general hypotheses, the event horizon of a black hole in equilibrium must be a Killing horizon.

### 3.2 Non-expanding horizons

### 3.2.1 Motivation and definition

In Chap. 2, the null hypersurfaces have been introduced as boundaries of black holes, from the "no-escape" aspect of the naive definition given in Sec. 2.2.1. To enforce the "localized"
facet of the definition, we could demand that the cross-sections are closed (compact without boundary ${ }^{1}$ ) and have a constant area, i.e. a vanishing expansion. Hence the definition:

A non-expanding horizon is a null hypersurface $\mathscr{H}$ having the topology

$$
\begin{equation*}
\mathscr{H} \simeq \mathbb{R} \times \mathscr{S} \tag{3.1}
\end{equation*}
$$

where $\mathscr{S}$ is a closed manifold of dimension $n-2$, and such that the expansion of $\mathscr{H}$ along any null normal $\ell$ vanishes identically:

$$
\begin{equation*}
\theta_{(\ell)}=0 . \tag{3.2}
\end{equation*}
$$

Remark 1: Given the scaling law (2.68), if $\theta_{(\ell)}=0$ for some normal $\ell$, then $\theta_{\left(\ell^{\prime}\right)}=0$ for any other normal $\ell^{\prime}$. Hence the definition of a non-expanding horizon does not depend on the choice of the null normal.

The above definition captures only the event horizon of black holes in equilibrium, to be discussed in detail in Chap. 5. For a black hole out of equilibrium, one has generically $\theta_{(\ell)}>0$, as we shall see in Chap. 16.
Example 1 (Schwarzschild horizon): In view of Eq. (2.59), we may assert that the Schwarzschild horizon considered in Examples $3,7,10,12,16,18,20,22$ and 24 of Chap. 2 is a non-expanding horizon.

Example 2 (null hyperplane and light cone as counter-examples): The null hyperplane and light cone in Minkowski spacetime considered in the examples of Chap. 2 are excluded by the above definition, having non-compact cross-sections (null hyperplane) or nonzero expansion (light cone).

Historical note : The concept of non-expanding horizon has been introduced by Petr Hájiček in 1973 under the name of totally geodesic null hypersurface [229] or perfect horizon [230, 231]. The terminology non-expanding horizon is due to Abhay Ashtekar, Stephen Fairhurst and Badri Krishnan in 2000 [21] (see also [20]).

### 3.2.2 Invariance of the area

Given a complete cross-section $\mathscr{S}$ of $\mathscr{H}$, the area of $\mathscr{S}$, with respect to the spacetime metric $\boldsymbol{g}$, is [cf. Eqs. (2.50) and (2.53)]

$$
\begin{equation*}
A=\int_{\mathscr{S}} \boldsymbol{\mathscr { C }}_{\boldsymbol{\epsilon}}\left(\mathrm{d} \boldsymbol{x}_{(2)}, \ldots, \mathrm{d} \boldsymbol{x}_{(n-1)}\right)=\int_{\mathscr{S}} \sqrt{q} \mathrm{~d} x^{2} \cdots \mathrm{~d} x^{n-1} \tag{3.3}
\end{equation*}
$$

where $x^{a}=\left(x^{2}, \ldots, x^{n-1}\right)$ is a coordinate system on $\mathscr{S}$ and $q$ is the determinant with respect to these coordinates of the Riemannian metric $\boldsymbol{q}$ induced by $\boldsymbol{g}$ on $\mathscr{S}$.
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## Property 3.1: area of a non-expanding horizon

The area $A$ does not depend on the choice of the complete cross-section $\mathscr{S}$ of $\mathscr{H}$. For this reason, $A$ is called the area of the non-expanding horizon $\mathscr{H}$.

Proof. Let $\mathscr{S}^{\prime}$ be a second complete cross-section of $\mathscr{H}$. Let us assume first that $\mathscr{S}^{\prime} \cap \mathscr{S}=\varnothing$. Then each null geodesic generator $\mathscr{L}$ of $\mathscr{H}$ intersects $\mathscr{S}$ and $\mathscr{S}^{\prime}$ in two distinct points and it is possible to chose a parameter $\lambda$ of $\mathscr{L}$ such that $\lambda=0$ on $\mathscr{S}$ and $\lambda=1$ on $\mathscr{S}^{\prime}$. Let $\ell=\mathrm{d} \boldsymbol{x} /\left.\mathrm{d} \lambda\right|_{\mathscr{L}}$ be the associated tangent vector. We may then say that the cross-section $\mathscr{S}^{\prime}$ is deduced from $\mathscr{S}$ by the Lie dragging of $\mathscr{S}$ along $\ell$ by the parameter increase $\delta \lambda=1$. More precisely, we may consider that $\mathscr{S}^{\prime}$ is deduced from $\mathscr{S}$ by a continuous deformation, represented by a 1-parameter family $\left(\mathscr{S}_{\lambda}\right)$ of cross-sections such that $\mathscr{S}_{0}=\mathscr{S}$ and $\mathscr{S}_{1}=\mathscr{S}^{\prime}$. Associated with this family is a real-valued function $\lambda \mapsto A(\lambda)$ given the area of each element $\mathscr{S}_{\lambda}$. By the very definition of the expansion along $\ell$ [Eq. (2.49)], we have then

$$
\frac{\mathrm{d} A}{\mathrm{~d} \lambda}=\int_{\mathscr{S}_{\lambda}} \theta_{(\ell)} \delta A
$$

If $\mathscr{H}$ is a non-expanding horizon, then $\theta_{(\ell)}=0$ and it follows that $A(\lambda)$ is a constant function. Hence the area of $\mathscr{S}^{\prime}$ is equal to that of $\mathscr{S}$. If $\mathscr{S}$ and $\mathscr{S}^{\prime}$ have a non-empty intersecting part, the argument can be repeated on each of the non-intersecting parts, given that the area of the part $\mathscr{S} \cap \mathscr{S}^{\prime}$ is obviously the same for $\mathscr{S}$ and $\mathscr{S}^{\prime}$.

Example 3 (Schwarzschild horizon): The area of the Schwarzschild horizon is readily computed from the metric (2.31): $\boldsymbol{q}=4 m^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)$, yielding $\sqrt{q}=4 m^{2}$; we get

$$
\begin{equation*}
A=16 \pi m^{2} \tag{3.4}
\end{equation*}
$$

### 3.2.3 Trapped surfaces

If there exists some natural concept of outer/inner region with respect to $\mathscr{H}$, for instance the outer region being the one having some asymptotically flat end, and if the transverse null normals $\boldsymbol{k}$ to cross-sections point to the inner region, then the property $\theta_{(\ell)}=0$ means that any cross-section $\mathscr{S}$ of the non-expanding horizon $\mathscr{H}$ is a marginally outer trapped surface (often abridged as MOTS). This definition is due to Hawking [238], an outer trapped surface would be one for which $\theta_{(\ell)} \leq 0$.

The MOTS definition is related to, but distinct from, the definition of a marginally trapped surface by Penrose [364]: a $(n-2)$-dimensional submanifold $\mathscr{S}$ of $\mathscr{M}$ is a trapped surface iff (i) $\mathscr{S}$ is closed (i.e. compact without boundary), (ii) $\mathscr{S}$ is spacelike and (iii) the two systems of null geodesics emerging orthogonally from $\mathscr{S}$ towards the future converge locally at $\mathscr{S}$, i.e. they have negative expansions:

$$
\begin{equation*}
\theta_{(\ell)}<0 \quad \text { and } \quad \theta_{(\boldsymbol{k})}<0, \tag{3.5}
\end{equation*}
$$



Figure 3.1: Trapped surface (left): $\delta A_{\varepsilon}^{(\ell)}<\delta A$ and untrapped surface (right): $\delta A_{\varepsilon}^{(\ell)}>\delta A$, both surfaces having $\delta A_{\varepsilon}^{(\boldsymbol{k})}<\delta A$.
where the expansion along $\boldsymbol{k}$ is defined in the same way as that along $\boldsymbol{\ell}$ [cf. Eq. (2.69)]:

$$
\begin{equation*}
\theta_{(\boldsymbol{k})}:=\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \frac{\delta A_{\varepsilon}^{(\boldsymbol{k})}-\delta A}{\delta A}=\frac{1}{2} \mathcal{L}_{k} \ln q=\frac{1}{2} q^{\mu \nu} \mathcal{L}_{\boldsymbol{k}} q_{\mu \nu}=q^{\mu \nu} \nabla_{\mu} k_{\nu} \tag{3.6}
\end{equation*}
$$

$\delta A_{\varepsilon}^{(k)}$ being the area of the surface element that is deduced from the surface element of area $\delta A$ on $\mathscr{S}$ by the Lie dragging along $\boldsymbol{k}$ by a parameter $\varepsilon$ (cf. Fig. 3.1). The limit case $\theta_{(\ell)}=0$ and $\theta_{(k)}<0$ correspond to the so-called marginally trapped surface. In flat spacetime (Minkowski), given any closed spacelike surface, one has $\theta_{(\ell)}>0$ and $\theta_{(\boldsymbol{k})}<0$ (cf. Fig. 3.1 right), so there is no trapped surface. We shall discuss trapped surfaces in more detail in Sec. 17.2.1.

Cross-sections of a non-expanding horizon are usually marginally trapped surfaces (cf. the example below). However, there exist some pathological situations for which $\theta_{(\boldsymbol{k})}>0$ at some points of $\mathscr{S}$ [197].
Example 4: Let us consider a cross-section $\mathscr{S}$ of the Schwarzschild horizon as defined in Example 12 of Chap. 2. Computing $q^{\mu \nu} \nabla_{\mu} k_{\nu}$ from the components $k_{\nu}$ given by (2.40), we get (cf. the notebook D.4.1 for the computation) $\theta_{(\boldsymbol{k})}=-(r+2 m) / r^{2}$. In particular, on $\mathscr{S}(r=2 m), \theta_{(\boldsymbol{k})}=-1 / m$. Hence $\theta_{(\boldsymbol{k})}<0$. Since we had already $\theta_{(\ell)}=0$ [cf. Eq. (2.59)], we conclude that $\mathscr{S}$ is a marginally trapped surface. This could also have been inferred from Fig. 2.11, since according to the metric (2.41), the area of the cross-sections of $\mathscr{H}$ is nothing but $4 \pi r^{2}$ and $\boldsymbol{k}$ points to decreasing values of $r$, while, on $\mathscr{H}, \boldsymbol{\ell}$ points to a fixed value of $r$.

### 3.2.4 Vanishing of the deformation rate tensor

If $\mathscr{H}$ is a non-expanding horizon, we may set $\theta_{(\ell)}=0$ in the null Raychaudhuri equation (2.88); it reduces then to

$$
\begin{equation*}
\sigma_{a b} \sigma^{a b}+\boldsymbol{R}(\ell, \ell)=0 \tag{3.7}
\end{equation*}
$$

where $\boldsymbol{R}$ is the Ricci tensor of the metric $\boldsymbol{g}$. Let us assume that the null convergence condition discussed in Sec. 2.4.2 holds: $\boldsymbol{R}(\ell, \ell) \geq 0$ [Eq. (2.94)]. Then, given the property $\sigma_{a b} \sigma^{a b} \geq 0$
[Eq. (2.92)], Eq. (3.7) implies both $\sigma_{a b} \sigma^{a b}=0$ and

$$
\begin{equation*}
\boldsymbol{R}(\ell, \ell)=0 \text {. } \tag{3.8}
\end{equation*}
$$

The identity $\sigma_{a b} \sigma^{a b}=0$ is possible only if each of the terms $\sigma_{a b}$ in the sum (2.93) is zero. Hence we have necessarily $\boldsymbol{\sigma}=0$. Since we had already $\theta_{(\ell)}=0$ ( $\mathscr{H}$ non-expanding), this implies that the full deformation rate tensor $\Theta$ vanishes identically [cf. Eq. (2.80)]. Moreover, given the scaling law (2.84), this holds for any null normal $\boldsymbol{\ell}$. We can thus conclude:

Property 3.2: invariance of the cross-section metric along the null generators
Provided that the null convergence condition (2.94) holds - which occurs in general relativity if the null energy condition (2.95) holds - , the deformation rate of any crosssection $\mathscr{S}$ of a non-expanding horizon $\mathscr{H}$ along any null normal $\ell$ is identically zero:

$$
\begin{equation*}
\Theta:=\frac{1}{2} \overrightarrow{\boldsymbol{q}}^{*} \mathcal{L}_{\ell} \boldsymbol{q}=0 . \tag{3.9}
\end{equation*}
$$

In other words, the whole metric $\boldsymbol{q}$ (and not only the area form ${ }^{\mathscr{C}} \boldsymbol{\epsilon}$, as a mere $\theta_{(\boldsymbol{\ell})}=0$ would suggest) of any cross-section $\mathscr{S}$ is invariant along the geodesic generators of $\mathscr{H}$.

Example 5 (Schwarzschild horizon): We had already noticed that, for the Schwarzschild horizon, $\boldsymbol{\Theta}=0$ [Eq. (2.83) in Example 22 of Chap. 2].

### 3.2.5 Induced affine connection

Since $\mathscr{H}$ is a null hypersurface, the "metric" $\left.\boldsymbol{g}\right|_{\mathscr{H}}$ induced on it by the spacetime metric $\boldsymbol{g}$ is degenerate. As a consequence, there is a priori no unique connection on $\mathscr{H}$ associated with $\left.\boldsymbol{g}\right|_{\mathscr{H}}$. However, when $\mathscr{H}$ is a non-expanding horizon and the null convergence condition holds on $\mathscr{H}$, so that $\Theta=0$ (Property 3.2), the spacetime connection $\nabla$ induces a unique torsion-free connection ${ }^{\mathscr{H}} \nabla$ on $\mathscr{H}$ as follows. Let $\boldsymbol{u}$ and $\boldsymbol{v}$ be two vector fields on $\mathscr{H}$. We have, using (2.74) to express $\nabla_{\nu} \ell_{\mu}$ in terms of $\Theta_{\nu \mu}$ :

$$
\ell_{\mu} u^{\nu} \nabla_{\nu} v^{\mu}=u^{\nu} \nabla_{\nu}(\underbrace{\ell_{\mu} v^{\mu}}_{0})-v^{\mu} u^{\nu} \nabla_{\nu} \ell_{\mu}=-\underbrace{\Theta_{\nu \mu}}_{0} v^{\mu} u^{\nu}-\omega_{\nu} u^{\nu} \underbrace{\ell_{\mu} v^{\mu}}_{0}+v^{\mu} \underbrace{u^{\nu} \ell_{\nu}}_{0} k^{\sigma} \nabla_{\sigma} \ell_{\mu}=0 .
$$

Hence $\boldsymbol{\ell}$ is orthogonal to the vector field $\boldsymbol{\nabla}_{\boldsymbol{u}} \boldsymbol{v}$. It follows immediately that $\boldsymbol{\nabla}_{\boldsymbol{u}} \boldsymbol{v}$ is tangent to $\mathscr{H}$. We conclude:

## Property 3.3: induced affine connection

Under the hypotheses of Property 3.2, the operator

$$
\begin{align*}
\mathscr{H} \nabla: \mathscr{X}(\mathscr{H}) \times \mathfrak{X}(\mathscr{H}) & \longrightarrow \mathfrak{X}(\mathscr{H})  \tag{3.10}\\
(\boldsymbol{u}, \boldsymbol{v}) & \longmapsto \boldsymbol{\nabla}_{\boldsymbol{u}} \boldsymbol{v}
\end{align*}
$$

where $\mathfrak{X}(\mathscr{H})$ stands for the space of vector fields on $\mathscr{H}$, is well-defined (i.e. ${ }^{\mathscr{H}} \nabla_{\boldsymbol{u}} \boldsymbol{v}$ belongs to $\mathfrak{X}(\mathscr{H})$ ). Moreover, this operator fulfills all the properties of an affine connection (cf. Sec. A.4.1), since $\boldsymbol{\nabla}$ does. We naturally call ${ }^{\mathscr{H}} \boldsymbol{\nabla}$ the affine connection induced on $\mathscr{H}$ by $\nabla$.

As a consequence of the identity ${ }^{\mathscr{H}} \nabla_{u} \boldsymbol{v}=\nabla_{u} \boldsymbol{v}$ for tangent vector fields to $\mathscr{H},\left(\mathscr{H},{ }^{\mathscr{H}} \boldsymbol{\nabla}\right)$ is a totally geodesic submanifold of $(\mathscr{M}, \boldsymbol{g})$, i.e. any geodesic of $\left(\mathscr{H},{ }^{\mathscr{H}} \boldsymbol{\nabla}\right)$ is also a geodesic of $(\mathscr{M}, \boldsymbol{g})$ (cf. the historical note on p. 56).

## Property 3.4: horizon-intrinsic derivative of the null normal

Under the hypotheses of Property 3.2, the covariant derivative of the null normal $\ell$ with respect to the affine connection ${ }^{\mathscr{M}} \nabla$ takes the form

$$
\begin{equation*}
{ }^{\mathscr{H}} \nabla \boldsymbol{\ell}=\ell \otimes{ }^{\mathscr{H}} \omega \text {, } \tag{3.11}
\end{equation*}
$$

where ${ }^{\mathscr{H}} \boldsymbol{\omega}$ is the tensor field on $\mathscr{H}$ defined as the restriction of the 1-form $\boldsymbol{\omega}$ introduced in Sec. 2.3.6 to tangent vectors to $\mathscr{H}$ [cf. Eq. (2.77)]. In other words, ${ }^{\mathscr{H}} \boldsymbol{\omega}$ is the pullback $\iota^{*} \boldsymbol{\omega}$ of $\boldsymbol{\omega}$ by the inclusion map $\iota: \mathscr{H} \rightarrow \mathscr{M}$ (cf. Sec. A.4.2 in Appendix A).

Proof. By definition of the covariant derivative with respect to an affine connection [cf. Eq. (A.62) in Appendix A], ${ }^{\mathscr{H}} \nabla \boldsymbol{\ell}$ is a tensor field of type $(1,1)$ on $\mathscr{H}$, the action of which on any pair $(\boldsymbol{a}, \boldsymbol{u})$ formed by a 1-form $\boldsymbol{a}$ on $\mathscr{H}$ and a vector field $\boldsymbol{u}$ on $\mathscr{H}$ is

$$
{ }^{\mathscr{H}} \nabla \ell(\boldsymbol{a}, \boldsymbol{u})=\left\langle\boldsymbol{a},{ }^{\mathscr{H}} \nabla_{u} \ell\right\rangle .
$$

Let $\overline{\boldsymbol{a}}$ be the extension of $\boldsymbol{a}$ to a 1 -form on $\mathscr{M}$ defined by $\overline{\boldsymbol{a}}=\boldsymbol{a} \circ \boldsymbol{\Pi}$, where $\boldsymbol{\Pi}$ is the projector onto $\mathscr{H}$ along $\boldsymbol{k}$ [Eq. (2.76)]. Since ${ }^{\mathscr{H}} \nabla_{u} \ell$ is tangent to $\mathscr{H}$, we have $\left\langle\boldsymbol{a},{ }^{\mathscr{H}} \nabla_{u} \ell\right\rangle=\left\langle\overline{\boldsymbol{a}},{ }^{\mathscr{H}} \nabla_{u} \ell\right\rangle$. In view of (3.10) and using Eq. (2.74) to express $\nabla \boldsymbol{\ell}$, we then get

$$
\begin{aligned}
{ }^{\mathscr{H}} \boldsymbol{\nabla} \ell(\boldsymbol{a}, \boldsymbol{u}) & =\left\langle\overline{\boldsymbol{a}}, \boldsymbol{\nabla}_{\boldsymbol{u}} \ell\right\rangle=\bar{a}_{\mu} u^{\nu} \nabla_{\nu} \ell^{\mu}=\bar{a}_{\mu} u^{\nu}(\underbrace{\Theta^{\mu}}_{0}+\omega_{\nu} \ell^{\mu}-\ell_{\nu} k^{\rho} \nabla_{\rho} \ell^{\mu}) \\
& =\bar{a}_{\mu} \ell^{\mu} \omega_{\nu} u^{\nu}-\underbrace{\ell_{\nu} u^{\nu}}_{0} \bar{a}_{\mu} k^{\rho} \nabla_{\rho} \ell^{\mu}=\langle\overline{\boldsymbol{a}}, \ell\rangle\langle\boldsymbol{\omega}, \boldsymbol{u}\rangle=\langle\boldsymbol{a}, \boldsymbol{\ell}\rangle\left\langle{ }^{\mathscr{H}} \boldsymbol{\omega}, \boldsymbol{u}\right\rangle .
\end{aligned}
$$

Given the definition of a tensor product, this proves Eq. (3.11).
A priori the 1-form ${ }^{\mathscr{H}} \boldsymbol{\omega}$ depends upon the choice of the cross-section $\mathscr{S}$ of $\mathscr{H}$, via the vector $\boldsymbol{k}$ involved in Eq. (2.77): $\langle\mathscr{H} \boldsymbol{\omega}, \boldsymbol{v}\rangle=-\boldsymbol{k} \cdot \boldsymbol{\nabla}_{\boldsymbol{v}} \boldsymbol{\ell}$ for any $\boldsymbol{v} \in T_{p} \mathscr{H}$. Formula (3.11) shows that for a non-expanding horizon, this is not the case: ${ }^{\mathscr{H}} \boldsymbol{\omega}$ is a quantity intrinsic to $\mathscr{H}$ and to the value of $\boldsymbol{\ell}$ on $\mathscr{H}$. Moreover, under a change of null normal, $\boldsymbol{\ell} \mapsto \boldsymbol{\ell}^{\prime}=\alpha \boldsymbol{\ell}$, it remains constant up to the addition of an exact 1-form: ${ }^{\mathscr{H}} \boldsymbol{\omega}^{\prime}={ }^{\mathscr{H}} \boldsymbol{\omega}+\mathbf{d} \ln \alpha$. The 1-form ${ }^{\mathscr{H}} \boldsymbol{\omega}$ is usually called the connection 1-form or rotation 1-form of ( $\mathscr{H}, \boldsymbol{\ell}$ ) [20, 210]; the term rotation stems from the angular momentum of the non-expanding horizon being given by an integral involving ${ }^{\mathscr{H}} \boldsymbol{\omega}$, as we shall see in Chap. 17.


Figure 3.2: Group action of $G$ on $\mathscr{M}$.

### 3.2.6 Going further

See Refs. [22, 210, 265] for more about non-expanding horizons, in particular for a subclass of them called isolated horizons.

### 3.3 Killing horizons

A special kind of non-expanding horizons, which is of primordial importance for the theory of stationary black holes, is that of Killing horizons with closed-manifold cross-sections. Defining a Killing horizon requires the concepts of 1-dimensional group of isometries and Killing vector, which we discuss first.

### 3.3.1 Spacetime symmetries

Symmetries of spacetime, such as stationarity and axisymmetry, are described in a coordinateindependent way by means of a group acting on the spacetime manifold $\mathscr{M}$. Through this action, each element of the group displaces points within $\mathscr{M}$ and one demands that the metric $\boldsymbol{g}$ is invariant under such displacement. More precisely, given a group $G$, a group action of $G$ on $\mathscr{M}$ is a map ${ }^{2}$

$$
\begin{align*}
\Phi: G \times \mathscr{M} & \longrightarrow \mathscr{M} \\
(g, p) & \longmapsto \Phi(g, p)=: \Phi_{g}(p) \tag{3.12}
\end{align*}
$$

such that (cf. Fig. 3.2)

[^12]- $\forall p \in \mathscr{M}, \Phi_{e}(p)=p$, where $e$ is the identity element of $G$;
- $\forall(g, h) \in G^{2}, \forall p \in \mathscr{M}, \Phi_{g}\left(\Phi_{h}(p)\right)=\Phi_{g h}(p)$, where $g h$ stands for the product of $g$ by $h$ according to $G$ 's group law.

The orbit of a point $p \in \mathscr{M}$ is the set $\{g(p), g \in G\} \subset \mathscr{M}$, i.e. the set of points which are connected to $p$ by some transformation belonging to $G$. One says that $p$ is a fixed point of the group action if its orbit is reduced to $\{p\}$.

An important class of group actions are those for which $G$ is a 1-dimensional Lie group, i.e. a so-called "continuous group" (actually a differentiable group). Then around $e$, the elements of $G$ can be labelled by a parameter $t \in \mathbb{R}$, such that $g_{t=0}=e$. It is then common to use the shorthand notation

$$
\begin{equation*}
\Phi_{t}:=\Phi_{g_{t}} \tag{3.13}
\end{equation*}
$$

If $G$ is a 1 -dimensional Lie group, the orbit of a given point $p \in \mathscr{M}$ under the group action is then either $\{p\}$ (when $p$ is a fixed point of the group action) or a curve $\mathscr{L}_{p}$ of $\mathscr{M}$. In the latter case, $t$ is a natural parameter along $\mathscr{L}_{p}$ (cf. Fig. 3.3). The tangent vector $\boldsymbol{\xi}$ to $\mathscr{L}_{p}$ corresponding to that parameter is called the generator of the group $G$ associated with the $t$-parametrization of $G$. At each point of the orbit $\mathscr{L}_{p}$, it is given by (cf. Sec. A.2.3 and Fig. 3.3)

$$
\begin{equation*}
\boldsymbol{\xi}=\left.\frac{\mathrm{d} \boldsymbol{x}}{\mathrm{~d} t}\right|_{\mathscr{L}_{p}} \tag{3.14}
\end{equation*}
$$

We can extend $\boldsymbol{\xi}$ to a vector field on all $\mathscr{M}$, by varying $p$ over $\mathscr{M}$ and setting $\boldsymbol{\xi}=0$ if $p$ is a fixed point of the group action. For any $p \in \mathscr{M}$ and $\mathrm{d} t$ infinitesimal, the (infinitesimal) vector connecting $p$ to $\Phi_{\mathrm{d} t}(p)$ is then $\mathrm{d} \boldsymbol{x}=\mathrm{d} t \boldsymbol{\xi}$ (cf. Fig. 3.3), so that we may state:

## Property 3.5: infinitesimal transformations as displacements along the generator

A 1-dimensional group action limited to infinitesimal transformations of parameter $\mathrm{d} t$ around the identity $(\mathrm{d} t=0)$ amounts to displacements by the infinitesimal vector $\mathrm{d} t \boldsymbol{\xi}$, where $\boldsymbol{\xi}$ is the generator of the group.

Given a spacetime $(\mathscr{M}, \boldsymbol{g})$ and a 1-dimensional Lie group $G$, one says that $G$ is a symmetry group or a isometry group of $(\mathscr{M}, \boldsymbol{g})$, or equivalently that $(\mathscr{M}, \boldsymbol{g})$ is invariant under the action of $G$, iff there is an action $\Phi$ of $G$ on $\mathscr{M}$ such that for any value of the parameter $t$ of $G$, $\Phi_{t}$ is an isometry of $(\mathscr{M}, \boldsymbol{g})$, i.e. $\Phi_{t}$ preserves the "scalar products" (and hence the "distances") in the following sense: for any $p \in \mathscr{M}$ and any pair of points $(q, r)$ infinitely close to $p$, one has

$$
\begin{equation*}
\left.\boldsymbol{g}\right|_{\Phi_{t}(p)}\left(\mathrm{d} \boldsymbol{x}^{\prime}, \mathrm{d} \boldsymbol{y}^{\prime}\right)=\left.\boldsymbol{g}\right|_{p}(\mathrm{~d} \boldsymbol{x}, \mathrm{~d} \boldsymbol{y}) \tag{3.15}
\end{equation*}
$$

for the infinitesimal displacement vectors $\mathrm{d} \boldsymbol{x}:=\overrightarrow{p q}, \mathrm{~d} \boldsymbol{y}:=\overrightarrow{p r}, \mathrm{~d} \boldsymbol{x}^{\prime}:=\overrightarrow{\Phi_{t}(p) \Phi_{t}(q)}$ and $\mathrm{d} \boldsymbol{y}^{\prime}:=\overrightarrow{\Phi_{t}(p) \Phi_{t}(r)}$ (cf. Sec. 1.2). Now, by definition, $\mathrm{d} \boldsymbol{x}^{\prime}$ is nothing but the pushforward of the vector $\mathrm{d} \boldsymbol{x} \in T_{p} \mathscr{M}$ to the tangent space $T_{\Phi_{t}(p)} \mathscr{M}$ by the map $\Phi_{t}$ (cf. Sec. A.4.2 of Appendix A), and similarly $\mathrm{d} \boldsymbol{y}^{\prime}$ is the pushforward of $\mathrm{d} \boldsymbol{y}$ by $\Phi_{t}$ :

$$
\mathrm{d} \boldsymbol{x}^{\prime}=\Phi_{t *}(\mathrm{~d} \boldsymbol{x}) \quad \text { and } \quad \mathrm{d} \boldsymbol{y}^{\prime}=\Phi_{t *}(\mathrm{~d} \boldsymbol{y})
$$



Figure 3.3: Orbit $\mathscr{L}_{p}$ of a point $p$ under the action $\Phi$ of a 1-dimensional Lie group, parameterized by $t \in \mathbb{R}$. The tangent vector $\boldsymbol{\xi}=\mathrm{d} \boldsymbol{x} /\left.\mathrm{d} t\right|_{\mathscr{L}_{p}}$ is the group generator associated with this parameter.

By rescaling by infinitely small parameters (using the bilinearity of $\boldsymbol{g}$ ), it is clear that (3.15) holds for finite vectors as well, so that we may say that $\Phi_{t}$ is an isometry of $(\mathscr{M}, \boldsymbol{g})$ iff

$$
\begin{equation*}
\forall p \in \mathscr{M}, \forall(\boldsymbol{u}, \boldsymbol{v}) \in\left(T_{p} \mathscr{M}\right)^{2},\left.\quad \boldsymbol{g}\right|_{\Phi_{t}(p)}\left(\Phi_{t *} \boldsymbol{u}, \Phi_{t *} \boldsymbol{v}\right)=\left.\boldsymbol{g}\right|_{p}(\boldsymbol{u}, \boldsymbol{v}), \tag{3.16}
\end{equation*}
$$

where $\Phi_{t *} \boldsymbol{u}$ (resp. $\Phi_{t *} \boldsymbol{v}$ ) is the pushforward of the vector $\boldsymbol{u} \in T_{p} \mathscr{M}$ (resp. $\boldsymbol{v} \in T_{p} \mathscr{M}$ ) to the tangent space $T_{\Phi_{t}(p)} \mathscr{M}$ by $\Phi_{t}$ [cf. Eq. (A.78)]. Given the definition (A.85) of the pullback of a bilinear form, we may reexpress the isometry condition (3.16) in terms of the pullback of $\boldsymbol{g}$ by $\Phi_{t}$ :

$$
\begin{equation*}
\Phi_{t}^{*} \boldsymbol{g}=\boldsymbol{g} . \tag{3.17}
\end{equation*}
$$

This is equivalent to the vanishing of the Lie derivative of $\boldsymbol{g}$ along the generators of $G$ :
Property 3.6: characterization of continuous spacetime isometries
A 1-dimensional Lie group $G$ is a symmetry group of the spacetime $(\mathscr{M}, \boldsymbol{g})$ iff the Lie derivative of the metric tensor along a generator $\boldsymbol{\xi}$ of $G$ vanishes identically:

$$
\begin{equation*}
\mathcal{L}_{\xi} \boldsymbol{g}=0 . \tag{3.18}
\end{equation*}
$$

The vector field $\boldsymbol{\xi}$ is then called a Killing vector of ( $\mathscr{M}, \boldsymbol{g})$, Eq. (3.18) being equivalent to the so-called Killing equation:

$$
\begin{equation*}
\nabla_{\alpha} \xi_{\beta}+\nabla_{\beta} \xi_{\alpha}=0 \text {. } \tag{3.19}
\end{equation*}
$$

Proof. According the definition (A.86) of the Lie derivative, we have

$$
\mathcal{L}_{\xi} \boldsymbol{g}:=\lim _{t \rightarrow 0} \frac{1}{t}\left(\Phi_{t}^{*} \boldsymbol{g}-\boldsymbol{g}\right) .
$$

The isometry condition (3.17) implies then $\mathcal{L}_{\xi} \boldsymbol{g}=0$. The reverse is true by integration. The equivalence between Eqs. (3.18) and (3.19) immediately results from expression (A.90) for the Lie derivative of $\boldsymbol{g}$.

## Property 3.7: isometry in adapted coordinates

In terms of the components $g_{\alpha \beta}$ of $\boldsymbol{g}$ with respect to coordinates $\left(x^{\alpha}\right)=\left(t, x^{1}, \ldots, x^{n-1}\right)$ adapted to the Killing vector $\boldsymbol{\xi}$, i.e. such that $\boldsymbol{\xi}=\boldsymbol{\partial}_{\boldsymbol{t}}$, the isometry condition (3.18) is equivalent to

$$
\begin{equation*}
\frac{\partial g_{\alpha \beta}}{\partial t}=0 \tag{3.20}
\end{equation*}
$$

$t$ is then called an ignorable coordinate.
Proof. This is a direct consequence of the identity (A.91).

### 3.3.2 Definition and examples of Killing horizons

A Killing horizon is a connected null hypersurface $\mathscr{H}$ in a spacetime $(\mathscr{M}, \boldsymbol{g})$ admitting a Killing vector field $\boldsymbol{\xi}$ such that, on $\mathscr{H}, \boldsymbol{\xi}$ is normal to $\mathscr{H}$.

Thus the existence of a Killing horizon requires that the spacetime $(\mathscr{M}, \boldsymbol{g})$ has some continuous symmetry (usually stationarity), namely that it is invariant under the action of a 1-parameter group, as described in Sec. 3.3.1. Since the normal to a null hypersurface is tangent to its null geodesic generators and a Killing vector is tangent to the orbits of the isometry group, a definition equivalent to the above one is:

A Killing horizon is a connected null hypersurface $\mathscr{H}$ whose null geodesic generators are orbits of a 1-parameter group of isometries of $(\mathscr{M}, \boldsymbol{g})$.

Its immediately follows from the definition that the Killing vector $\boldsymbol{\xi}$ is non-vanishing on $\mathscr{H}$ (a normal to a hypersurface cannot vanish) and is null on $\mathscr{H}$ :

$$
\begin{equation*}
\left.\boldsymbol{\xi}\right|_{\mathscr{H}} \neq 0 \quad \text { and }\left.\quad \boldsymbol{\xi} \cdot \boldsymbol{\xi}\right|_{\mathscr{H}}=0 \tag{3.21}
\end{equation*}
$$

We shall see in Chap. 5 that in a stationary spacetime, under some rather generic hypotheses, a (connected part of a) black hole event horizon must be a Killing horizon.
Example 6 (null hyperplane as a translation-Killing horizon): Let us consider the null hyperplane of Minkowski spacetime $\mathscr{H}$ discussed in Examples 1,5 and 8 of Chap. 2. $\mathscr{H}$ is defined by the equation $t=x$. The vector field

$$
\begin{equation*}
\xi:=\partial_{t}+\partial_{x} \tag{3.22}
\end{equation*}
$$

is a Killing vector of Minkowski spacetime: $\boldsymbol{\xi}$ is the generator of translations in the direction $\boldsymbol{\partial}_{t}+\boldsymbol{\partial}_{x}$, and these translations constitute a 1-dimensional subgroup of the Poincaré group - the symmetry group of Minkowski spacetime. We note that $\boldsymbol{\xi}$ coincides with the null vector $\boldsymbol{\ell}$ defined by Eq. (2.12). Since $\boldsymbol{\ell}$ is normal to $\mathscr{H}$, we conclude immediately that $\mathscr{H}$ is a Killing horizon with respect to $\boldsymbol{\xi}$.

Example 7 (null hyperplane as a boost-Killing horizon): Let us consider the same null hyperplane $\mathscr{H}$ as above, but with another Killing vector of Minkowski spacetime:

$$
\begin{equation*}
\boldsymbol{\xi}:=x \boldsymbol{\partial}_{t}+t \boldsymbol{\partial}_{x} . \tag{3.23}
\end{equation*}
$$



Figure 3.4: Null half-hyperplanes $\mathscr{H}^{+}$and $\mathscr{H}^{-}$as Killing horizons for the Killing vector field $\boldsymbol{\xi}=x \boldsymbol{\partial}_{t}+t \boldsymbol{\partial}_{x}$ generating Lorentz boosts in Minkowski spacetime. The green lines are the null geodesic generators of $\mathscr{H}$, while the thick black line (actually a 2-plane) marks the location where $\boldsymbol{\xi}$ vanishes.

This vector is the generator of the 1-parameter group of Lorentz boosts in the $(t, x)$ plane. On $\mathscr{H}$ we have (cf. Fig. 3.4):

$$
\boldsymbol{\xi} \stackrel{\mathscr{H}}{=} t\left(\boldsymbol{\partial}_{t}+\boldsymbol{\partial}_{x}\right) \stackrel{\mathscr{H}}{=} t \boldsymbol{\ell},
$$

where $\ell$ is the null normal to $\mathscr{H}$ defined by Eq. (2.12) and the notation $\stackrel{\mathscr{H}}{=}$ means that the equality holds only on $\mathscr{H}$. We conclude that $\boldsymbol{\xi}$ is a normal to the null hypersurface $\mathscr{H}$ as soon as $t \neq 0$. Therefore, we may split $\mathscr{H} \backslash\{t=0\}$ in two open half-hyperplanes:

$$
\begin{equation*}
\mathscr{H}^{+}:=\{p \in \mathscr{H}, \quad t(p)>0\} \quad \text { and } \quad \mathscr{H}^{-}:=\{p \in \mathscr{H}, \quad t(p)<0\} \tag{3.24}
\end{equation*}
$$

so that each of them is a Killing horizon with respect to $\boldsymbol{\xi}$ (cf. Fig. 3.4).
Example 8 (null hyperplane as a null-rotation-Killing horizon): Another example of Killing horizon is still provided by the null hyperplane $\mathscr{H}$ considered above, but this time with the Killing vector

$$
\begin{equation*}
\boldsymbol{\xi}:=y\left(\boldsymbol{\partial}_{t}+\boldsymbol{\partial}_{x}\right)+(t-x) \boldsymbol{\partial}_{y} \tag{3.25}
\end{equation*}
$$

This vector is indeed the generator of null rotations leaving the plane $\operatorname{Span}\left(\boldsymbol{\ell}, \boldsymbol{\partial}_{z}\right)$ strictly invariant (cf. e.g. Sec. 6.4.5 of Ref. [208]), $\ell$ being the null normal of $\mathscr{H}$ defined by Eq. (2.12). These null rotations form a 1-dimensional subgroup of the Lorentz group, and thereby a symmetry group of Minkowski spacetime. It is also immediate to check that the vector defined by (3.25) obeys Killing equation (3.19). On $\mathscr{H}, t-x=0$, so that (3.25) reduces to

$$
\boldsymbol{\xi} \stackrel{\mathscr{H}}{=} y\left(\boldsymbol{\partial}_{t}+\boldsymbol{\partial}_{x}\right) \stackrel{\mathscr{H}}{=} y \boldsymbol{\ell} .
$$

It follows that $\boldsymbol{\xi}$ is a null normal to $\mathscr{H}$ as soon as $y \neq 0$. We may then split $\mathscr{H} \backslash\{y=0\}$ in two open half-hyperplanes:

$$
\mathscr{H}_{1}:=\{p \in \mathscr{H}, \quad y(p)<0\} \quad \text { and } \quad \mathscr{H}_{2}:=\{p \in \mathscr{H}, \quad y(p)>0\}
$$



Figure 3.5: Null half-hyperplanes $\mathscr{H}_{1}$ and $\mathscr{H}_{2}$ as Killing horizons for the Killing vector field $\boldsymbol{\xi}=y\left(\boldsymbol{\partial}_{t}+\boldsymbol{\partial}_{x}\right)+$ $(t-x) \boldsymbol{\partial}_{y}$ generating null rotations in Minkowski spacetime. The green lines are the null geodesic generators of $\mathscr{H}$, while the thick black line (actually a 2-plane) marks the location where $\boldsymbol{\xi}$ vanishes.
each of them being a Killing horizon with respect to $\boldsymbol{\xi}$ (cf. Fig. 3.5).
Example 9 (light cone as a counter-example): The future light cone introduced in Example 2 of Chap. 2 is not a Killing horizon of Minkowski spacetime: it is invariant under the action of the Lorentz group, but its null generators are not invariant under the action of a single 1-dimensional subgroup of the Lorentz group. Actually the future light cone is an example of a more general structure, which Carter has termed a local isometry horizon [78, 81]: a null hypersurface that is invariant under some group $G$ of isometries (here: the Lorentz group) and such that each null geodesic generator is an orbit of some 1-dimensional subgroup of $G$, this subgroup being not necessarily the same from one null generator to the next (here: using Minkowskian spherical coordinates $(t, r, \theta, \varphi$ ), the null geodesic generator through the point of coordinates $\left(1,1, \theta_{0}, \varphi_{0}\right)$ is the orbit of this point under the subgroup of boosts in the plane $(\theta, \varphi)=\left(\theta_{0}, \varphi_{0}\right)$ ). A Killing horizon is a local isometry horizon for which $\operatorname{dim} G=1$.

Example 10 (Schwarzschild horizon): Given the expression (2.15) for the null normal $\ell$ of the family of hypersurfaces $\mathscr{H}_{u}$ and the fact that the Schwarzschild horizon $\mathscr{H}$ is defined by $r=2 m$, we have

$$
\begin{equation*}
\ell \stackrel{\mathscr{H}}{=} \partial_{t} . \tag{3.26}
\end{equation*}
$$

Now the vector field $\boldsymbol{\partial}_{t}$ is clearly a Killing vector of metric $\boldsymbol{g}$ as given by (2.5), since none of the metric components $g_{\alpha \beta}$ depends upon $t$. Hence (3.26) shows that the Schwarzschild horizon is a Killing horizon. By the way, Eq. (3.26) was our motivation for the choice of the null normal $\ell$ performed in Example 7 of Chap. 2.

Historical note : The concept of Killing horizon has been introduced by Brandon Carter in 1966 [77, 78] and developed in an article published in 1969 [81]. The properties of Killing horizons have been studied in detail by Robert H. Boyer, in an article prepared posthumously from his notes by J. Ehlers and J.L. Stachel and published in 1969 [63], leading to the concept of bifurcate Killing horizon, to be discussed in Sec. 3.4 (cf. the historical note on p. 85).

### 3.3.3 Killing horizons as non-expanding horizons

Let us consider a cross-section $\mathscr{S}$ of a Killing horizon $\mathscr{H}$ with respect to a Killing vector $\boldsymbol{\xi}$ and let us select the null normal $\ell$ to coincide with $\boldsymbol{\xi}$ on $\mathscr{H}: \ell \stackrel{\mathscr{H}}{=} \xi$. Since $\boldsymbol{\xi}$ is an isometry generator, it is pretty obvious that the metric $\boldsymbol{q}$ induced by $\boldsymbol{g}$ on $\mathscr{S}$ will not evolve when Lie dragged along $\boldsymbol{\xi}$ and hence that the deformation rate $\Theta$ of $\mathscr{S}$ along $\boldsymbol{\xi}$, as defined by Eq. (2.70), vanishes identically. One can establish this rigorously from expression (2.73) for $\Theta$. Indeed, without any loss of generality, we may express the null vector field $\ell$ in a neighborhood of $\mathscr{H}$ as $\boldsymbol{\ell}=\boldsymbol{\xi}+u \boldsymbol{w}$ where $u$ is a scalar field defining $\mathscr{H}$ as the level set $u=0$, i.e. a scalar field obeying Eqs. (2.1)-(2.2). Then Eq. (2.73) leads to

$$
\Theta_{\alpha \beta}=q_{\alpha}^{\mu} q_{\beta}^{\nu} \nabla_{\mu} \xi_{\nu}+\underbrace{u}_{0} q_{\alpha}^{\mu} q_{\beta}^{\nu} \nabla_{\mu} w_{\nu}+\underbrace{q_{\alpha}^{\mu} \nabla_{\mu} u}_{0} q_{\beta}^{\nu} w_{\nu}=q_{\alpha}^{\mu} q_{\beta}^{\nu} \nabla_{\mu} \xi_{\nu},
$$

where the identifications with zero hold on $\mathscr{S}$, the second one because $u$ is constant (being equal to zero) on $\mathscr{S}$. Now thanks to the Killing equation (3.19), $q^{\mu}{ }_{\alpha} q^{\nu}{ }_{\beta} \nabla_{\mu} \xi_{\nu}$ is an antisymmetric tensor field, while $\Theta_{\alpha \beta}$ is symmetric (cf. Sec. 2.3.6). It follows that $\Theta_{\alpha \beta}=0$. In view of the scaling law (2.84), we can extend this result to the deformation rate of $\mathscr{S}$ along any null normal to $\mathscr{H}$ and therefore state:

Property 3.8: vanishing of the deformation rate of cross-sections of a Killing horizon

On a Killing horizon $\mathscr{H}$, the deformation rate $\Theta$ of any cross-section along any null normal $\ell$ is identically zero:

$$
\begin{equation*}
\Theta=0 \text {. } \tag{3.27}
\end{equation*}
$$

This implies that the expansion of $\mathscr{H}$ along any null normal $\ell$ vanishes:

$$
\begin{equation*}
\theta_{(\ell)}=0 . \tag{3.28}
\end{equation*}
$$

In view of the definition of a non-expanding horizon (cf. Sec. 3.2.1), an immediate corollary is

## Property 3.9: Killing horizons as non-expanding horizons

Any Killing horizon with closed-manifold cross-sections is a non-expanding horizon.

Remark 1: $\Theta$ vanishes for any Killing horizon [Eq. (3.27)], while to get the same result on a generic nonexpanding horizon, one has to assume that the null convergence condition holds on $\mathscr{H}$ (Property 3.2).

### 3.3.4 Expressions of the non-affinity coefficient

Let $\kappa$ be the non-affinity coefficient (cf. Sec. 2.3.3 and B.2.2) of the null normal $\ell$ coinciding with the Killing vector $\boldsymbol{\xi}$ on a Killing horizon $\mathscr{H}$. According to the definition (2.22), we have

$$
\begin{equation*}
\nabla_{\xi} \boldsymbol{\xi} \stackrel{\mathscr{H}}{=} \kappa \boldsymbol{\xi} . \tag{3.29}
\end{equation*}
$$

Let us consider the metric dual of this relation, i.e. $\xi^{\mu} \nabla_{\mu} \xi_{\alpha} \stackrel{\mathscr{H}}{=} \kappa \xi_{\alpha}$, and use the Killing equation (3.19) as $\nabla_{\mu} \xi_{\alpha}=-\nabla_{\alpha} \xi_{\mu}$; we get

$$
\xi^{\mu} \nabla_{\alpha} \xi_{\mu} \stackrel{\mathscr{H}}{=}-\kappa \xi_{\alpha} .
$$

Now $\xi^{\mu} \nabla_{\alpha} \xi_{\mu}=1 / 2 \nabla_{\alpha}\left(\xi_{\mu} \xi^{\mu}\right)$. Hence

$$
\begin{equation*}
\nabla_{\alpha}\left(\xi_{\mu} \xi^{\mu}\right) \stackrel{\mathscr{H}}{=}-2 \kappa \xi_{\alpha} \tag{3.30}
\end{equation*}
$$

Since $\xi_{\mu} \xi^{\mu}=\boldsymbol{\xi} \cdot \boldsymbol{\xi}$ is a scalar field, we may replace the covariant derivative by the differential:

$$
\begin{equation*}
\mathrm{d}(\boldsymbol{\xi} \cdot \boldsymbol{\xi}) \stackrel{\mathscr{H}}{=}-2 \kappa \underline{\boldsymbol{\xi}} . \tag{3.31}
\end{equation*}
$$

Remark 2: If $u:=\boldsymbol{\xi} \cdot \boldsymbol{\xi}$ is a regular scalar field in the vicinity of $\mathscr{H}$, in the sense that $\mathbf{d} u \neq 0$, it is not surprising to have $\mathbf{d} u$ proportional to $\underline{\xi}$ on $\mathscr{H}$. Indeed, if $\mathbf{d} u \neq 0$, the hypersurface $\mathscr{H}$ can be considered as the level set $u=0$ for $\boldsymbol{\xi}$ is null on $\mathscr{H}$ (cf. Sec. 2.3.1). It follows that the gradient $\vec{\nabla} u$ must be collinear to the normal $\boldsymbol{\xi}$ to $\mathscr{H}$ (cf. Sec. 2.3.2) or equivalently $\mathbf{d} u \stackrel{\mathscr{H}}{=} \alpha \underline{\xi}$. Equation (3.31) simply shows that the proportionality factor is $\alpha=-2 \kappa$.

Another interesting relation is obtained from the Frobenius theorem applied to $\boldsymbol{\xi}$. Indeed, since on $\mathscr{H}, \boldsymbol{\xi}$ is normal to a hypersurface $(\mathscr{H})$, the Frobenius theorem in its dual formulation (see e.g. Theorem B.3.2 in Wald's textbook [446] or Theorem C. 2 in Straumann's textbook [415]) states that there exists a 1-form $\boldsymbol{a}$ such that

$$
\begin{equation*}
\mathrm{d} \underline{\xi} \stackrel{\mathscr{H}}{=} a \wedge \underline{\xi} \tag{3.32}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\nabla_{\alpha} \xi_{\beta}-\nabla_{\beta} \xi_{\alpha} \stackrel{\mathscr{H}}{=} a_{\alpha} \xi_{\beta}-a_{\beta} \xi_{\alpha} . \tag{3.33}
\end{equation*}
$$

Remark 3: In the case of the vector $\ell$, which is normal to $\mathscr{H}$ by definition, the Frobenius identity is Eq. (2.16): $\nabla_{\alpha} \ell_{\beta}-\nabla_{\beta} \ell_{\alpha}=\nabla_{\alpha} \rho \ell_{\beta}-\nabla_{\beta} \rho \ell_{\alpha}$. Since $\ell \stackrel{\mathscr{H}}{=} \xi$, we may write

$$
\nabla_{\alpha} \ell_{\beta}-\nabla_{\beta} \ell_{\alpha} \stackrel{\mathscr{H}}{=} \nabla_{\alpha} \rho \xi_{\beta}-\nabla_{\beta} \rho \xi_{\alpha}
$$

But in general, $\nabla_{\alpha} \ell_{\beta} \neq \nabla_{\alpha} \xi_{\beta}$ on $\mathscr{H}$, since $\ell$ and $\boldsymbol{\xi}$ do not coincide outside $\mathscr{H}$. Accordingly, one cannot identify the left-hand side of the above equation with the left-hand side of Eq. (3.33), so that the 1 -form $a$ is not $\nabla \rho$.

Thanks to the Killing equation (3.19), we may reshape (3.33) to

$$
\begin{equation*}
2 \nabla_{\alpha} \xi_{\beta} \stackrel{\mathscr{H}}{=} a_{\alpha} \xi_{\beta}-a_{\beta} \xi_{\alpha} . \tag{3.34}
\end{equation*}
$$

Contracting this relation with $\boldsymbol{\xi}$, we get

$$
2 \xi^{\mu} \nabla_{\mu} \xi_{\alpha} \stackrel{\mathscr{H}}{=} a_{\mu} \xi^{\mu} \xi_{\alpha}-\underbrace{\xi_{\mu} \xi^{\mu}}_{\mathscr{\mathscr { H }}_{0}} a_{\alpha}
$$

In view of Eq. (3.29), the left-hand side of this equation is $2 \kappa \xi_{\alpha}$. Hence we obtain

$$
\begin{equation*}
a_{\mu} \xi^{\mu} \stackrel{\mathscr{H}}{=} 2 \kappa . \tag{3.35}
\end{equation*}
$$

Besides, taking the square of (3.34) leads to

$$
\begin{aligned}
4 \nabla_{\mu} \xi_{\nu} \nabla^{\mu} \xi^{\nu} & \stackrel{\mathscr{H}}{=}\left(a_{\mu} \xi_{\nu}-a_{\nu} \xi_{\mu}\right)\left(a^{\mu} \xi^{\nu}-a^{\nu} \xi^{\mu}\right) \\
& \stackrel{\mathscr{H}}{=} a_{\mu} a^{\mu} \underbrace{\xi_{\nu} \xi^{\nu}}_{\mathscr{H}_{0}}-\underbrace{a_{\mu} \xi^{\mu}}_{2 \kappa} \underbrace{a_{\nu} \xi^{\nu}}_{2 \kappa}-\underbrace{a_{\nu} \xi^{\nu}}_{2 \kappa} \underbrace{a_{\mu} \xi^{\mu}}_{2 \kappa}+a_{\nu} a^{\nu} \underbrace{\xi_{\mu} \xi^{\mu}}_{\mathscr{\mathscr { C }}_{0}} \stackrel{\mathscr{H}}{=}-8 \kappa^{2},
\end{aligned}
$$

where we have used Eq. (3.35). Hence

$$
\begin{equation*}
\kappa^{2} \stackrel{\mathscr{H}}{=}-\frac{1}{2} \nabla_{\mu} \xi_{\nu} \nabla^{\mu} \xi^{\nu} \text {. } \tag{3.36}
\end{equation*}
$$

This is an explicit expression of $\kappa$ in terms of the Killing vector field $\boldsymbol{\xi}$. However, in actual calculations, it is generally preferable to employ formula (3.31) to evaluate $\kappa$, because it does not involve the computation of any covariant derivative, contrary to formula (3.36).

### 3.3.5 The zeroth law of black hole dynamics

We are going to derive a result of great importance for black hole physics, namely the nonaffinity coefficient $\kappa$ discussed above is constant on a Killing horizon, provided some mild energy condition holds.

Let us denote by $\boldsymbol{\ell}$ the null normal to $\mathscr{H}$ that coincides with the Killing vector field: $\boldsymbol{\ell} \stackrel{\mathscr{H}}{=} \boldsymbol{\xi}$. The vector field $\ell$ is then a symmetry generator on $\mathscr{H}$, which implies

$$
\begin{equation*}
\mathcal{L}_{\ell} \kappa=0 \tag{3.37}
\end{equation*}
$$

This means that $\kappa$ is constant along any field line of $\ell$ (i.e. any null geodesic generator of $\mathscr{H}$ ). It could however vary from one field line to another. To prove that this is not the case, let us consider a complete cross-section $\mathscr{S}$ of $\mathscr{H}$ and show that $\kappa$ is constant on $\mathscr{S}$. The starting point is applying the contracted Ricci identity (2.85), which is a 1 -form, to a generic vector field $\boldsymbol{v}$ tangent to $\mathscr{S}$, i.e. contract (2.85) with $v^{\alpha}$. Since $\ell_{\mu} v^{\mu}=0$, we get

$$
\begin{equation*}
v^{\nu} \nabla_{\mu} \Theta^{\mu}{ }_{\nu}+v^{\nu} \ell^{\mu} \nabla_{\mu} \omega_{\nu}-v^{\mu} \nabla_{\mu}\left(\theta_{(\ell)}+\kappa\right)+\left(\theta_{(\ell)}+\kappa\right) \omega_{\mu} v^{\mu}-\Theta_{\mu \nu} v^{\mu} k^{\sigma} \nabla_{\sigma} \ell^{\nu}=R_{\mu \nu} \ell^{\mu} v^{\nu} . \tag{3.38}
\end{equation*}
$$

Now, since $\mathscr{H}$ is a Killing horizon, we have $\Theta=0$ [Eq. (3.27)] and in particular $\theta_{(\ell)}=0$, so that many terms in the above equation vanish. The term $\nabla_{\mu} \Theta^{\mu}{ }_{\nu}$ requires some special care though, because it potentially involves derivatives of $\vec{\Theta}$ in directions transverse ${ }^{3}$ to $\mathscr{H}$. Let us then introduce in the vicinity of $\mathscr{S}$ a spacetime coordinate system $\left(x^{\alpha}\right)=\left(u, v, x^{2}, \ldots, x^{n-1}\right)$

[^13]adapted to $\mathscr{S}$, as the one introduced in Sec. 2.3.5 [cf. Eq. (2.52)], namely a coordinate system such that $\mathscr{S}$ is the set $(u, v)=(0,0)$. Then the components of $\overrightarrow{\boldsymbol{\Theta}}$ with respect to $\left(x^{\alpha}\right)$ necessarily verify $\Theta^{0}{ }_{\alpha}=0$ and $\Theta^{1}{ }_{\alpha}=0$. Indeed, since $\vec{\Theta}$ is a tensor field tangent to $\mathscr{S}$, on which $u$ and $v$ are constant, we have $\Theta^{\mu}{ }_{\alpha} \nabla_{\mu} u=0$ and $\Theta^{\mu}{ }_{\alpha} \nabla_{\mu} v=0$ with $\nabla_{\mu} u=\partial_{\mu} u=\delta^{0}{ }_{\mu}$ and $\nabla_{\mu} v=\partial_{\mu} v=\delta^{1}{ }_{\mu}$ by definition of ( $x^{\alpha}$ ). Expressing the covariant derivative via Eq. (A.65), we get
$$
\nabla_{\mu} \Theta^{\mu}{ }_{\nu}=\partial_{a} \Theta^{a}{ }_{\nu}+\Gamma^{\mu}{ }_{\mu \sigma} \Theta_{\nu}^{\sigma}-\Gamma^{\sigma}{ }_{\mu \nu} \Theta_{\sigma}^{\mu},
$$
where the sum of the partial derivatives has been limited to the indices $a \in\{2, \ldots, n-1\}$ since $\Theta^{0}{ }_{\nu}=\Theta^{1}{ }_{\nu}=0$. Given that the term $\partial_{a} \Theta^{a}{ }_{\nu}$ involves only the variation of $\vec{\Theta}$ in directions tangent to $\mathscr{S}$, we conclude that $\nabla_{\mu} \Theta^{\mu}{ }_{\nu}=0$ if $\vec{\Theta}=0$ on $\mathscr{S}$. Hence, for a Killing horizon, Eq. (3.38) reduces to
\[

$$
\begin{equation*}
\left(\ell^{\nu} \nabla_{\nu} \omega_{\mu}+\kappa \omega_{\mu}\right) v^{\mu}-v^{\mu} \nabla_{\mu} \kappa=R_{\mu \nu} \ell^{\mu} v^{\nu} \tag{3.39}
\end{equation*}
$$

\]

The terms in the parentheses are related to the Lie derivative of $\boldsymbol{\omega}$ along $\ell$; indeed formula (A.89) gives:

$$
\begin{aligned}
\mathcal{L}_{\ell} \omega_{\mu} & =\ell^{\nu} \nabla_{\nu} \omega_{\mu}+\omega_{\nu} \nabla_{\mu} \ell^{\nu}=\ell^{\nu} \nabla_{\nu} \omega_{\mu}+\omega_{\nu}\left(\Theta_{\mu}^{\nu}+\omega_{\mu} \ell^{\nu}-\ell_{\mu} k^{\sigma} \nabla_{\sigma} \ell^{\nu}\right) \\
& =\ell^{\nu} \nabla_{\nu} \omega_{\mu}+\kappa \omega_{\mu}-\omega_{\nu} \ell_{\mu} k^{\sigma} \nabla_{\sigma} \ell^{\nu}
\end{aligned}
$$

where we have expressed $\nabla_{\mu} \ell^{\nu}$ via Eq. (2.74) and have used $\Theta_{\mu}{ }^{\nu}=0$ and $\omega_{\nu} \ell^{\nu}=\kappa$ [Eq. (2.78)]. Given that $\ell_{\mu} v^{\mu}=0$, Eq. (3.39) becomes

$$
\begin{equation*}
\left\langle\mathcal{L}_{\ell} \boldsymbol{\omega}, \boldsymbol{v}\right\rangle-\nabla_{v} \kappa=\boldsymbol{R}(\ell, \boldsymbol{v}) \tag{3.40}
\end{equation*}
$$

It is judicious to express $\mathcal{L}_{\ell} \boldsymbol{\omega}$ in terms of $\mathcal{L}_{\ell}{ }^{\mathscr{H}} \boldsymbol{\omega}$, where ${ }^{\mathscr{H}} \boldsymbol{\omega}$ is the restriction of $\boldsymbol{\omega}$ to tangent vectors to $\mathscr{H}$ (pullback to $\mathscr{H}$ ) introduced in Sec.3.2.5. The reason is that, contrary to $\boldsymbol{\omega}$, ${ }^{\mathscr{H}} \boldsymbol{\omega}$ is a geometric quantity intrinsic to $\mathscr{H}$ and $\ell$, independent of $\boldsymbol{k}$ and hence of the cross-section $\mathscr{S}$ (cf. Property 3.4 and the discussion below it). It has therefore to obey the spacetime symmetry generated by $\boldsymbol{\xi} \stackrel{\mathscr{H}}{=} \ell$, i.e. one has

$$
\begin{equation*}
\mathcal{L}_{\ell}{ }^{\mathscr{H}} \boldsymbol{\omega}=0 . \tag{3.41}
\end{equation*}
$$

Now, using the Leibniz rule twice, we get

$$
\left\langle\mathcal{L}_{\ell} \boldsymbol{\omega}, \boldsymbol{v}\right\rangle=\mathcal{L}_{\ell} \underbrace{\langle\boldsymbol{\omega}, \boldsymbol{v}\rangle}_{\langle\mathscr{H} \omega, \boldsymbol{v}\rangle}-\underbrace{\left\langle\boldsymbol{\omega}, \mathcal{L}_{\ell} \boldsymbol{v}\right\rangle}_{\left\langle\mathscr{H} \omega, \mathcal{L}_{\ell} \boldsymbol{v}\right\rangle}=\left\langle\mathcal{L}_{\ell} \mathscr{H}_{\boldsymbol{H}} \boldsymbol{\omega}, \boldsymbol{v}\right\rangle,
$$

where the idendities $\langle\boldsymbol{\omega}, \boldsymbol{v}\rangle=\left\langle{ }^{\mathscr{H}} \boldsymbol{\omega}, \boldsymbol{v}\right\rangle$ and $\left\langle\boldsymbol{\omega}, \mathcal{L}_{\ell} \boldsymbol{v}\right\rangle=\left\langle{ }^{\mathscr{H}} \boldsymbol{\omega}, \mathcal{L}_{\ell} \boldsymbol{v}\right\rangle$ hold by the very definition of ${ }^{\mathscr{H}} \boldsymbol{\omega}$, since $\boldsymbol{v}$ and $\mathcal{L}_{\ell} \boldsymbol{v}$ are tangent ${ }^{4}$ to $\mathscr{H}$. It follows then from (3.41) that $\left\langle\mathcal{L}_{\ell} \boldsymbol{\omega}, \boldsymbol{v}\right\rangle=0$; hence the first term in Eq. (3.40) vanishes identically and there remains only:

$$
\begin{equation*}
\boldsymbol{\nabla}_{\boldsymbol{v}} \kappa=-\boldsymbol{R}(\ell, \boldsymbol{v}) \tag{3.42}
\end{equation*}
$$

[^14]To go further, we shall assume the null dominance condition [378], namely that there exists a scalar field $f$ such that

$$
\begin{array}{ll}
\text { the vector } W:=-\overrightarrow{\boldsymbol{G}}(\ell)-f \ell & \text { is zero or future-directed (null or timelike) }  \tag{3.43}\\
& \text { for any future-directed null vector } \ell
\end{array}
$$

In the above equation, $\vec{G}$ stands for the type- $(1,1)$ tensor associated by metric duality to the Einstein tensor $\boldsymbol{G}$ [Eq. (A.115)], so that the expression of $\boldsymbol{W}$ in index notation is [cf. Eq. (A.49)]

$$
\begin{equation*}
W^{\alpha}:=-G_{\mu}^{\alpha} \ell^{\mu}-f \ell^{\alpha} . \tag{3.44}
\end{equation*}
$$

Note that the null dominance condition implies the null convergence condition (2.94) since

$$
\begin{equation*}
\boldsymbol{R}(\ell, \ell)=\boldsymbol{R}(\ell, \ell)-\frac{R}{2} \underbrace{\boldsymbol{g}(\ell, \ell)}_{0}+f \underbrace{\boldsymbol{g}(\ell, \ell)}_{0}=\boldsymbol{G}(\ell, \ell)+f \boldsymbol{g}(\ell, \ell)=-\boldsymbol{W} \cdot \boldsymbol{\ell} \geq 0 \tag{3.45}
\end{equation*}
$$

the inequality holding because both $\boldsymbol{W}$ and $\boldsymbol{\ell}$ are future-directed (cf. Lemma 1.2).
If gravity is described by general relativity, i.e. if the metric $\boldsymbol{g}$ fulfills the Einstein equation (1.41), then the null dominance condition with $f=\Lambda$ is equivalent to the null dominant energy condition:

$$
\begin{array}{ll}
\text { The vector } \boldsymbol{W}:=-\overrightarrow{\boldsymbol{T}}(\ell) & \text { is zero or future-directed (null or timelike) }  \tag{3.46}\\
& \text { for any future-directed null vector } \ell
\end{array} \underbrace{}_{\mathrm{GR}}
$$

where $\boldsymbol{T}$ is the energy-momentum tensor of matter and non-gravitational fields. By continuity, the null dominant energy condition is implied by the standard dominant energy condition:

$$
\begin{array}{ll}
\text { The vector } \boldsymbol{W}:=-\overrightarrow{\boldsymbol{T}}(\boldsymbol{u}) & \text { is zero or future-directed (null or timelike) }  \tag{3.47}\\
& \text { for any future-directed timelike vector } \boldsymbol{u}
\end{array}
$$

Physically, the dominant energy condition states that, with respect to any observer (represented by its 4 -velocity $\boldsymbol{u}$, which is future-directed timelike), the energy of matter and non-gravitational fields does not move faster than light (see Ref. [93] for an extended discussion).
Remark 4: While the name null convergence condition for $\boldsymbol{R}(\ell, \ell) \geq 0$ [Eq. (2.94)] is standard in the literature (e.g. [242, 404, 406]), the name null dominance condition for (3.43) is not standard. We are using it to distinguish from the null dominant energy condition (3.46), which a condition on the matter energy-momentum tensor, while (3.43) is a pure geometrical identity, independent of the Einstein equation. In this way, null dominance condition is on the same footing as null convergence condition.

Coming back to Eq. (3.42), we note that its right-hand side is nothing but the scalar product of the vector $\boldsymbol{W}$ defined by Eq. (3.43) with $\boldsymbol{v}$ :

$$
\boldsymbol{W} \cdot \boldsymbol{v}=-(\overrightarrow{\boldsymbol{G}}(\ell)+f \boldsymbol{\ell}) \cdot \boldsymbol{v}=-\boldsymbol{R}(\ell, \boldsymbol{v})+\left(\frac{R}{2}-f\right) \underbrace{\boldsymbol{\ell} \cdot \boldsymbol{v}}_{0}=-\boldsymbol{R}(\ell, \boldsymbol{v}) .
$$

If we assume the null dominance condition, the null convergence condition holds, so that $\boldsymbol{R}(\ell, \ell)=0$ on $\mathscr{H}$ [Eq. (3.8)]. Then, according to Eq. (3.45), $\boldsymbol{\ell} \cdot \boldsymbol{W}=-\boldsymbol{R}(\ell, \ell)=0$. This implies that the vector $\boldsymbol{W}$ is tangent to $\mathscr{H}$. The latter being a null hypersurface, $\boldsymbol{W}$ must then be either collinear to $\ell$ or spacelike (cf. Lemma 2.3 in Sec. 2.3.4). Now, according to the null dominance condition (3.43), $\boldsymbol{W}$ cannot be spacelike. We conclude that $\boldsymbol{W}$ is collinear to $\boldsymbol{\ell}$. Consequently, we have $\boldsymbol{W} \cdot \boldsymbol{v}=0$. Hence the right-hand side of Eq. (3.42) vanishes identically and we are left with $\boldsymbol{\nabla}_{\boldsymbol{v}} \kappa=0$. Since $\boldsymbol{v}$ is a generic vector field tangent to $\mathscr{S}$ and $\mathscr{S}$ is connected (for it is a complete cross-section of a Killing horizon, which is connected by definition), this implies that $\kappa$ is constant over $\mathscr{S}$. Given that $\kappa$ is constant along each null geodesic generator of $\mathscr{H}$, this completes the demonstration that $\kappa$ is constant over $\mathscr{H}$. More precisely, we have established the following property:

## Property 3.10: zeroth law of black hole dynamics

If the null dominance condition (3.43) is fulfilled on a Killing horizon $\mathscr{H}$ - which is guaranteed in general relativity if the null dominant energy condition (3.46) holds -, then the non-affinity coefficient $\kappa$ of the null normal coinciding with the Killing vector $\boldsymbol{\xi}$ defining $\mathscr{H}$ is constant over $\mathscr{H}$ :

$$
\begin{equation*}
\kappa=\text { const. } \tag{3.48}
\end{equation*}
$$

In the context of Killing horizons, the non-affinity coefficient $\kappa$ is called the horizon's surface gravity, for a reason to be detailed in Sec. 3.3.7, and the result (3.48) is known as the zeroth law of black hole dynamics. More precisely, the zeroth law - to be discussed in detail in Chap. 16 - states that the surface gravity of a black hole in equilibrium is constant and we shall see in Chap. 5 that (any connected part of) the event horizon of a black hole in equilibrium is a Killing horizon.

Remark 5: The standard proof of the zeroth law, based on taking the covariant derivative of Eq. (3.29) [34, 90, 446] or of Eq. (3.31) [250] and on an identity expressing the second order derivative of a Killing vector in terms of the Riemann tensor [Eq. (3.83) below], is quite long (see e.g. pp. 333-334 of Wald's textbook [446] and the remark at the end of Sec. 5.5.2 of Poisson's textbook [374]). The proof presented above is shorter but it relies on the concept of induced affine connection on a non-exanding horizon (Sec. 3.2.5) and the associated rotation 1 -form ${ }^{\mathscr{H}} \boldsymbol{\omega}$ (cf. Property 3.4). This proof is actually adapted from a proof presented by Damour [137, 138] (cf. historical note below); see also Ref. [19] for a related proof regarding isolated horizons.

Remark 6: The constancy of $\kappa$ on a Killing horizon can also be proved without the null dominance condition, but at the price of additional hypotheses: either the Killing horizon $\mathscr{H}$ is part of a so-called bifurcate Killing horizon, as we shall see in Sec. 3.4.3 (Property 3.16) or the spacetime is axisymmetric, in addition to be stationary, and the two Killing vectors associated with stationarity and axisymmetry are orthogonal to ( $n-2$ )-dimensional surfaces [85, 379].

Example 11 (null hyperplane as a translation-Killing horizon): For the null hyperplane $\mathscr{H}$ considered in Example 6 as a Killing horizon with respect to the translation group along its normal, we have $\kappa=0$, as already noticed in Example 8 of Chap. 2, which is obviously constant over $\mathscr{H}$.

Example 12 (null hyperplane as a boost-Killing horizon): Let us consider each of the null halfhyperplanes $\mathscr{H}^{+}$and $\mathscr{H}^{-}$of Example 7, which are Killing horizons with respect to the boost Killing vector $\boldsymbol{\xi}=x \boldsymbol{\partial}_{t}+t \boldsymbol{\partial}_{x}$. On $\mathscr{H}^{+}$, the future-directed null normal coinciding with this Killing vector is $\ell^{+}=t \boldsymbol{\ell}, \boldsymbol{\ell}$ being the geodesic null normal defined by $\ell:=\boldsymbol{\partial}_{t}+\boldsymbol{\partial}_{x}$ [cf. Eq. (2.12)]. Using $\kappa_{\ell}=0$ and the scaling law (2.26), we get the non-affinity coefficient of $\ell^{+}$as $\kappa_{+}=\nabla_{\ell} t=\partial_{t} t+\partial_{x} t$, i.e.

$$
\kappa_{+}=1
$$

On $\mathscr{H}^{-}, \boldsymbol{\xi}$ is past-directed (cf. Fig. 3.4). Sticking to future-directed null normals, we shall then consider $\mathscr{H}^{-}$as a Killing horizon with respect to the Killing vector field $-\boldsymbol{\xi}$. The future-directed null normal coinciding with $-\boldsymbol{\xi}$ on $\mathscr{H}^{-}$is then $\ell^{-}=-t \boldsymbol{\ell}$, from which we deduce the non-affinity coefficient of $\ell^{-}$: $\kappa_{-}=\nabla_{\ell}(-t)=\partial_{t}(-t)+\partial_{x}(-t)$, i.e.

$$
\kappa_{-}=-1
$$

We check that $\kappa_{+}$(resp. $\kappa_{-}$) is constant over the Killing horizon $\mathscr{H}^{+}$(resp. $\mathscr{H}^{-}$), in agreement with Property 3.10.

Example 13 (null hyperplane as a null-rotation-Killing horizon): In Example 8, we have introduced the Killing horizons $\mathscr{H}_{1}$ and $\mathscr{H}_{2}$ with respect to the null-rotation Killing vector $\boldsymbol{\xi}=y\left(\boldsymbol{\partial}_{t}+\boldsymbol{\partial}_{x}\right)+(t-x) \boldsymbol{\partial}_{y}$ of Minkowski spacetime. On $\mathscr{H}_{1}, \boldsymbol{\xi}$ is past-directed (cf. Fig. 3.5), so that we shall actually consider $\mathscr{H}_{1}$ as a Killing horizon with respect to the Killing vector field $-\boldsymbol{\xi}$. The future-directed null normal coinciding with $-\boldsymbol{\xi}$ on $\mathscr{H}_{1}$ is then $\ell_{1}=-y \ell$. Since it is clearly constant along the null geodesic generators of $\mathscr{H}_{1}$, we have $\nabla_{\ell_{1}} \ell_{1}=0$, hence the associated non-affinity coefficient vanishes: $\kappa_{1}=0$. On $\mathscr{H}_{2}, \boldsymbol{\xi}$ is future-directed (cf. Fig. 3.5) and the null normal coinciding with it is $\ell_{2}=y \ell$, whose non-affinity coefficient is $\kappa_{2}=0$.

Example 14 (Schwarzschild and Kerr horizons): We have found in Example 10 of Chap. 2 [cf. Eq. (2.29)] that on a Schwarzschild horizon $\kappa=1 /(4 m)$, which is clearly constant. But this last feature is rather trivial since the Schwarzschild horizon is spherically symmetric, so that no dependence of $\kappa$ on $\theta$ nor $\varphi$ could have been expected. A much less trivial example is that of the event horizon of a Kerr black hole, which we shall discuss in Chap. 10. This horizon is only axisymmetric, so that a priori $\kappa$ could depend on $\theta$. But it does not, as we shall see in Sec. 10.5.4:

$$
\kappa=\frac{\sqrt{m^{2}-a^{2}}}{2 m\left(m+\sqrt{m^{2}-a^{2}}\right)},
$$

where $(m, a)$ are the two constant parameters of the Kerr solution. Note that for $a=0$, we recover the Schwarzschild value: $\kappa=1 /(4 m)$.

Example 15 (Cubic Galileon black hole as a counter-example): It has been found recently that the surface gravity of rotating stationary black holes in a scalar-tensor theory of gravity known as the cubic Galileon is not constant [221]. This evades the zeroth law (Property 3.10) because the null dominance condition is not satisfied by these solutions.

Historical note : The constancy of $\kappa$ for a Killing horizon has been proven by Stephen Hawking in his lecture at the famous Les Houches School of summer 1972 [238] (p. 43). It has also been proven without requiring the null dominance condition, but assuming axisymmetry and orthogonal transitivy (cf. Remark 6 on p. 72) by Brandon Carter in his lecture at the same summer school [85] (Theorem 8, p. 167). A third proof of the constancy of $\kappa$, using the null dominance condition, has also been given in

1973 by James Bardeen, Brandon Carter and Stephen Hawking in their seminal article The Four Laws of Black Hole Mechanics [34]. Yet another proof has been provided in 1979 by Thibault Damour [137, 138], who developed a fluid-bubble approach to the dynamics of an event horizon. In Damour's framework, the pullback of the 1 -form $-\boldsymbol{\omega} /(8 \pi)$ to the cross-section $\mathscr{S}$ is considered as the momentum surface density of the fluid bubble and Eq. (3.38) is turned into a 2-dimensional Navier-Stokes equation (see e.g. Sec. 6.3 of Ref. [210] for details), where $\kappa /(8 \pi)$ plays the role of the bubble's surface pressure, so that it must constant in equilibrium. As mentioned in Remark 5, the proof presented above is derived from Damour's one.

### 3.3.6 Classification of Killing horizons

Since $\kappa$ is constant on a Killing horizon $\mathscr{H}$ (assuming the null dominance condition), we may use it to classify Killing horizons in two categories, depending whether $\kappa$ vanishes or not:

- if $\kappa=0$, the Killing vector $\boldsymbol{\xi}$ is a geodesic vector on $\mathscr{H}$ and $\mathscr{H}$ is called a degenerate Killing horizon;
- if $\kappa \neq 0, \boldsymbol{\xi}$ is only a pregeodesic vector on $\mathscr{H}$ (cf. Sec. B.2.2) and $\mathscr{H}$ is called a nondegenerate Killing horizon.

Example 16 (Killing horizons in Minkowski spacetime): In Minkowski spacetime, the null hyperplane as a translation-Killing horizon (Example 11) and the two half-hyperplanes as null-rotation-Killing horizons (Example 13) are degenerate Killing horizons, while the two half-hyperplanes as boost-Killing horizons (Example 12) are non-degenerate.

Example 17 (Schwarzschild and Kerr horizons): From the values of $\kappa$ given in Example 14, we see that the Schwarzschild horizon and the Kerr horizon for $a<m$ are non-degenerate Killing horizons, while the Kerr horizon for $a=m$ is a degenerate one.

The next example regards the anti-de Sitter spacetime and will play some role in the study of the extremal $(a=m)$ Kerr black hole in Chap. 13.

Example 18 (Poincaré horizon in AdS $_{4}$ ): The 4-dimensional anti-de Sitter spacetime $\left(\mathrm{AdS}_{4}\right)$ is $(\mathscr{M}, \boldsymbol{g})$ with $\mathscr{M} \simeq \mathbb{R}^{4}$ and $\boldsymbol{g}$ is the metric whose components in the so-called global static coordinates $(\tau, r, \theta, \varphi)$ are given by

$$
\begin{equation*}
\boldsymbol{g}=\ell^{2}\left[-\left(1+r^{2}\right) \mathbf{d} \tau^{2}+\frac{\mathbf{d} r^{2}}{1+r^{2}}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)\right] \tag{3.49}
\end{equation*}
$$

where $\ell$ is a positive constant. Note that $\tau$ spans $\mathbb{R}, r$ spans $(0,+\infty)$, while $(\theta, \varphi)$ are standard spherical coordinates on $\mathbb{S}^{2}: \theta \in(0, \pi)$ and $\varphi \in(0,2 \pi)$. The metric (3.49) is a solution of the vacuum Einstein equation (1.43) with the negative cosmological constant $\Lambda=-3 / \ell^{2}$. Using the so-called conformal coordinates $(\tau, \chi, \theta, \varphi)$ with $\chi:=\arctan r \in(0, \pi / 2)$, one gets

$$
\begin{equation*}
\boldsymbol{g}=\frac{\ell^{2}}{\cos ^{2} \chi}\left[-\mathbf{d} \tau^{2}+\mathbf{d} \chi^{2}+\sin ^{2} \chi\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)\right] \tag{3.50}
\end{equation*}
$$



Figure 3.6: Left: 2-dimensional slice $(x, y)=(0,0)$ of the Poincaré patch $\mathscr{M}_{\mathrm{P}}$ of anti-de Sitter spacetime plotted in terms of the (global) coordinates $\tau$ and $x_{\chi}:=\chi \cos \varphi$ (pale yellow region). From Eq. (3.53), $(x, y)=(0,0)$ implies $\theta=\pi / 2$ and $\varphi=0$ or $\pi$, so that $x_{\chi}=\chi$ in the right half of the plot $(\varphi=0)$ and $x_{\chi}=-\chi$ in the left half $(\varphi=\pi)$. The plotted slice of $\mathscr{M}_{\mathrm{P}}$ is thus spanned by the Poincaré coordinates $(t, u)$. The red lines are curves of constant $u$, i.e. integral curves of the coordinate vector field $\boldsymbol{\partial}_{t}=\boldsymbol{\xi}$, with $u$ increasing from 0 to $+\infty$ from the right to the left of the diagram. The grey lines are curves of curves of constant $t$, i.e. integral curves of the coordinate vector field $\partial_{u}$, with $t$ increasing from $-\infty$ to $+\infty$ from the bottom to the top of the diagram. The Poincaré horizon $\mathscr{H}$ is depicted in green. The two connected components $\mathscr{H}_{-}$and $\mathscr{H}_{+}$of $\mathscr{H}^{\text {appear }}$ as straight line segments, since for $\theta=\pi / 2$ and $\varphi \in\{0, \pi\}, u=0 \Longleftrightarrow \cos \tau= \pm \sin \chi(+$ for $\varphi=0$ and - for $\varphi=\pi)$. Note that the curves of constant $u$ tend to $\mathscr{H}$ when $u \rightarrow 0$, in agreement with the characterization of $\mathscr{H}$ by $u=0$. The curves of constant $t$ tend to $\mathscr{H}$ when $t \rightarrow \pm \infty$, which is expected as well since the first line of Eq. (3.53) and Eq. (3.52) imply that $u \rightarrow 0$ for $t \rightarrow \pm \infty$. Right: Killing vector field $\boldsymbol{\xi}$ defined by Eq. (3.58) on $\mathrm{AdS}_{4}$; $\boldsymbol{\xi}$ is timelike everywhere, except on the Poincaré horizon $\mathscr{H}$, where it is null (and normal, and thus tangent, to $\mathscr{H}$ ). [Figures generated by the notebook D.3.1]

Note that $(\chi, \theta, \varphi)$ spans one half ${ }^{5}$ of the hypersphere $\mathbb{S}^{3}$. Yet another set of coordinates commonly used in $\mathrm{AdS}_{4}$ is Poincaré coordinates $(t, x, y, u)$. They cover only a subpart $\mathscr{M}_{\mathrm{P}}$ of $\mathscr{M}$ (cf. Fig. 3.6), usually called the Poincaré patch and defined by

$$
\begin{equation*}
\mathscr{M}_{\mathrm{P}}: \quad u>0 \quad \text { and } \quad-\pi<\tau<\pi \tag{3.51}
\end{equation*}
$$

where $u$ is the following scalar field on $\mathscr{M}$ :

$$
\begin{equation*}
u:=\frac{\ell(\cos \tau-\sin \chi \sin \theta \cos \varphi)}{\cos \chi} \tag{3.52}
\end{equation*}
$$

On $\mathscr{M}_{\mathrm{P}}$, the Poincaré coordinates $(t, x, y, u)$ are related to the conformal coordinates $(\tau, \chi, \theta, \varphi)$ by ${ }^{6}$

$$
\left\{\begin{align*}
t & =\frac{\ell \sin \tau}{\cos \tau-\sin \chi \sin \theta \cos \varphi}  \tag{3.53}\\
x & =\frac{\ell \sin \chi \sin \theta \sin \varphi}{\cos \tau-\sin \chi \sin \theta \cos \varphi} \\
y & =\frac{\ell \sin \chi \cos \theta}{\cos \tau-\sin \chi \sin \theta \cos \varphi} \\
u & =\frac{\ell(\cos \tau-\sin \chi \sin \theta \cos \varphi)}{\cos \chi}
\end{align*}\right.
$$

The last line is simply (3.52) restricted to $\mathscr{M}_{\mathrm{P}}$, the scalar field $u$ being viewed there as one of the Poincaré coordinates. The metric components with respect to Poincaré coordinates ${ }^{7}$ are (cf. the notebook D.3.1 for the computation):

$$
\begin{equation*}
\boldsymbol{g}=\frac{u^{2}}{\ell^{2}}\left(-\mathbf{d} t^{2}+\mathbf{d} x^{2}+\mathbf{d} y^{2}\right)+\frac{\ell^{2}}{u^{2}} \mathbf{d} u^{2} \tag{3.54}
\end{equation*}
$$

The Poincaré horizon is the hypersurface $\mathscr{H}$ bounding the Poincaré patch $\mathscr{M}_{\mathrm{P}}$ in $\mathscr{M}$. In view of the definition (3.51) of the latter, $\mathscr{H}$ appears to be the level set $u=0$ :

$$
\begin{equation*}
\mathscr{H}: \quad u=0 \quad \text { and } \quad-\pi<\tau<\pi \tag{3.55}
\end{equation*}
$$

Note that $\mathscr{H}$ is not included in $\mathscr{M}_{\mathrm{P}}$, so that the Poincaré coordinates are not defined on $\mathscr{H}$ (except for $u$, they actually diverge in the vicinity of $\mathscr{H}$ ). Note also that $\mathscr{H}$ has two connected components: $\mathscr{H}_{-}$, where $\tau \in(-\pi, 0)$, and $\mathscr{H}_{+}$, where $\tau \in(0, \pi)$, since $u=0$ cannot be achieved for $\tau=0$, as a consequence of formula (3.52) and $|\sin \chi|<1$ on $\mathscr{M}$. The Poincaré horizon is depicted in Fig. 3.6. Its normal is given by the gradient of $u$, so that the vector field defined in all $\mathscr{M}$ by $\boldsymbol{k}:=\vec{\nabla} u$ is normal to $\mathscr{H}$ on $\mathscr{H}$. Given expressions (3.50) and (3.52) for respectively $\boldsymbol{g}$ and $u$, the components $k^{\alpha}=g^{\alpha \mu} \partial_{\mu} u$ of $\boldsymbol{k}$ with respect to conformal coordinates are

$$
\begin{equation*}
\boldsymbol{k}=\frac{1}{\ell}\left[\sin \tau \cos \chi \boldsymbol{\partial}_{\tau}+(\cos \tau \sin \chi-\sin \theta \cos \varphi) \boldsymbol{\partial}_{\chi}-\frac{\cos \theta \cos \varphi}{\tan \chi} \boldsymbol{\partial}_{\theta}+\frac{\sin \varphi}{\tan \chi \sin \theta} \boldsymbol{\partial}_{\varphi}\right] . \tag{3.56}
\end{equation*}
$$

The scalar square of $\boldsymbol{k}$ is $\boldsymbol{k} \cdot \boldsymbol{k}=k_{\mu} k^{\mu}=k^{\mu} \partial_{\mu} u$; we obtain

$$
\begin{equation*}
\boldsymbol{k} \cdot \boldsymbol{k}=\frac{u^{2}}{\ell^{2}} \tag{3.57}
\end{equation*}
$$

[^15]Hence $\boldsymbol{k} \cdot \boldsymbol{k} \stackrel{\mathscr{H}}{=} 0$, which implies that $\mathscr{H}$ is a null hypersurface.
Since the metric components (3.54) do not depend on $t$, the vector field $\boldsymbol{\xi}:=\boldsymbol{\partial}_{t}$ is a Killing vector of $\left(\mathscr{M}_{\mathrm{P}}, \boldsymbol{g}\right)$. By inverting the Jacobian matrix associated with the change of coordinates (3.53), we get the expression of $\boldsymbol{\xi}=\boldsymbol{\partial}_{t}$ in terms of conformal coordinates:

$$
\begin{equation*}
\boldsymbol{\xi}=\frac{1-\cos \tau \sin \chi \sin \theta \cos \varphi}{\ell} \boldsymbol{\partial}_{\tau}-\frac{\sin \tau \cos \chi \sin \theta \cos \varphi}{\ell} \boldsymbol{\partial}_{\chi}-\frac{\sin \tau \cos \theta \cos \varphi}{\ell \sin \chi} \boldsymbol{\partial}_{\theta}+\frac{\sin \tau \sin \varphi}{\ell \sin \chi \sin \theta} \boldsymbol{\partial}_{\varphi} \tag{3.58}
\end{equation*}
$$

A priori, $\boldsymbol{\xi}$ is defined on $\mathscr{M}_{\mathrm{P}}$ only, but the right-hand side of the above expression is regular on all $\mathscr{M}$. Hence, we may use (3.58) to define $\boldsymbol{\xi}$ as a vector field on all $\mathscr{M}$. It is depicted in the right panel of Fig. 3.6. By analytical continuation, it is immediate that $\boldsymbol{\xi}$ obeys the Killing equation (3.19) everywhere and not only on $\mathscr{M}_{\mathrm{P}}$ (cf. the notebook D.3.1 for an explicit check). Hence $\boldsymbol{\xi}$ is a Killing vector of the entire anti-de Sitter spacetime ( $\mathscr{M}, \boldsymbol{g})$. By comparing Eqs. (3.56) and (3.58), we get

$$
\begin{equation*}
\boldsymbol{\xi}=\frac{\sin \tau}{\cos \chi} \boldsymbol{k}+\frac{u}{\ell^{2}}\left(\cos \tau \cos \chi \boldsymbol{\partial}_{\tau}-\sin \tau \sin \chi \boldsymbol{\partial}_{\chi}\right) \tag{3.59}
\end{equation*}
$$

Since $u \stackrel{\mathscr{H}}{=} 0$ [Eq. (3.55)], it follows immediately that, on $\mathscr{H}, \boldsymbol{\xi}$ is collinear to the null normal to $\mathscr{H}: \boldsymbol{\xi} \stackrel{\mathscr{H}}{=}(\sin \tau / \cos \chi) \boldsymbol{k}$, with $\sin \tau \neq 0$ (given that $\tau \neq 0$ on $\mathscr{H}$ ). Hence, $\boldsymbol{\xi}$ is normal to the null hypersurface $\mathscr{H}$. We therefore conclude that each of the connected components $\mathscr{H}_{-}$and $\mathscr{H}_{+}$of the Poincaré horizon $\mathscr{H}$ is a Killing horizon with respect to $\boldsymbol{\xi}$. Let us evaluate the non-affinity coefficient $\kappa$ of $\boldsymbol{\xi}$ on $\mathscr{H}_{ \pm}$via formula (3.31). First of all, we compute the scalar square of $\boldsymbol{\xi}$ by noticing that on $\mathscr{M}_{\mathrm{P}}$, $\boldsymbol{\xi}=\boldsymbol{\partial}_{t}$, so that $\boldsymbol{\xi} \cdot \boldsymbol{\xi}=g_{t t}$; with $g_{t t}$ read on Eq. (3.54), we get

$$
\begin{equation*}
\boldsymbol{\xi} \cdot \boldsymbol{\xi}=-\frac{u^{2}}{\ell^{2}} \tag{3.60}
\end{equation*}
$$

By means of the global components (3.50) and (3.58) of respectively $\boldsymbol{g}$ and $\boldsymbol{\xi}$, one checks that formule (3.60) holds in all $\mathscr{M}$. Given that the right-hand side is negative wherever $u \neq 0$, it follows that $\boldsymbol{\xi}$ is timelike everywhere on $\mathscr{M}$, except on $\mathscr{H}$. Furthermore, formula (3.60) results in $\mathbf{d}(\boldsymbol{\xi} \cdot \boldsymbol{\xi})=-2 \ell^{-2} u \mathbf{d} u$. Since $u \stackrel{\mathscr{H}}{=} 0$, this implies $\mathbf{d}(\boldsymbol{\xi} \cdot \boldsymbol{\xi}) \stackrel{\mathscr{H}}{=} 0$, so that formula (3.31) yields $\kappa=0$. We conclude that the two connected components of the Poincaré horizon of $\mathrm{AdS}_{4}$ are degenerate Killing horizons.

### 3.3.7 Interpretation of $\kappa$ as a "surface gravity"

In this section, we assume that $\mathscr{H}$ is a non-degenerate Killing horizon, i.e. that $\kappa \neq 0$. Let $p \in \mathscr{H}$ and $v \in T_{p} \mathscr{M}$ be a vector transverse to $\mathscr{H}$, i.e. not tangent to $\mathscr{H}$. According to Eq. (3.31), we have

$$
\nabla_{\boldsymbol{v}}(\boldsymbol{\xi} \cdot \boldsymbol{\xi})=-2 \kappa \boldsymbol{\xi} \cdot \boldsymbol{v}
$$

The right-hand side of this expression does not vanish, because $\kappa \neq 0$ and $\boldsymbol{\xi} \cdot \boldsymbol{v} \neq 0$ (since $\boldsymbol{v}$ is not tangent to $\mathscr{H})$. Hence we get $\nabla_{\boldsymbol{v}}(\boldsymbol{\xi} \cdot \boldsymbol{\xi}) \neq 0$. In other words, the derivative of the scalar square $\boldsymbol{\xi} \cdot \boldsymbol{\xi}$ along any direction transverse to $\mathscr{H}$ does not vanish. Since $\boldsymbol{\xi} \cdot \boldsymbol{\xi}=0$ on $\mathscr{H}$, we conclude that, in the vicinity of $\mathscr{H}, \boldsymbol{\xi} \cdot \boldsymbol{\xi}<0$ on one side of $\mathscr{H}$ and $\boldsymbol{\xi} \cdot \boldsymbol{\xi}>0$ on the other side:

## Property 3.11

In the vicinity of a non-degenerate Killing horizon $\mathscr{H}$, the Killing vector field $\boldsymbol{\xi}$ is timelike on one side of $\mathscr{H}$, null on $\mathscr{H}$ and spacelike on the other side.

Let us focus on the side of $\mathscr{H}$ where $\boldsymbol{\xi}$ is timelike. There we define the "norm" of $\boldsymbol{\xi}$ by

$$
\begin{equation*}
V:=\sqrt{-\boldsymbol{\xi} \cdot \boldsymbol{\xi}} . \tag{3.61}
\end{equation*}
$$

We have $V>0$ and the square of the gradient of $V$ provides a new expression for $\kappa$ :

$$
\begin{equation*}
\kappa^{2}=\lim _{\mathscr{H}} \nabla_{\mu} V \nabla^{\mu} V, \tag{3.62}
\end{equation*}
$$

where $\lim _{\mathscr{H}}$ stands for the limit as one approaches $\mathscr{H}$ from the timelike side, which implies $V \rightarrow 0$.

Proof. Let us consider the $\boldsymbol{t} \boldsymbol{w i s t}$ 3-form $\boldsymbol{\omega}$ defined by

$$
\begin{equation*}
\omega:=\underline{\xi} \wedge \mathrm{d} \underline{\xi} \tag{3.63}
\end{equation*}
$$

or, using index notation,

$$
\begin{align*}
\omega_{\alpha \beta \gamma} & :=\xi_{\alpha}(\mathrm{d} \xi)_{\beta \gamma}+\xi_{\beta}(\mathrm{d} \xi)_{\gamma \alpha}+\xi_{\gamma}(\mathrm{d} \xi)_{\alpha \beta} \\
& =\xi_{\alpha}\left(\nabla_{\beta} \xi_{\gamma}-\nabla_{\gamma} \xi_{\beta}\right)+\xi_{\beta}\left(\nabla_{\gamma} \xi_{\alpha}-\nabla_{\alpha} \xi_{\gamma}\right)+\xi_{\gamma}\left(\nabla_{\alpha} \xi_{\beta}-\nabla_{\beta} \xi_{\alpha}\right) \tag{3.64}
\end{align*}
$$

Killing equation (3.19) enables us to simplify each term inside parentheses in (3.64), yielding

$$
\begin{equation*}
\omega_{\alpha \beta \gamma}=2\left(\xi_{\alpha} \nabla_{\beta} \xi_{\gamma}+\xi_{\beta} \nabla_{\gamma} \xi_{\alpha}+\xi_{\gamma} \nabla_{\alpha} \xi_{\beta}\right) . \tag{3.65}
\end{equation*}
$$

The "square" of $\boldsymbol{\omega}$ is then

$$
\begin{aligned}
\omega_{\mu \nu \rho} \omega^{\mu \nu \rho}=4( & \xi_{\mu} \nabla_{\nu} \xi_{\rho} \xi^{\mu} \nabla^{\nu} \xi^{\rho}+\xi_{\mu} \nabla_{\nu} \xi_{\rho} \xi^{\nu} \nabla^{\rho} \xi^{\mu}+\xi_{\mu} \nabla_{\nu} \xi_{\rho} \xi^{\rho} \nabla^{\mu} \xi^{\nu} \\
& +\xi_{\nu} \nabla_{\rho} \xi_{\mu} \xi^{\mu} \nabla^{\nu} \xi^{\rho}+\xi_{\nu} \nabla_{\rho} \xi_{\mu} \xi^{\nu} \nabla^{\rho} \xi^{\mu}+\xi_{\nu} \nabla_{\rho} \xi_{\mu} \xi^{\rho} \nabla^{\mu} \xi^{\nu} \\
& \left.+\xi_{\rho} \nabla_{\mu} \xi_{\nu} \xi^{\mu} \nabla^{\nu} \xi^{\rho}+\xi_{\rho} \nabla_{\mu} \xi_{\nu} \xi^{\nu} \nabla^{\rho} \xi^{\mu}+\xi_{\rho} \nabla_{\mu} \xi_{\nu} \xi^{\rho} \nabla^{\mu} \xi^{\nu}\right) .
\end{aligned}
$$

Now in the first line,

$$
\begin{equation*}
\xi_{\mu} \nabla_{\nu} \xi_{\rho} \xi^{\mu} \nabla^{\nu} \xi^{\rho}=\xi_{\mu} \xi^{\mu} \nabla_{\nu} \xi_{\rho} \nabla^{\nu} \xi^{\rho}=-V^{2} \nabla_{\nu} \xi_{\rho} \nabla^{\nu} \xi^{\rho}=-V^{2} \nabla_{\mu} \xi_{\nu} \nabla^{\mu} \xi^{\nu} \tag{3.66}
\end{equation*}
$$

and (using Killing equation (3.19))
$\xi_{\mu} \nabla_{\nu} \xi_{\rho} \xi^{\nu} \nabla^{\rho} \xi^{\mu}=\xi_{\mu} \nabla^{\rho} \xi^{\mu} \xi^{\nu} \nabla_{\nu} \xi_{\rho}=-\xi_{\mu} \nabla^{\rho} \xi^{\mu} \xi^{\nu} \nabla_{\rho} \xi_{\nu}=-\frac{1}{4} \nabla^{\rho} V^{2} \nabla_{\rho} V^{2}=-V^{2} \nabla^{\rho} V \nabla_{\rho} V$.

Actually, we notice that each line is made of one term of type (3.66) and two terms of type (3.67). Hence

$$
\begin{equation*}
\omega_{\mu \nu \rho} \omega^{\mu \nu \rho}=-12 V^{2}\left(\nabla_{\mu} \xi_{\nu} \nabla^{\mu} \xi^{\nu}+2 \nabla_{\mu} V \nabla^{\mu} V\right) . \tag{3.68}
\end{equation*}
$$

On $\mathscr{H}$, each of the terms inside parentheses in Eq. (3.64) can be expressed thanks to the Frobenius identity (3.33):

$$
\omega_{\alpha \beta \gamma} \stackrel{\mathscr{H}}{=} \xi_{\alpha}\left(a_{\beta} \xi_{\gamma}-a_{\gamma} \xi_{\beta}\right)+\xi_{\beta}\left(a_{\gamma} \xi_{\alpha}-a_{\alpha} \xi_{\gamma}\right)+\xi_{\gamma}\left(a_{\alpha} \xi_{\beta}-a_{\beta} \xi_{\alpha}\right) .
$$

We notice that all terms in the right-hand side canceal two by two, yielding

$$
\begin{equation*}
\omega_{\alpha \beta \gamma} \stackrel{\mathscr{H}}{=} 0 . \tag{3.69}
\end{equation*}
$$

Equation (3.69) is actually nothing but a variant of Frobenius theorem, expressing the fact that the vector field $\boldsymbol{\xi}$ is hypersurface-orthogonal on $\mathscr{H}$ (see e.g. Eq. (B.3.6) in Wald's textbook [446], taking into account that $\omega_{\alpha \beta \gamma}=6 \xi_{[\alpha} \nabla_{\beta} \xi_{\gamma]}$ ). Let us evaluate the gradient of the square (3.68) and take the limit on $\mathscr{H}$ :

$$
\begin{aligned}
\nabla_{\alpha} \omega_{\mu \nu \rho} \underbrace{\omega^{\mu \nu \rho}}_{\rightarrow 0}+\underbrace{\omega_{\mu \nu \rho}}_{\rightarrow 0} \nabla_{\alpha} \omega^{\mu \nu \rho}= & -12 \underbrace{\nabla_{\alpha} V^{2}}_{\rightarrow 2 \kappa \xi_{\alpha}}(\underbrace{\nabla_{\mu} \xi_{\nu} \nabla^{\mu} \xi^{\nu}}_{\rightarrow-2 \kappa^{2}}+2 \nabla_{\mu} V \nabla^{\mu} V) \\
& -12 \underbrace{V^{2}}_{\rightarrow 0} \nabla_{\alpha}\left(\nabla_{\mu} \xi_{\nu} \nabla^{\mu} \xi^{\nu}+2 \nabla_{\mu} V \nabla^{\mu} V\right)
\end{aligned}
$$

where we have used Eq. (3.31) in the form $\nabla_{\alpha} V^{2} \stackrel{\mathscr{H}}{=} 2 \kappa \xi_{\alpha}$, as well as expression (3.36) of $\kappa^{2}$. Hence we are left with

$$
\kappa\left(\nabla_{\mu} V \nabla^{\mu} V-\kappa^{2}\right) \xi_{\alpha} \longrightarrow 0 \quad \text { on } \mathscr{H} .
$$

Now, by the very definition of a Killing horizon, $\xi_{\alpha} \neq 0$ on $\mathscr{H}$. Moreover, $\mathscr{H}$ being a nondegenerate Killing horizon, we have $\kappa \neq 0$ as well. The above limit is then equivalent to (3.62).

In the region where $\boldsymbol{\xi}$ is timelike, the vector field

$$
\begin{equation*}
\boldsymbol{u}:=\frac{1}{V} \boldsymbol{\xi} \tag{3.70}
\end{equation*}
$$

is a future-directed unit timelike vector field. It is future-directed because by convention ${ }^{8} \boldsymbol{\xi}$ is future-directed null on $\mathscr{H}$ and by continuity this orientation must be preserved in the region where $\boldsymbol{\xi}$ is timelike. The unit vector field $\boldsymbol{u}$ can be then considered as the 4 -velocity of an observer $\mathscr{O}$, whose worldline of is a field line of $\boldsymbol{\xi}$, i.e. an orbit of the isometry group generated by $\boldsymbol{\xi}$. One may call $\mathscr{O}$ a stationary observer since the spacetime geometry is not changing along its worldline. The 4 -acceleration of $\mathscr{O}$ is

$$
\begin{aligned}
\boldsymbol{a} & :=\boldsymbol{\nabla}_{\boldsymbol{u}} \boldsymbol{u} \\
& =\boldsymbol{\nabla}_{V^{-1} \boldsymbol{\xi}}\left(V^{-1} \boldsymbol{\xi}\right)=V^{-1} \boldsymbol{\nabla}_{\boldsymbol{\xi}}\left(V^{-1} \boldsymbol{\xi}\right)=V^{-1}\left[-V^{-2}\left(\boldsymbol{\nabla}_{\boldsymbol{\xi}} V\right) \boldsymbol{\xi}+V^{-1} \boldsymbol{\nabla}_{\xi} \boldsymbol{\xi}\right] .
\end{aligned}
$$

[^16]Now, since $\boldsymbol{\xi}$ is a symmetry generator, $\boldsymbol{\nabla}_{\boldsymbol{\xi}} V=0$. This can be shown explicitly by means of Killing equation (3.19):

$$
\nabla_{\xi} V=\xi^{\mu} \nabla_{\mu}\left(\sqrt{-\xi_{\nu} \xi^{\nu}}\right)=-\frac{1}{2 \sqrt{-\xi_{\nu} \xi^{\nu}}} \xi^{\mu} \nabla_{\mu}\left(\xi_{\nu} \xi^{\nu}\right)=-\frac{1}{V} \underbrace{\xi^{\mu} \xi^{\nu} \nabla_{\mu} \xi_{\nu}}_{0}=0
$$

We have thus

$$
\begin{equation*}
\boldsymbol{a}=\frac{1}{V^{2}} \nabla_{\xi} \boldsymbol{\xi} \tag{3.71}
\end{equation*}
$$

Thanks to Killing equation (3.19), we may rewrite this relation as

$$
a_{\alpha}=\frac{1}{V^{2}} \xi^{\mu} \nabla_{\mu} \xi_{\alpha}=-\frac{1}{V^{2}} \xi^{\mu} \nabla_{\alpha} \xi_{\mu}=-\frac{1}{2 V^{2}} \nabla_{\alpha}\left(\xi_{\mu} \xi^{\mu}\right)=\frac{1}{2 V^{2}} \nabla_{\alpha} V^{2}=\nabla_{\alpha} \ln V
$$

hence

$$
\begin{equation*}
\boldsymbol{a}=\vec{\nabla} \ln V \tag{3.72}
\end{equation*}
$$

The norm of $\boldsymbol{a}$, which is always a spacelike vector (since $\boldsymbol{u} \cdot \boldsymbol{u}=-1$ implies $\boldsymbol{u} \cdot \boldsymbol{a}=0$ ), is

$$
\begin{equation*}
a:=\sqrt{\boldsymbol{a} \cdot \boldsymbol{a}}=\frac{1}{V} \sqrt{\nabla_{\mu} V \nabla^{\mu} V} . \tag{3.73}
\end{equation*}
$$

Given the result (3.62), we get an expression of $\kappa$ involving $a$ :

$$
\begin{equation*}
\kappa=\lim _{\theta \rightarrow \mathscr{H}} V a \text {, } \tag{3.74}
\end{equation*}
$$

where $\mathscr{O} \rightarrow \mathscr{H}$ means that the limit is achieved by choosing the worldline of observer $\mathscr{O}$ arbitrarily close to $\mathscr{H}$. Since $V \rightarrow 0$ as one approaches $\mathscr{H}$, it follows that

$$
\begin{equation*}
\lim _{\overparen{O} \rightarrow \mathscr{H}} a=+\infty . \tag{3.75}
\end{equation*}
$$

This means that the acceleration felt by observer $\mathscr{O}$ (the "gravity") diverges as $\mathscr{O}$ approaches $\mathscr{H}$. In that sense, the physical surface gravity of $\mathscr{H}$ is infinite. But Eq. (3.74) shows that the rescaled acceleration $V a$ remains finite as one approaches $\mathscr{H}$, and tends to $\kappa$. It is this quantity that is named the surface gravity of the Killing horizon $\mathscr{H}$.
Remark 7: As stressed above, the surface gravity $\kappa$ is not the actual gravity $a$ measured locally, i.e. by an observer at rest with respect to $\mathscr{H}$ and infinitely close to it. However, $\kappa$ can be interpreted as a physical force (per unit mass) measured by a distant observer, at least in the special case of a Schwarzschild black hole, for which $\boldsymbol{\xi}$ is timelike in the entire region outside the Killing horizon ${ }^{9}$. In this case, one can identify $\kappa$ with the magnitude of the force exerted by an observer "at infinity" to hold in place a particle of unit mass close to $\mathscr{H}$ by means of an infinitely long massless string (see e.g. Sec. 5.2.4 of Poisson's textbook [374]).

[^17]

Figure 3.7: Bifurcate Killing horizon $\mathscr{H}_{1} \cup \mathscr{H}_{2}$ with respect to the Killing vector field $\boldsymbol{\xi} ; \mathscr{S}$ is the bifurcation surface. $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ are null geodesic generators of respectively $\mathscr{H}_{1}$ and $\mathscr{H}_{2}$, which cross each other at the point $p \in \mathscr{S}$.

### 3.4 Bifurcate Killing horizons

We shall extend here the study of Killing horizons by introducing the concept of bifurcate Killing horizon, which is particularly important for black hole physics.

### 3.4.1 Definition and first properties

Let $(\mathscr{M}, \boldsymbol{g})$ be a $n$-dimensional spacetime endowed with a Killing vector field $\boldsymbol{\xi}$. A bifurcate Killing horizon is the union

$$
\begin{equation*}
\mathscr{H}=\mathscr{H}_{1} \cup \mathscr{H}_{2}, \tag{3.76}
\end{equation*}
$$

such that

- $\mathscr{H}_{1}$ and $\mathscr{H}_{2}$ are two null hypersurfaces;
- $\mathscr{S}:=\mathscr{H}_{1} \cap \mathscr{H}_{2}$ is a spacelike $(n-2)$-surface;
- each of the sets $\mathscr{H}_{1} \backslash \mathscr{S}$ and $\mathscr{H}_{2} \backslash \mathscr{S}$ has two connected components, which are Killing horizons with respect to $\boldsymbol{\xi}$.

The $(n-2)$-dimensional submanifold $\mathscr{S}$ is called the bifurcation surface of $\mathscr{H}$.

Hence we may say that a bifurcate Killing horizon is formed by four Killing horizons, $\mathscr{H}_{1}^{+}$, $\mathscr{H}_{1}^{-}, \mathscr{H}_{2}^{+}$and $\mathscr{H}_{2}^{-}$say, which are glued together at the bifurcation surface $\mathscr{S}$ (cf. Fig. 3.7), in such a way that

$$
\mathscr{H}_{1}=\mathscr{H}_{1}^{-} \cup \mathscr{S} \cup \mathscr{H}_{1}^{+} \quad \text { and } \quad \mathscr{H}_{2}=\mathscr{H}_{2}^{-} \cup \mathscr{S} \cup \mathscr{H}_{2}^{+}
$$

are null hypersurfaces.
A first property of bifurcate Killing horizons is

## Property 3.12: vanishing of the Killing vector on the bifurcation surface

The Killing vector field vanishes on the bifurcation surface of a bifurcate Killing horizon:

$$
\begin{equation*}
\left.\boldsymbol{\xi}\right|_{\mathscr{S}}=0 . \tag{3.77}
\end{equation*}
$$

Proof. Let $p \in \mathscr{S}$ and let us assume that $\left.\boldsymbol{\xi}\right|_{p} \neq 0$. Let $\mathscr{L}_{1}$ (resp. $\mathscr{L}_{2}$ ) be the null geodesic generator of $\mathscr{H}_{1}$ (resp. $\mathscr{H}_{2}$ ) that intersects $\mathscr{S}$ at $p$ (cf. Fig. 3.7). By definition of a Killing horizon, $\boldsymbol{\xi}$ is tangent to $\mathscr{L}_{1} \cap \mathscr{H}_{1}^{+}$and to $\mathscr{L}_{1} \cap \mathscr{H}_{1}^{-}$, i.e. to $\mathscr{L}_{1} \backslash\{p\}$. If $\left.\boldsymbol{\xi}\right|_{p} \neq 0$, then by continuity, $\boldsymbol{\xi}$ is a (non-vanishing) tangent vector field all along $\mathscr{L}_{1}$. Similarly, $\boldsymbol{\xi}$ is tangent to all $\mathscr{L}_{2}$. At their intersection point $p$, the geodesics $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ have thus a common tangent vector, namely $\left.\boldsymbol{\xi}\right|_{p}$. The geodesic uniqueness theorem (Property B. 10 in Appendix B) then implies $\mathscr{L}_{1}=\mathscr{L}_{2}$, so that $\mathscr{L}_{1} \subset \mathscr{H}_{1} \cap \mathscr{H}_{2}=\mathscr{S}$. But since $\mathscr{S}$ is spacelike and $\mathscr{L}_{1}$ is null, we reach a contradiction. Hence we must have $\left.\boldsymbol{\xi}\right|_{p}=0$.

Remark 1: Having a Killing vector field that vanishes somewhere (here $\mathscr{S}$ ) is not the sign of any pathology: it simply means that the points of $\mathscr{S}$ are fixed points of the isometries generated by $\boldsymbol{\xi}$, since setting $\boldsymbol{\xi}=0$ in Eq. (3.14) leads to $\mathrm{d} \boldsymbol{x}=0$, i.e. to $\Phi_{\mathrm{d} t}(p)=p$.

Remark 2: Contrary to what the name may suggest, a bifurcate Killing horizon is not a Killing horizon, for the latter, as defined in Sec. 3.3.2, is a regular (i.e. embedded) hypersurface of $\mathscr{M}$ (cf. Sec. A.2.7 in Appendix A), while the union of two hypersurfaces is not in general a hypersurface. Moreover on a Killing horizon, the Killing vector field is nowhere vanishing [cf. Eq. (3.21)], while on a bifurcate Killing horizon, it is vanishing at the bifurcation surface.

Example 19 (Lorentz-boost bifurcate Killing horizon): Let us consider Minkowski spacetime and the Killing vector given by Eq. (3.23): $\boldsymbol{\xi}:=x \boldsymbol{\partial}_{t}+t \boldsymbol{\partial}_{x}$, namely the generator of Lorentz boosts in the $(t, x)$ plane. Let us take for $\mathscr{H}_{1}$ the null hyperplane $t=x$ considered in Example 7 and denoted there by $\mathscr{H}$. The two half-hyperplanes defined by Eq. (3.24) are then the Killing horizons $\mathscr{H}_{1}^{+}$and $\mathscr{H}_{1}^{-}$. The union $\mathscr{H}_{1} \cup \mathscr{H}_{2}$, where $\mathscr{H}_{2}$ is the null hyperplane $t=-x$ is a bifurcate Killing horizon with respect to $\boldsymbol{\xi}$, with the 2-plane $(t, x)=(0,0)$ as bifurcation surface (cf. Fig. 3.8). Note that on $\mathscr{H}_{1}$, the Killing vector $\boldsymbol{\xi}$ points away from $\mathscr{S}$, while on $\mathscr{H}_{2}$, it points towards $\mathscr{S}$, as in the generic figure 3.7.

### 3.4.2 Non-degenerate Killing horizons and Boyer's theorem

Let us consider a Killing horizon $\mathscr{H}$ with respect to some Killing vector $\boldsymbol{\xi}$, such that the surface gravity $\kappa$ is constant over $\mathscr{H}$. According to the zeroth law (Property 3.10), this is guaranteed if the null dominance condition is fulfiled. In what follows, we focus on the case where $\kappa \neq 0$, i.e. $\mathscr{H}$ is a non-degenerate Killing horizon (cf. Sec. 3.3.6). In this case, the parameter $t$ of the null geodesic generators of $\mathscr{H}$ associated to $\xi$ is not affine (for $\kappa$ is the non-affinity coefficient of $\boldsymbol{\xi})$. However, we may rescale $\boldsymbol{\xi}$ to get an affine parameter, at the price of loosing the Killing vector feature:


Figure 3.8: Bifurcate Killing horizon $\mathscr{H}_{1} \cup \mathscr{H}_{2}$ with respect to the Killing vector $\boldsymbol{\xi}=x \boldsymbol{\partial}_{t}+t \boldsymbol{\partial}_{x}$ generating Lorentz boosts in the plane $(t, x)$ of Minkowski spacetime. The dimension along $z$ having been suppressed, the bifurcation surface $\mathscr{S}$ appears as a line, while it is actually a 2-plane.

## Property 3.13: affine parametrization of a non-degenerate Killing horizon

Let $\mathscr{H}$ be a Killing horizon (with respect to a Killing vector $\boldsymbol{\xi}$ ) of constant nonzero surface gravity $\kappa$. Let $t$ be the parameter of the null geodesic generators $\mathscr{L}$ of $\mathscr{H}$ associated to $\boldsymbol{\xi}$ ( $\boldsymbol{\xi}=\mathrm{d} \boldsymbol{x} / \mathrm{d} t$ along $\mathscr{L}$ ). The null vector field $\boldsymbol{\ell}$ defined on $\mathscr{H}$ by

$$
\begin{equation*}
\boldsymbol{\ell}=\mathrm{e}^{-\kappa t} \boldsymbol{\xi} \quad \Longleftrightarrow \boldsymbol{\xi}=\mathrm{e}^{\kappa t} \boldsymbol{\ell} \tag{3.78}
\end{equation*}
$$

is a geodesic vector field and the affine parameter associated to it is

$$
\begin{equation*}
\lambda=\frac{\mathrm{e}^{\kappa t}}{\kappa}+\lambda_{0} \tag{3.79}
\end{equation*}
$$

where $\lambda_{0}$ is constant along a given geodesic generator.

Proof. We have

$$
\boldsymbol{\nabla}_{\ell} \ell=\boldsymbol{\nabla}_{\mathrm{e}^{-\kappa t} \boldsymbol{\xi}}\left(\mathrm{e}^{-\kappa t} \boldsymbol{\xi}\right)=\mathrm{e}^{-\kappa t} \boldsymbol{\nabla}_{\boldsymbol{\xi}}\left(\mathrm{e}^{-\kappa t} \boldsymbol{\xi}\right)=\mathrm{e}^{-\kappa t}[(\underbrace{\boldsymbol{\nabla}_{\boldsymbol{\xi}} \mathrm{e}^{-\kappa t}}_{\mathrm{de}^{-\kappa t} / \mathrm{d} t}) \boldsymbol{\xi}+\mathrm{e}^{-\kappa t} \underbrace{\boldsymbol{\nabla}_{\xi} \boldsymbol{\xi}}_{\kappa \boldsymbol{\xi}}]=0 .
$$

Hence $\ell$ is a geodesic vector. Besides, along any null generator of $\mathscr{H}$, one has [cf. Eq. (A.8)]

$$
\frac{\mathrm{d} \lambda}{\mathrm{~d} t}=\boldsymbol{\xi}(\lambda)=\mathrm{e}^{\kappa t} \underbrace{\boldsymbol{\ell}(\lambda)}_{1}=\mathrm{e}^{\kappa t}
$$

which, once integrated, yields Eq. (3.79).

Let us assume $\kappa>0$ and consider a null geodesic generator $\mathscr{L}$ of $\mathscr{H} ; \mathscr{L}$ can be parameterized by $t$, the corresponding tangent vector being $\boldsymbol{\xi}$. When $t$ spans the whole interval $(-\infty,+\infty)$, Eq. (3.79) implies that $\lambda$ spans the interval $\left(\lambda_{0},+\infty\right)$ only. Since $\lambda$ is an affine parameter of $\mathscr{L}$, this means that $\mathscr{L}$ is an incomplete geodesic (cf. Sec. B.3.2). Moreover, Eq. (3.78) leads to

$$
\begin{equation*}
\boldsymbol{\xi} \rightarrow 0 \quad \text { when } \quad t \rightarrow-\infty \quad(\kappa>0) \tag{3.80}
\end{equation*}
$$

In other words, the Killing vector field $\boldsymbol{\xi}$ vanishes and the null geodesic $\mathscr{L}$ stops at the "edge" of $\mathscr{H}$ corresponding to $t \rightarrow-\infty$. If there is no obstacle (spacetime singularity or spacetime edge $\left.^{10}\right), \mathscr{L}$ can be extended to $\lambda \in\left(-\infty, \lambda_{0}\right]$, giving rise to a complete null geodesic $\tilde{\mathscr{L}}$. This operation can be performed for all the null geodesic generators of $\mathscr{H}$ and we have the freedom to choose the same value of $\lambda_{0}$ in Eq. (3.79) for all of them. In this process, one gives birth to a null hypersurface, $\tilde{\mathscr{H}}$ say, which contains $\mathscr{H}$. Let $\mathscr{S} \subset \tilde{\mathscr{H}}$ be the set of points of affine parameter $\lambda=\lambda_{0}$ along all the extended null geodesics $\tilde{\mathscr{L}} . \mathscr{S}$ is clearly a cross-section of $\tilde{\mathscr{H}}$ (cf. Sec. 2.3.4); it is then a spacelike $(n-2)$-dimensional surface. Assuming that $\xi$ is future-directed on $\mathscr{H}, \mathscr{S}$ constitutes the past boundary of $\mathscr{H}$, i.e. the boundary corresponding to $t \rightarrow-\infty$. Since $\boldsymbol{\xi}$ is a smooth vector field on $\mathscr{M}$, Eq. (3.80) implies that $\boldsymbol{\xi}$ vanishes on $\mathscr{S}$. In other words, $\mathscr{S}$ is a set of fixed points for the isometry group generated by $\boldsymbol{\xi}$ (cf. Remark 1 above). Let us denote by $\mathscr{H}^{-}$the subset of $\tilde{\mathscr{H}}$ generated by the segments $\lambda<\lambda_{0}$ of the null geodesics $\tilde{\mathscr{L}}: \mathscr{H}^{-}=\tilde{\mathscr{H}} \backslash(\mathscr{H} \cup \mathscr{S})$. $\mathscr{H}^{-}$is clearly a null hypersurface. Since $\mathscr{S}$ is spacelike and ( $n-2$ )-dimensional, there are, at each point $p \in \mathscr{S}$, only two null directions normal to $\mathscr{S}$ (cf. Sec. 2.3.4). One of them is along $\ell$. The set of all null geodesics departing from $\mathscr{S}$ along the other null direction forms a null hypersurface, $\mathscr{H}_{2}^{+}$say, in the future of $\mathscr{S}$ and another null hypersurface, $\mathscr{H}_{2}^{-}$say, in the past of $\mathscr{S}$. By studying the behaviour of a Killing vector field around the set of its fixed points (here $\mathscr{S}$ ), Boyer [63] has shown that in the current setting (i.e. $\mathscr{S}$ spacelike), $\boldsymbol{\xi}$ acts locally as the generator of Lorentz boosts in Minkowski spacetime and $\mathscr{S}$ is the bifurcation surface of a bifurcate Killing horizon similar to that of Example 19 (cf. Fig. 3.8). More precisely, Boyer proved the following:

Property 3.14: Boyer's theorem (Boyer 1969 [63])
A Killing horizon $\mathscr{H}$ with respect to a Killing vector $\boldsymbol{\xi}$ is contained in a bifurcate Killing horizon if and only if $\mathscr{H}$ contains at least one null geodesic orbit of the isometry group that is complete as an orbit, i.e. such that the group parameter $t$ associated to $\boldsymbol{\xi}$ takes all values in $\mathbb{R}$, but that is incomplete and extendable as a geodesic.

That $\mathscr{H}$ contains an orbit that is an incomplete geodesic is guaranteed by $\kappa \neq 0$, as we have just seen. It follows that $\mathscr{H}^{-}, \mathscr{H}_{2}^{+}$and $\mathscr{H}_{2}^{-}$are three Killing horizons, so that $\mathscr{H} \cup \mathscr{H}^{-} \cup \mathscr{H}_{2}^{+} \cup \mathscr{H}_{2}^{-} \cup \mathscr{S}$ is a bifurcate Killing horizon.

If $\kappa<0$, we see from Eq. (3.79) that while $t$ spans the whole interval $(-\infty,+\infty)$, the affine parameter $\lambda$ spans the interval $\left(-\infty, \lambda_{0}\right)$ only. Moreover, Eq. (3.78) leads to

$$
\begin{equation*}
\boldsymbol{\xi} \rightarrow 0 \quad \text { when } \quad t \rightarrow+\infty \quad(\kappa<0) \tag{3.81}
\end{equation*}
$$

[^18]The reasoning developed for $\kappa>0$ can be applied mutatis mutandis, leading to a bifurcate Killing horizon with a bifurcation surface $\mathscr{S}$ that is the future boundary of $\mathscr{H}$. Hence we conclude:

Property 3.15: non-degenerate Killing horizons and bifurcate Killing horizons
The null geodesic generators of a non-degenerate Killing horizon $\mathscr{H}$ are incomplete; if they can be extended, $\mathscr{H}$ is contained in a bifurcate Killing horizon, the bifurcation surface of which is the past (resp. future) boundary of $\mathscr{H}$ if $\kappa>0$ (resp. $\kappa<0$ ).

Remark 3: It could be that the generators of $\mathscr{H}$ cannot be extended simply because the spacetime $(\mathscr{M}, \boldsymbol{g})$ is not been chosen "large enough". I. Rácz and R.M. Wald [379] have shown that under some mild hypotheses (in particular that ( $\mathscr{M}, \boldsymbol{g})$ is globally hyperbolic), one can extend $(\mathscr{M}, \boldsymbol{g})$ to a larger spacetime with a bifurcate Killing horizon containing $\mathscr{H}$.

Remark 4: For a degenerate Killing horizon, the problem of extension disappears, since $t$ is then an affine parameter of the null generators. Consequently if $t$ spans the whole interval $(-\infty, \infty)$, the null generators are complete geodesics. One can still have $\boldsymbol{\xi} \rightarrow 0$ at some boundary of $\mathscr{H}$, but this is a null boundary, not a spacelike one, and it does not correspond to a bifurcation surface. An example is the Killing horizon with respect to a null-rotation Killing vector in Minkowski spacetime, exhibited as Examples 8 and 13, p. 65 and 73 respectively (cf. Fig. 3.5): $\boldsymbol{\xi}=0$ on the null 2 -plane of equation $t=x$, $y=0$.

Historical note : The concept of bifurcate Killing horizons has been introduced by Robert H. Boyer (1932-1966), a young American mathematical physicist who had just been appointed to the University of Liverpool. Sadly, Boyer was killed, among 14 victims, in a mass murder that occurred in the University of Texas at Austin on 1 August 1966. His last notes, containing the definition of a bifurcate Killing horizon and the proof of Property 3.14, have been turned into an article by Jürgen Ehlers and John Stachel, which has been published in 1969 [63].

### 3.4.3 Zeroth law for bifurcate Killing horizons

For a Killing horizon that is part of a bifurcate Killing horizon, one can establish the constancy of the surface gravity $\kappa$ (the "zeroth law") by means of the vanishing of the Killing vector $\boldsymbol{\xi}$ at the bifurcation surface, without requiring the null dominance condition as for a generic Killing horizon in Property 3.10:

## Property 3.16: zeroth law for bifurcate Killing horizons

The surface gravity is a nonzero constant over any Killing horizon that is part of a bifurcate Killing horizon:

$$
\begin{equation*}
\kappa=\text { const } \neq 0 \tag{3.82}
\end{equation*}
$$

Proof. Let $\mathscr{H}$ be a Killing horizon that is part of a bifurcate Killing horizon $\hat{\mathscr{H}}$ with respect to a Killing vector $\boldsymbol{\xi}$. Let $\boldsymbol{v}$ be a generic non-vanishing vector field tangent to $\mathscr{H}$. Let us evaluate the derivative of $\kappa$ along $\boldsymbol{v}$ from expression (3.36):

$$
2 \kappa \boldsymbol{\nabla}_{\boldsymbol{v}} \kappa=-\frac{1}{2} v^{\rho} \nabla_{\rho}\left(\nabla_{\mu} \xi_{\nu} \nabla^{\mu} \xi^{\nu}\right)=-v^{\rho} \nabla_{\rho} \nabla_{\mu} \xi_{\nu} \nabla^{\mu} \xi^{\nu}
$$

Now a standard identity valid for any Killing vector $\boldsymbol{\xi}$ is ${ }^{11}$

$$
\begin{equation*}
\nabla_{\gamma} \nabla_{\beta} \xi^{\alpha}=R_{\beta \gamma \mu}^{\alpha} \xi^{\mu}, \tag{3.83}
\end{equation*}
$$

where $R^{\alpha}{ }_{\beta \gamma \mu}$ is the Riemann curvature tensor of $\boldsymbol{g}$. We thus get, making use of the antisymmetry property (A.108) to set $-R_{\nu \mu \rho \sigma}=R_{\mu \nu \rho \sigma}$,

$$
\begin{equation*}
2 \kappa \boldsymbol{\nabla}_{\boldsymbol{v}} \kappa=v^{\rho} R_{\mu \nu \rho \sigma} \xi^{\sigma} \nabla^{\mu} \xi^{\nu} \tag{3.84}
\end{equation*}
$$

If we choose the vector $\boldsymbol{v}$ to be the null normal $\boldsymbol{\ell} \stackrel{\mathscr{H}}{=} \boldsymbol{\xi}$, we get immediately $2 \kappa \boldsymbol{\nabla}_{\boldsymbol{\ell}} \kappa=0$, given that $R_{\mu \nu \rho \sigma} \xi^{\rho} \xi^{\sigma}=0$ (property (A.105)). Then $\kappa=0$ or $\nabla_{\ell} \kappa=0$. In both cases, this means that $\kappa$ must be constant along a given null generator $\mathscr{L}$ of $\mathscr{H}$. We thus recover the result (3.37). There remains to prove that $\kappa$ does not vary from one generator to the other. For this, we shall use that $\mathscr{H}$ belongs to the bifurcate Killing horizon $\hat{\mathscr{H}}$. By virtue of Boyer's theorem (Property 3.14), one has $\kappa \neq 0$, for if $\kappa$ would be zero along $\mathscr{L}$, the latter would be a complete geodesic and $\mathscr{H}$ could not be part of a bifurcate Killing horizon. The bifurcation surface $\mathscr{S}$ of $\hat{\mathscr{H}}$ is part of the topological closure of $\mathscr{H}$ (cf. Fig. 3.7, with e.g. $\mathscr{H}_{1}^{+}$standing for $\mathscr{H}$ ), so it is meaningfull to consider the limit of Eq. (3.84) to $\mathscr{S}$ for a vector field $v$ on $\mathscr{H}$ that tends to a
 smooth vector field on $\mathscr{M}$, the limit yields (taking into account $\kappa \neq 0$ )

$$
\nabla_{v} \kappa \stackrel{\mathscr{S}}{=} 0
$$

It follows that $\kappa$ (or more precisely the limit to $\mathscr{S}$ of $\mathscr{H}$ 's surface gravity $\kappa$ ) is uniform over $\mathscr{S}$. Each null generator $\mathscr{L}$ of $\mathscr{H}$ is an incomplete geodesic, which once extended to a complete geodesic, intersects $\mathscr{S}$ at single point. The constancy of $\kappa$ on $\mathscr{S}$ implies then that $\kappa$ cannot vary from one null generator to the other. $\kappa$ is thus uniform over $\mathscr{H}$.

Example 20 (Lorentz-boost bifurcate Killing horizon): Let us consider the bifurcate Killing horizon $\hat{\mathscr{H}}$ of Minkowski spacetime discussed in Example 19 and illustrated in Fig. 3.8. The corresponding Killing vector is the Lorentz-boost generator $\boldsymbol{\xi}:=x \partial_{t}+t \partial_{x}$. An easy computation yields $\nabla_{\xi} \boldsymbol{\xi}=t \partial_{t}+x \partial_{x}$. On the components $\mathscr{H}_{1}^{+}$and $\mathscr{H}_{1}^{-}$of $\hat{\mathscr{H}}$ (cf. Fig. 3.8), one has $t=x$, so that $\boldsymbol{\xi}=t\left(\boldsymbol{\partial}_{t}+\boldsymbol{\partial}_{x}\right)$ and

[^19]$\nabla_{\xi} \boldsymbol{\xi}=t\left(\boldsymbol{\partial}_{t}+\boldsymbol{\partial}_{x}\right)$. Hence $\nabla_{\xi} \boldsymbol{\xi}=\boldsymbol{\xi}$ and $\kappa=1$ there. On the components $\mathscr{H}_{2}^{+}$and $\mathscr{H}_{2}^{-}$of $\hat{\mathscr{H}}$ (cf. Fig. 3.8), one has $t=-x$, so that $\boldsymbol{\xi}=t\left(-\boldsymbol{\partial}_{t}+\boldsymbol{\partial}_{x}\right)$ and $\boldsymbol{\nabla}_{\xi} \boldsymbol{\xi}=t\left(\boldsymbol{\partial}_{t}-\boldsymbol{\partial}_{x}\right)$. Hence $\boldsymbol{\nabla}_{\xi} \boldsymbol{\xi}=-\boldsymbol{\xi}$ and $\kappa=-1$ there. We conclude that $\kappa$ is constant over any of the four Killing horizons constituting $\hat{\mathscr{H}}$.

Remark 5: As the above example shows, the surface gravity is not uniform over all the bifurcate Killing horizon $\hat{\mathscr{H}}$; it keeps the same value only on the subsets $\mathscr{H}_{1}^{-} \cup \mathscr{H}_{1}^{+}$and $\mathscr{H}_{2}^{-} \cup \mathscr{H}_{2}^{+}$.

Historical note : The proof of the zeroth law for Killing horizons that are part of a bifurcate Killing horizon (Property 3.16) has been first presented by Bernard Kay and Robert Wald in 1991 [277]; these authors mentioned that the proof had been suggested to them by Robert Geroch. The proof appears also in the notes from a lecture given by Wald at a school held in Erice in May 1991 [447]. It is also presented in Poisson's textbook [374].

### 3.5 Summary

Here is an inheritance diagram summarizing the main results of this chapter. The vertical arrow means "is a", i.e. the item at the bottom of an arrow is a special case of the item at the top of the arrow. "NCC" stands for "Null Convergence Condition" [Eq. (2.94)], "NDC" for "Null Dominance Condition" [Eq. (3.43)] and "BKH" for "Bifurcate Killing Horizon" (Sec. 3.4.1).
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### 4.1 Introduction

Having attempted in Chaps. 2 and 3 to characterize a black hole by the local properties of its boundary, we turn now to the general definition of a black hole. As it could have been anticipated from the naive "definition" given in Sec. 2.2.1, the mathematically meaningful definition of a black hole cannot be local: it has to take into account the full spacetime structure, in particular its future asymptotics. Indeed, to conclude firmly that a particle has escaped from a given region, one has to wait until the "end of time" to make sure that the particle will never be back...

In this chapter, we therefore consider the global spacetime picture to arrive at the general definition of a black hole in Sec. 4.4. This amounts to focusing on the spacetime asymptotics, which can be seen as the region where the "distant observers" live and may, or may not, receive light signal from some "central region". This far-away structure is best described in terms of the so-called conformal completion, which brings the spacetime infinity(ies) to a finite distance in another manifold - a technique initiated by R. Penrose [362, 363] (see Refs. [180] and [342] for a review). We start by investigating the conformal completion of the simplest of all spacetimes: Minkowski spacetime.


Figure 4.1: Lines of constant null coordinates $u$ (solid) and $v$ (dashed) in terms of the coordinates $(t, r)$.

### 4.2 Conformal completion of Minkowski spacetime

In this section $(\mathscr{M}, \boldsymbol{g})$ is the 4 -dimensional Minkowski spacetime, i.e. $\mathscr{M}$ is a smooth manifold diffeomorphic to $\mathbb{R}^{4}$ and $\boldsymbol{g}$ is the metric tensor whose expression in terms of some global coordinates $(t, x, y, z)$ implementing the diffeomorphism to $\mathbb{R}^{4}$ (i.e. Minkowskian coordinates) is

$$
\begin{equation*}
\boldsymbol{g}=-\mathbf{d} t^{2}+\mathbf{d} x^{2}+\mathbf{d} y^{2}+\mathbf{d} z^{2} . \tag{4.1}
\end{equation*}
$$

### 4.2.1 Finite-range coordinates on Minkowski spacetime

Since we would like to deal with the "far" region, it is natural to introduce $r:=\sqrt{x^{2}+y^{2}+z^{2}}$ and the associated spherical coordinates $(t, r, \theta, \varphi)$, which are related to the Minkowskian ones by

$$
\left\{\begin{array}{l}
x=r \sin \theta \cos \varphi  \tag{4.2}\\
y=r \sin \theta \sin \varphi \\
z=r \cos \theta
\end{array}\right.
$$

The coordinates $(t, r, \theta, \varphi)$ span $\mathbb{R} \times(0,+\infty) \times(0, \pi) \times(0,2 \pi)$; they do not cover the whole manifold $\mathscr{M}$ as a regular chart (cf. Sec. A.2.1 of Appendix A), but only $\mathscr{M} \backslash \Pi$, where $\Pi$ is the closed half hyperplane defined by $y=0$ and $x \geq 0$. Once expressed in terms of the spherical coordinates, the Minkowski metric (4.1) takes the form

$$
\begin{equation*}
\boldsymbol{g}=-\mathbf{d} t^{2}+\mathbf{d} r^{2}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{4.3}
\end{equation*}
$$



Figure 4.2: The arctangent function mapping $\mathbb{R}$ to $(-\pi / 2, \pi / 2)$.

Let us introduce the null coordinate system $(u, v, \theta, \varphi)$ where $u$ and $v$ are respectively the retarded and advanced time defined by (cf. Fig. 4.1)

$$
\left\{\begin{array} { l } 
{ u = t - r }  \tag{4.4}\\
{ v = t + r }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
t=\frac{1}{2}(v+u) \\
r=\frac{1}{2}(v-u)
\end{array}\right.\right.
$$

One has then $\mathbf{d} u \mathbf{d} v=\mathbf{d} t^{2}-\mathbf{d} r^{2}$ and the metric tensor (4.3) takes the shape

$$
\begin{equation*}
\boldsymbol{g}=-\mathbf{d} u \mathbf{d} v+\frac{1}{4}(v-u)^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) . \tag{4.5}
\end{equation*}
$$

The coordinates $(u, v)$ span the half part of $\mathbb{R}^{2}$ defined by $u<v$. In order to have coordinates within a finite range, let us consider their arctangents (cf. Fig. 4.2):

$$
\left\{\begin{array} { l } 
{ U = \operatorname { a r c t a n } u }  \tag{4.6}\\
{ V = \operatorname { a r c t a n } v }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
u=\tan U \\
v=\tan V
\end{array}\right.\right.
$$

Given that arctan is a monotonically increasing function (cf. Fig. 4.2), the coordinates ( $U, V$ ) span the half part of $(-\pi / 2, \pi / 2) \times(-\pi / 2, \pi / 2)$ defined by $U<V$ :

$$
\begin{equation*}
-\frac{\pi}{2}<U<\frac{\pi}{2}, \quad-\frac{\pi}{2}<V<\frac{\pi}{2}, \quad \text { and } \quad U<V \tag{4.7}
\end{equation*}
$$

Since

$$
\mathrm{d} u=\frac{\mathrm{d} U}{\cos ^{2} U}, \quad \mathrm{~d} v=\frac{\mathrm{d} V}{\cos ^{2} V} \quad \text { and } \quad \tan V-\tan U=\frac{\sin (V-U)}{\cos U \cos V},
$$

the Minkowski metric (4.5) is expressed in terms of the coordinates $(U, V, \theta, \varphi) \mathrm{as}^{1}$

$$
\begin{equation*}
\boldsymbol{g}=\frac{1}{4 \cos ^{2} U \cos ^{2} V}\left[-4 \mathbf{d} U \mathbf{d} V+\sin ^{2}(V-U)\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)\right] \tag{4.8}
\end{equation*}
$$

[^20]Remark 1: The retarded/advanced times $u$ and $v$ have the dimension of a time, or of a length in the $c=1$ units that we are using. Therefore, one should introduce some length scale, $\ell_{0}$ say, before taking their arctangent and rewrite (4.6) as

$$
\left\{\begin{array} { l } 
{ U = \operatorname { a r c t a n } ( u / \ell _ { 0 } ) } \\
{ V = \operatorname { a r c t a n } ( v / \ell _ { 0 } ) }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
u=\ell_{0} \tan U \\
v=\ell_{0} \tan V
\end{array}\right.\right.
$$

The coordinates $(U, V)$ are dimensionless and a global factor $\ell_{0}^{2}$ should be introduced in the right-hand side of Eq. (4.8). However, the length scale $\ell_{0}$ plays no essential role, so that, to keep simple notations, it is omitted in what follows. In other words, we are using units for which $\ell_{0}=1$.

### 4.2.2 Conformal metric

In the right-hand side of (4.8), the terms in square brackets defines a metric $\tilde{\boldsymbol{g}}$ such that

$$
\begin{equation*}
\tilde{\boldsymbol{g}}=\Omega^{2} \boldsymbol{g}, \tag{4.9}
\end{equation*}
$$

where $\Omega$ is the scalar field $\mathscr{M} \rightarrow \mathbb{R}$ obeying

$$
\begin{align*}
\Omega & =2 \cos U \cos V  \tag{4.10a}\\
& =\frac{2}{\sqrt{u^{2}+1} \sqrt{v^{2}+1}}  \tag{4.10b}\\
& =\frac{2}{\sqrt{(t-r)^{2}+1} \sqrt{(t+r)^{2}+1}} . \tag{4.10c}
\end{align*}
$$

We notice on (4.10b) and (4.10c) that the function $\Omega$ never vanishes on $\mathscr{M}$, so that the bilinear form $\tilde{\boldsymbol{g}}$ defined by (4.9) constitutes a well-behaved metric on $\mathscr{M}$. Moreover, since $\Omega^{2}>0, \tilde{\boldsymbol{g}}$ has the same signature as $\boldsymbol{g}$, i.e. $(-,+,+,+)$. The expression of $\tilde{\boldsymbol{g}}$ is deduced from (4.8) and (4.10a):

$$
\begin{equation*}
\tilde{\boldsymbol{g}}=-4 \mathbf{d} U \mathbf{d} V+\sin ^{2}(V-U)\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{4.11}
\end{equation*}
$$

In view of (4.9), one says that the metric $\tilde{\boldsymbol{g}}$ is conformal to the metric $\boldsymbol{g}$, or equivalently, that the metrics $\boldsymbol{g}$ and $\tilde{\boldsymbol{g}}$ are conformally related, or that $\tilde{\boldsymbol{g}}$ arises from $\boldsymbol{g}$ via a conformal transformation. The scalar field $\Omega$ is called the conformal factor.

A key property of a conformal transformation is to preserve orthogonality relations, since (4.9) clearly implies, at any point $p \in \mathscr{M}$,

$$
\forall(\boldsymbol{u}, \boldsymbol{v}) \in T_{p} \mathscr{M} \times T_{p} \mathscr{M}, \quad \tilde{\boldsymbol{g}}(\boldsymbol{u}, \boldsymbol{v})=0 \Longleftrightarrow \boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v})=0 .
$$

In particular, null vectors for $\tilde{\boldsymbol{g}}$ coincide with null vectors for $\boldsymbol{g}$ :

$$
\forall \ell \in T_{p} \mathscr{M}, \quad \tilde{\boldsymbol{g}}(\ell, \ell)=0 \Longleftrightarrow \boldsymbol{g}(\ell, \ell)=0
$$

Consequently the light cones of $(\mathscr{M}, \boldsymbol{g})$ and $(\mathscr{M}, \tilde{\boldsymbol{g}})$ are identical, which implies that $(\mathscr{M}, \boldsymbol{g})$ and $(\mathscr{M}, \tilde{\boldsymbol{g}})$ have the same causal structure. Moreover, since $\Omega^{2}>0$, the spacelike and timelike characters of vectors is preserved as well:

$$
\begin{align*}
\forall \boldsymbol{v} \in T_{p} \mathscr{M}, & \boldsymbol{v} \text { spacelike for } \tilde{\boldsymbol{g}} \Longleftrightarrow \boldsymbol{v} \text { spacelike for } \boldsymbol{g}  \tag{4.12}\\
& \boldsymbol{v} \text { timelike for } \tilde{\boldsymbol{g}} \Longleftrightarrow \boldsymbol{v} \text { timelike for } \boldsymbol{g} .
\end{align*}
$$

It follows that a curve $\mathscr{L}$ is timelike (resp. null, spacelike) for $\tilde{\boldsymbol{g}}$ iff $\mathscr{L}$ is timelike (resp. null, spacelike) for $\boldsymbol{g}$. Similarly, a hypersurface $\Sigma$ is timelike (resp. null, spacelike) for $\tilde{\boldsymbol{g}}$ iff $\Sigma$ is timelike (resp. null, spacelike) for $\boldsymbol{g}$.

What about geodesics? Let us first recall that a null curve is not necessarily a null geodesic (cf. Remark 2 on p. 33 and Appendix B), so that one cannot deduce from the above results that conformal transformations preserve null geodesics. However, this turns out to be true:

## Property 4.1: null geodesics preserved by conformal transformations

Let $\boldsymbol{g}$ and $\tilde{\boldsymbol{g}}$ be two Lorentzian metrics on a manifold $\mathscr{M}$ that are conformally related: $\tilde{\boldsymbol{g}}=\Omega^{2} \boldsymbol{g}$. A smooth curve $\mathscr{L}$ in $\mathscr{M}$ is a null geodesic for $\tilde{\boldsymbol{g}}$ iff $\mathscr{L}$ is a null geodesic for $\boldsymbol{g}$; any affine parameter $\tilde{\lambda}$ of $\mathscr{L}$ as a $\tilde{\boldsymbol{g}}$-geodesic is then related to any affine parameter $\lambda$ of $\mathscr{L}$ as a $\boldsymbol{g}$-geodesic by

$$
\begin{equation*}
\frac{\mathrm{d} \tilde{\lambda}}{\mathrm{~d} \lambda}=a \Omega^{2}, \tag{4.13}
\end{equation*}
$$

where $a$ is a constant.
Sketch of proof. Write explicitly the geodesic equation [Eq. (B.10)] and express the Christoffel symbols of $\tilde{\boldsymbol{g}}$ in terms of those of $\boldsymbol{g}$ and the derivatives of $\Omega$ (see e.g. Appendix D of Wald's textbook [446] for details).

On the contrary, conformal transformations preserve neither timelike geodesics nor spacelike ones.

The coordinates $(U, V)$ are of null type; let us consider instead the "time+space" coordinates $(\tau, \chi)$ defined by $^{2}$

$$
\left\{\begin{array} { l } 
{ \tau = V + U }  \tag{4.14}\\
{ \chi = V - U }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
U=\frac{1}{2}(\tau-\chi) \\
V=\frac{1}{2}(\tau+\chi) .
\end{array}\right.\right.
$$

Given (4.7), the range of these new coordinates is

$$
\begin{equation*}
0<\chi<\pi \quad \text { and } \quad \chi-\pi<\tau<\pi-\chi \tag{4.15}
\end{equation*}
$$

In other words, if we draw the Minkowski spacetime in the $(\tau, \chi)$ plane, it takes the shape of a half-diamond, as depicted in Fig. 4.3.

By combining (4.4) (4.6) and (4.14), we get the link between $(t, r)$ and $(\tau, \chi)$ :

$$
\left\{\begin{array} { l } 
{ \tau = \operatorname { a r c t a n } ( t + r ) + \operatorname { a r c t a n } ( t - r ) }  \tag{4.16}\\
{ \chi = \operatorname { a r c t a n } ( t + r ) - \operatorname { a r c t a n } ( t - r ) }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
t=\frac{\sin \tau}{\cos \tau+\cos \chi} \\
r=\frac{\sin \chi}{\cos \tau+\cos \chi}
\end{array}\right.\right.
$$

We may use these relations to draw the lines $t=$ const and $r=$ const in Fig. 4.3.
The expression of the conformal factor in the coordinates $(\tau, \chi, \theta, \varphi)$ is easily deduced from (4.10a) and (4.14):

$$
\begin{equation*}
\Omega=\cos \tau+\cos \chi \tag{4.17}
\end{equation*}
$$

[^21]

Figure 4.3: Conformal diagram of Minkowski spacetime. Constant- $r$ curves are drawn in red, while constant- $t$ ones are drawn in grey. [Figure generated by the notebook D.2.1]

### 4.2.3 Conformal completion

The expression of the conformal metric in terms of the coordinates $(\tau, \chi, \theta, \varphi)$ is easily deduced from that in terms of $(U, V, \theta, \varphi)$ as given by (4.11):

$$
\begin{equation*}
\tilde{\boldsymbol{g}}=-\mathbf{d} \tau^{2}+\mathbf{d} \chi^{2}+\sin ^{2} \chi\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) . \tag{4.18}
\end{equation*}
$$

Restricting to a $\tau=$ const hypersurface, i.e. setting $\mathbf{d} \tau=0$, we recognize the standard metric of the hypersphere $\mathbb{S}^{3}$ in the hyperspherical coordinates $(\chi, \theta, \varphi)$. Moreover, we notice that the full metric (4.18) is perfectly regular even if we relax the condition on $\tau$ in (4.15), i.e. if we let $\tau$ span the entire $\mathbb{R}$. We may then consider the manifold

$$
\begin{equation*}
\mathscr{E}=\mathbb{R} \times \mathbb{S}^{3} \tag{4.19}
\end{equation*}
$$

and $\tilde{\boldsymbol{g}}$ as the Lorentzian metric on $\mathscr{E}$ given by (4.18). The Lorentzian manifold $(\mathscr{E}, \tilde{\boldsymbol{g}})$ is nothing but the Einstein static universe, also called the Einstein cylinder, a static solution of the Einstein equation (1.40) with $\Lambda>0$ and some pressureless matter of uniform density $\rho=\Lambda /(4 \pi)$. We have thus an embedding ${ }^{3}$ of Minkowski spacetime into the Einstein cylinder (cf. Fig. 4.4):

$$
\begin{equation*}
\Phi: \mathscr{M} \longrightarrow \mathscr{E} \tag{4.20}
\end{equation*}
$$

[^22]

Figure 4.4: Two views of the Einstein cylinder $\mathscr{E}$, with the conformal embedding of Minkowski spacetime $\mathscr{M}$ in it. Each view represents a 2-dimensional cut of $\mathscr{E}$ at $\theta=\pi / 2$ and $\varphi=0$ (one half of the plotted cylinder) or $\varphi=\pi$ (the other half). The $\mathbb{S}^{3}$ sections of $\mathscr{E}$ are then depicted as horizontal circles, which are made of two half-circles corresponding to $\varphi=0$ and $\varphi=\pi$ respectively, with $\chi$ running from 0 to $\pi$ on both on them. The plotted piece of $\mathscr{M}$ is then the 2-dimensional cut $(y, z)=(0,0)$ of $\mathscr{M}$, which is a timelike plane spanned by the coordinates $(t, x)$, with $x \geq 0$ on the $\varphi=0$ half cylinder and $x \leq 0$ on the $\varphi=\pi$ half one. The red curves are the same constant $-r$ curves as in Fig. 4.3, while the black curves are the same constant- $t$ curves as those drawn in grey in Fig. 4.3. [Figure generated by the notebook D.2.1]
and this embedding is a conformal isometry from $(\mathscr{M}, \boldsymbol{g})$ to $(\Phi(\mathscr{M}), \tilde{\boldsymbol{g}})$. In the following, we shall identify $\Phi(\mathscr{M})$ and $\mathscr{M}$, i.e. use the same symbol $\mathscr{M}$ to denote the subset of $\mathscr{E}$ that is the image of $\mathscr{M}$ via the embedding (4.20).

Since $\mathscr{E}$ and $\mathscr{M}$ have the same dimension, $\mathscr{M}$ is an open subset of $\mathscr{E}$. Its (topological) closure $\overline{\mathscr{M}}$ in $\mathscr{E}$ is (cf. Figs. 4.3 and 4.4)

$$
\begin{equation*}
\overline{\mathscr{M}}=\mathscr{M} \cup \mathscr{I}^{+} \cup \mathscr{I}^{-} \cup\left\{i^{0}\right\} \cup\left\{i^{+}\right\} \cup\left\{i^{-}\right\}, \tag{4.21}
\end{equation*}
$$

where

- $\mathscr{I}^{+}$is the hypersurface of $\mathscr{E}$ defined by $\tau=\pi-\chi$ and $0<\tau<\pi \Longleftrightarrow V=\pi / 2$ and $-\pi / 2<U<\pi / 2$;
- $\mathscr{I}^{-}$is the hypersurface of $\mathscr{E}$ defined by $\tau=\chi-\pi$ and $-\pi<\tau<0 \Longleftrightarrow U=-\pi / 2$ and $-\pi / 2<V<\pi / 2$;
- $i^{0}$ is the point of $\mathscr{E}$ defined by $\tau=0$ and $\chi=\pi \Longleftrightarrow U=-\pi / 2$ and $V=\pi / 2$;
- $i^{+}$is the point of $\mathscr{E}$ defined by $\tau=\pi$ and $\chi=0 \Longleftrightarrow U=\pi / 2$ and $V=\pi / 2$;
- $i^{-}$is the point of $\mathscr{E}$ defined by $\tau=-\pi$ and $\chi=0 \Longleftrightarrow U=-\pi / 2$ and $V=-\pi / 2$.


Figure 4.5: Conformal factor $\Omega$ as a function of $(\tau, \chi)$ [cf. Eq. (4.17)]. Only the part above the yellow horizontal plane $(\Omega=0)$ is physical. [Figure generated by the notebook D.2.1]

It is customary to pronounce $\mathscr{I}$ as "scri", for script $i$. Note that in the above definitions, we have extended the coordinates $(U, V)$ to $\mathscr{E}$ by the transformations (4.14); $(U, V, \theta, \varphi)$ can be then considered as a chart on $\mathscr{E}$ with $(U, V)$ spanning the infinite strip $0<V-U<\pi$ of $\mathbb{R}^{2}$ and the metric $\tilde{\boldsymbol{g}}$ on $\mathscr{E}$ being given by expression (4.11).
Remark 2: It is precisely because $\Omega$ vanishes at the topological boundary of $\mathscr{M}$ in $\mathscr{E}$,

$$
\begin{equation*}
\overline{\mathscr{M}} \backslash \mathscr{M}=\mathscr{I}^{+} \cup \mathscr{I}^{-} \cup\left\{i^{0}\right\} \cup\left\{i^{+}\right\} \cup\left\{i^{-}\right\}, \tag{4.22}
\end{equation*}
$$

that the conformal transformation (4.9) brings the infinity of Minkowski spacetime to a finite distance (cf. Fig. 4.5).

Remark 3: On $\mathbb{S}^{3}$, the hyperspherical coordinates $(\chi, \theta, \varphi)$ are singular at $\chi=0$ and $\chi=\pi$, so that setting $\chi=0$ (or $\chi=\pi$ ) defines a unique point of $\mathbb{S}^{3}$, whatever the value of $(\theta, \varphi)$. Note also that the vertical left boundary of the diamond drawn in Fig. 4.3, i.e. the segment defined by $\tau \in(-\pi, \pi)$ and $\chi=0$, is not a part of the boundary of $\mathscr{M}$ but merely reflect the coordinate singularity at $\chi=0$, in the same way that the left vertical boundary of Fig. 4.1 is not a boundary of Minkowski spacetime but is due to the coordinate singularity at $r=0$. Note by the way that $\chi=0$ implies $r=0$ via (4.16).

Let

$$
\begin{equation*}
\mathscr{I}:=\mathscr{I}^{+} \cup \mathscr{I}^{-} \tag{4.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\mathscr{M}}:=\mathscr{M} \cup \mathscr{I} . \tag{4.24}
\end{equation*}
$$

$\tilde{\mathscr{M}}$ is naturally a smooth manifold with boundary ${ }^{4}$ and its boundary is $\mathscr{\mathscr { I }}$ :

$$
\begin{equation*}
\partial \tilde{\mathscr{M}}=\mathscr{I} . \tag{4.25}
\end{equation*}
$$

[^23]

Figure 4.6: Null radial geodesics in the conformal diagram of Minkowski spacetime. The solid green lines are null geodesics $u=$ const for 17 values of $u$ uniformly spanning $[-8,8]$, while the dashed green lines are null geodesics $v=$ const for 17 values of $v$ uniformly spanning [ $-8,8$ ]. [Figure generated by the notebook D.2.1]

Remark 4: Because the closure $\overline{\mathscr{M}}$ is self-intersecting at the point $i^{0}$ (cf. Fig. 4.4), it is not a manifold with boundary: no open neighborhood of $i^{0}$ is homeomorphic to a neighborhood of $\mathbb{H}^{4}=\mathbb{R}^{3} \times[0,+\infty)$, as the definition of a manifold with boundary would require, cf. Sec. A.2.2. At the points $i^{+}$and $i^{-}, \overline{\mathscr{M}}$ can be considered as a topological manifold with boundary, but not as a smooth manifold with boundary. Hence, the three points $i^{0}, i^{+}$and $i^{-}$are excluded from the definition of the manifold with boundary $\tilde{\mathscr{M}}$.

The hypersurface $\mathscr{I}_{\tilde{\mathscr{}}}$ is the location of $\tilde{\mathscr{M}}$ where all radial null geodesics terminate, while $\mathscr{I}^{-}$is the location of $\tilde{\mathscr{M}}$ where all these geodesics originate (cf. Fig. 4.6). For this reason $\mathscr{I}^{+}$is called the future null infinity of $(\mathscr{M}, \boldsymbol{g})$ and $\mathscr{I}^{-}$the past null infinity of $(\mathscr{M}, \boldsymbol{g})$. On the other side, any timelike geodesic of $(\mathscr{M}, \boldsymbol{g})$ originates at $i^{-}$and ends at $i^{+}$(cf. Fig. 4.3), while any spacelike geodesic of $(\mathscr{M}, \boldsymbol{g})$ originates at $i^{0}$ and terminates there (after having completed a closed path on $\mathbb{S}^{3}$, cf. Fig. 4.4). The point $i^{+}$is then called the future timelike infinity of $(\mathscr{M}, \boldsymbol{g}), i^{-}$the past timelike infinity of $(\mathscr{M}, \boldsymbol{g})$ and $i^{0}$ the spacelike infinity of $(\mathscr{M}, \boldsymbol{g})$.

## Property 4.2

$\mathscr{I}^{+}$and $\mathscr{I}^{-}$are null hypersurfaces of $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$.

Proof. Since $\mathscr{I}^{+}$is defined by $V=\pi / 2$, a valid coordinate system on $\mathscr{I}^{+}$is $(U, \theta, \varphi)$ with $U$ spanning $(-\pi / 2, \pi / 2)$. The metric induced by $\tilde{\boldsymbol{g}}$ on $\mathscr{I}^{+}$is easily obtained by setting $V=\pi / 2$
in Eq. (4.11):

$$
\begin{equation*}
\left.\tilde{\boldsymbol{g}}\right|_{\mathscr{I}+}=\cos ^{2} U\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{4.26}
\end{equation*}
$$

It appears clearly that the signature of this metric is $(0,+,+)$, i.e. it is degenerate; hence $\mathscr{I}^{+}$is a null hypersurface of $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$. Similarly, $\mathscr{I}^{-}$being defined by $U=-\pi / 2$, a valid coordinate system on $\mathscr{I}^{-}$is $(V, \theta, \varphi)$ with $V$ spanning $(-\pi / 2, \pi / 2)$ and the metric induced by $\tilde{\boldsymbol{g}}$ on $\mathscr{I}^{-}$ is obtained by setting $U=-\pi / 2$ in Eq. (4.11):

$$
\begin{equation*}
\left.\tilde{\boldsymbol{g}}\right|_{\mathscr{I}_{-}}=\cos ^{2} V\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{4.27}
\end{equation*}
$$

Again, it is clearly degenerate, so that $\mathscr{I}^{-}$is null hypersurface of $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$.
The null character of $\mathscr{I}^{+}$and $\mathscr{I}^{-}$appears also clearly in the conformal diagrams of Figs. 4.3 and 4.6, since $\mathscr{I}^{+}$and $\mathscr{I}^{-}$are straight lines of slope $\pm 1$ in these diagrams.

Historical note : The idea of using a conformal transformation to treat infinity as a boundary "at a finite distance" has been put forward by Roger Penrose in 1963 [362] and expanded in 1964 in the seminal paper [363], where Penrose constructed the conformal completion of Minkowski spacetime as a part of the Einstein cylinder. In particular, Fig. 3 of Ref. [363] is equivalent to Fig. 4.4.

### 4.3 Conformal completions and asymptotic flatness

Having investigated the asymptotic structure of Minkowski spacetime via a conformal completion, let us use the latter to define spacetimes that "look like" Minkowski spacetime asymptotically. A first step is the concept of conformal completion.

### 4.3.1 Conformal completion

A spacetime $(\mathscr{M}, \boldsymbol{g})$ admits a conformal completion at infinity iff there exists a Lorentzian manifold with boundary $(\tilde{M}, \tilde{\boldsymbol{g}})$ (cf. Sec. A.2.2 for the definition) equipped with a smooth non-negative scalar field $\Omega: \mathscr{M} \rightarrow \mathbb{R}^{+}$such that

1. $\tilde{\mathscr{M}}=\mathscr{M} \cup \mathscr{I}$, with $\mathscr{I}:=\partial \tilde{\mathscr{M}}$ (the manifold boundary ${ }^{a}$ of $\tilde{\mathscr{M}}$ );
2. on $\mathscr{M}, \tilde{\boldsymbol{g}}=\Omega^{2} \boldsymbol{g}$;
3. on $\mathscr{I}, \Omega=0$;
4. on $\mathscr{I}, \mathbf{d} \Omega \neq 0$.
$\mathscr{I}$ is called the conformal boundary of $(\mathscr{M}, \boldsymbol{g})$ within the conformal completion $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$.
[^24]Condition 1 expresses that $\mathscr{M}$ has been endowed with some boundary. A rigorous formulation of it would be via an embedding $\Phi: \mathscr{M} \rightarrow \tilde{\mathscr{M}}$, as in Eq. (4.20), so that $\tilde{\mathscr{M}}=\Phi(\mathscr{M}) \cup \mathscr{I}$.

However, as above, we identify $\Phi(\mathscr{M})$ with $\mathscr{M}$ and therefore simply write $\tilde{\mathscr{M}}=\mathscr{M} \cup \mathscr{I}$. Conditions 2 and 3 express that the boundary of $\mathscr{M}$, which "lies at an infinite distance" with respect to $\boldsymbol{g}$, has been brought to a finite distance with respect to $\tilde{\boldsymbol{g}}$. Indeed, in terms of length elements [cf. Eq. (1.3)], condition 2 implies

$$
\mathrm{d} s^{2}=\frac{1}{\Omega^{2}} \mathrm{~d} \tilde{s}^{2}
$$

with $1 / \Omega^{2} \rightarrow+\infty$ as one approaches $\mathscr{I}$ (condition 3). Finally, condition 4 ensures that $\mathscr{I}$ is a regular hypersurface of $\tilde{\mathscr{M}}$. It is of course fulfilled by Minkowski spacetime, as we can check graphically on Fig. 4.5: the graph of $\Omega$ has no horizontal slope at $\mathscr{I}$.
Remark 1: The statement that $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$ is a Lorentzian manifold with boundary implies that $\tilde{\boldsymbol{g}}$ is smooth everywhere on $\tilde{\mathscr{M}}$, including at the boundary $\mathscr{I}$.

Remark 2: Since $\tilde{\boldsymbol{g}}$ is a metric, it is by definition non-degenerate and condition 2 implies that $\Omega$ cannot vanish on $\mathscr{M}$. Being non-negative, we have necessarily $\Omega>0$ on $\mathscr{M}$.

Remark 3: The conformal boundary $\mathscr{I}$ is not part of the physical spacetime $\mathscr{M}$, but only of the conformal completion $\tilde{\mathscr{M}}$.

Remark 4: One often speaks about conformal compactification instead of conformal completion, but in general $\tilde{\mathscr{M}}$ is not a compact manifold. For instance, the completion $\tilde{\mathscr{M}}$ of Minkowski spacetime defined by Eq. (4.24) is not compact, for the points $i^{+}, i^{-}$and $i^{0}$ have been omitted in the construction of $\tilde{\mathscr{M}}$.

Example 1 (conformal completion of AdS $_{4}$ spacetime): The 4-dimensional anti-de Sitter spacetime $(\mathscr{M}, \boldsymbol{g})$ has been introduced in Example 18 of Chap. 3. The metric tensor expressed in the conformal coordinates $(\tau, \chi, \theta, \varphi)$ is given by Eq. (3.50):

$$
\begin{equation*}
\boldsymbol{g}=\frac{\ell^{2}}{\cos ^{2} \chi}\left[-\mathbf{d} \tau^{2}+\mathbf{d} \chi^{2}+\sin ^{2} \chi\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)\right], \tag{4.28}
\end{equation*}
$$

with $\tau \in \mathbb{R}, \chi \in(0, \pi / 2), \theta \in(0, \pi)$ and $\varphi \in(0,2 \pi)$. Defining $\Omega:=\ell^{-1} \cos \chi$, we notice that a conformal completion of $(\mathscr{M}, \boldsymbol{g})$ is $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$ where (i) $\tilde{\mathscr{M}}$ is the part $\chi \leq \pi / 2$ of the Einstein cylinder ${ }^{5}$ introduced in Sec. 4.2 .3 and (ii) $\tilde{g}$ is the metric (4.18). The boundary $\mathscr{I}=\partial \tilde{\mathscr{M}}$ is then the hypersurface $\chi=\pi / 2$ of the Einstein cylinder (cf. Fig. 4.7); $\mathscr{I}$ is spanned by the coordinates $(\tau, \theta, \varphi)$ and its topology is that of a 3-dimensional cylinder: $\mathscr{I} \simeq \mathbb{R} \times \mathbb{S}^{2}$. We notice that conditions 3 and 4 of the definition of a conformal completion are satisfied: $\Omega=\ell^{-1} \cos \chi=0$ at $\mathscr{I}$ and $\mathbf{d} \Omega=-\ell^{-1} \sin \chi \mathbf{d} \chi=-\ell^{-1} \mathbf{d} \chi \neq 0$ at $\mathscr{I}$. The metric induced by $\tilde{\boldsymbol{g}}$ on $\mathscr{I}$ is obtained by setting $\chi=\pi / 2$ in (4.18): $-\mathbf{d} \tau^{2}+\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}$. This 3-metric is clearly Lorentzian, which shows that $\mathscr{I}$ is a timelike hypersurface of $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$.

The above example shows that $\mathscr{I}$ is not necessarily a null hypersurface, as it is for Minkowski spacetime (cf. Sec. 4.2.3). Actually the causal type of $\mathscr{I}$ is determined by the cosmological constant, as follows:

[^25]

Figure 4.7: Conformal completion of $\mathrm{AdS}_{4}$ spacetime, depicted on the Einstein cylinder. The conformal boundary $\mathscr{I}$ is shown in yellow, red lines are lines $\chi=$ const (uniformly sampled in terms of $\tan \chi=\sinh \rho$ ), green curves are radial null geodesics and the purple curve is a radial timelike geodesic, bouncing back and forth around $\chi=0$. [Figure generated by the notebook D.3.2]

## Property 4.3: causal type of $\mathscr{I}$ and sign of the cosmological constant

If the spacetime dimension obeys ${ }^{a} n \geq 3$ and $\boldsymbol{g}$ is a solution of Einstein equation with a cosmological constant $\Lambda$ [Eq. (1.40)] and the trace $T$ of the energy-momentum tensor tends to zero in the vicinity of $\mathscr{I}$ (i.e. when $\Omega \rightarrow 0$ ), then

- $\mathscr{I}$ is a null hypersurface of $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$ iff $\Lambda=0$;
- $\mathscr{I}$ is a spacelike hypersurface of $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$ iff $\Lambda>0$;
- $\mathscr{I}$ is a timelike hypersurface of $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$ iff $\Lambda<0$.

[^26]Proof. It follows from $\tilde{\boldsymbol{g}}=\Omega^{2} \boldsymbol{g}$ that the Ricci scalars $\tilde{R}$ and $R$ of respectively $\tilde{\boldsymbol{g}}$ and $\boldsymbol{g}$ are related by ${ }^{6}$

$$
\begin{equation*}
\Omega^{2} \tilde{R}=R-(n-1)\left(2 \Omega \tilde{g}^{\mu \nu} \tilde{\nabla}_{\mu} \tilde{\nabla}_{\nu} \Omega-n \tilde{g}^{\mu \nu} \partial_{\mu} \Omega \partial_{\nu} \Omega\right) \tag{4.29}
\end{equation*}
$$

where $n=\operatorname{dim} \mathscr{M}$ and $\tilde{\nabla}$ stands for the Levi-Civita connection of $\tilde{\boldsymbol{g}}$. Using the trace of the

[^27]Einstein equation (1.42) to express $R$, we get

$$
\Omega^{2} \tilde{R}=\frac{2}{n-2}(n \Lambda-8 \pi T)-(n-1)\left(2 \Omega \tilde{g}^{\mu \nu} \tilde{\nabla}_{\mu} \tilde{\nabla}_{\nu} \Omega-n \tilde{g}^{\mu \nu} \partial_{\mu} \Omega \partial_{\nu} \Omega\right)
$$

This equation is a priori valid in $\mathscr{M}=\tilde{\mathscr{M}} \backslash \mathscr{I}$ only. Taking the limit $\Omega \rightarrow 0$ and assuming that $T \rightarrow 0$ in that limit, we get, by continuity, an identity on $\mathscr{I}$ :

$$
\begin{equation*}
\tilde{g}^{\mu \nu} \partial_{\mu} \Omega \partial_{\nu} \Omega \stackrel{\mathscr{L}}{=}-\frac{2}{(n-1)(n-2)} \Lambda . \tag{4.30}
\end{equation*}
$$

Since $\mathscr{I}$ corresponds to a constant value of the scalar field $\Omega(\Omega=0)$, the left-hand side of this equation is nothing but the scalar square $\tilde{\boldsymbol{g}}(\boldsymbol{n}, \boldsymbol{n})$ of the vector $\boldsymbol{n}$ normal to $\mathscr{I}$ defined as the dual with respect to $\tilde{\boldsymbol{g}}$ of the 1 -form $\mathbf{d} \Omega: n^{\alpha}=\tilde{g}^{\alpha \mu} \partial_{\mu} \Omega$ (remember that by hypothesis 4 in the definition of a conformal completion, $\mathbf{d} \Omega$ is non-vanishing on $\mathscr{I}$, so that $\boldsymbol{n}$ is a valid normal vector to $\mathscr{I})$. Equation (4.30) implies that the sign of $\tilde{\boldsymbol{g}}(\boldsymbol{n}, \boldsymbol{n})$ is the opposite of that of $\Lambda$. Given the link between the causal type of a hypersurface and the causal type of its normal (cf. Sec. 2.2.2), this completes the proof.

One may distinguish two subparts of the conformal boundary:
Let $(\mathscr{M}, \boldsymbol{g})$ be a time-orientable ${ }^{a}$ spacetime admitting a conformal completion at infinity $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$, with conformal boundary $\mathscr{I}$. One defines the future infinity of $(\mathscr{M}, \boldsymbol{g})$ as the subset $\mathscr{I}^{+}$of $\mathscr{I}$ whose points can be reached from a point in $\mathscr{M}$ by a future-directed causal curve in $\tilde{\mathscr{M}}$. Similarly the past infinity of $(\mathscr{M}, \boldsymbol{g})$ is the subset $\mathscr{I}^{-}$of $\mathscr{I}$ whose points can be reached from a point in $\mathscr{M}$ by a past-directed causal curve in $\tilde{\mathscr{M}}$. If $\mathscr{I}^{+}$ (resp. $\mathscr{I}^{-}$) is a null hypersurface, it is called the future null infinity (resp. past null infinity $)$ of $(\mathscr{M}, \boldsymbol{g})$. Furthermore if $\mathscr{I}=\mathscr{I}^{+} \cup \mathscr{I}^{-}$, one says that $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$ is a conformal completion at null infinity of $(\mathscr{M}, \boldsymbol{g})$.
${ }^{a}$ Cf. Sec. 1.2.2.

Remark 5: The above definitions of $\mathscr{I}^{+}$and $\mathscr{I}^{-}$generalize those given for the Minkowski spacetime in Sec. 4.2.3. Note that, contrary to the Minkowski case, $\mathscr{I}^{+}$and $\mathscr{I}^{-}$are not null for spacetimes with a non-zero cosmological constant (cf. Property 4.3). In particular, the following examples exhibit respectively timelike and spacelike $\mathscr{I}^{+}$and $\mathscr{I}^{-}$.

Example 2 (Future and past infinities of AdS $_{4}$ spacetime): Let us consider the conformal completion of $\mathrm{AdS}_{4}$ discussed in Example 1. It is evident from behavior of radial null geodesics (the green curves plotted in Fig. 4.7) that any point of $\mathscr{I}$ can be connected to $\mathscr{M}$ by a future-directed null geodesic as well as by a past-directed one. It follows that $\mathscr{I}^{+}=\mathscr{I}^{-}=\mathscr{I}$ and both $\mathscr{I}^{+}$and $\mathscr{I}^{-}$are timelike hypersurfaces.

Example 3 (Conformal completion of $\mathbf{d S}_{4}$ spacetime): The 4-dimensional de Sitter spacetime is $(\mathscr{M}, \boldsymbol{g})$ with $\mathscr{M} \simeq \mathbb{R} \times \mathbb{S}^{3}$ and $\boldsymbol{g}$ is the metric whose expression in the so-called global coordinates $(t, \chi, \theta, \varphi)$ is

$$
\begin{equation*}
\boldsymbol{g}=\ell^{2}\left[-\mathbf{d} t^{2}+\cosh ^{2} t\left(\mathbf{d} \chi^{2}+\sin ^{2} \chi\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)\right)\right], \tag{4.31}
\end{equation*}
$$

where $\ell$ is a positive constant. Note that $t$ spans $\mathbb{R}$ while $(\chi, \theta, \varphi)$ are standard polar coordinates on $\mathbb{S}^{3}: \chi \in(0, \pi), \theta \in(0, \pi)$ and $\varphi \in(0,2 \pi)$. The metric (4.31) is a solution of the vacuum Einstein equation (1.43) with the positive cosmological constant $\Lambda=3 / \ell^{2}$. Using coordinates ( $\tau, \chi, \theta, \varphi$ ) with $\tau:=2 \arctan (\tanh (t / 2)) \in(-\pi / 2, \pi / 2)$, one gets

$$
\begin{equation*}
\boldsymbol{g}=\frac{\ell^{2}}{\cos ^{2} \tau}\left[-\mathbf{d} \tau^{2}+\mathbf{d} \chi^{2}+\sin ^{2} \chi\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)\right] \tag{4.32}
\end{equation*}
$$

Defining $\Omega:=\ell^{-1} \cos \tau=(\ell \cosh t)^{-1}$, we notice that a conformal completion of $(\mathscr{M}, \boldsymbol{g})$ is $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$ where (i) $\tilde{\mathscr{M}}$ is the part $-\pi / 2 \leq \tau \leq \pi / 2$ of the Einstein cylinder introduced in Sec. 4.2 .3 and (ii) $\tilde{g}$ is the metric (4.18). The boundary $\mathscr{I}=\partial \tilde{\mathscr{M}}$ has two connected components: $\mathscr{I}^{+}$, which is the hypersurface $\tau=\pi / 2$ of $\tilde{\mathscr{M}}$, and $\mathscr{I}^{-}$, which is the hypersurface $\tau=-\pi / 2$. Both $\mathscr{I}^{+}$and $\mathscr{I}^{-}$ are spanned by the coordinates $(\chi, \theta, \varphi)$ and their topology is that of $\mathbb{S}^{3}$. We notice that conditions 3 and 4 of the definition of a conformal completion are satisfied: $\Omega=\ell^{-1} \cos \tau=0$ at $\mathscr{I}$ and $\mathbf{d} \Omega=-\ell^{-1} \sin \tau \mathbf{d} \tau= \pm \ell^{-1} \mathbf{d} \tau \neq 0$ at $\mathscr{I}$. The metric induced by $\tilde{\boldsymbol{g}}$ on $\mathscr{I}$ is obtained by setting $\tau= \pm \pi / 2$ in (4.18): $\mathbf{d} \chi^{2}+\sin ^{2} \chi\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)$. This 3 -metric is clearly Riemannian (this is actually the standard round metric of $\left.\mathbb{S}^{3}\right)$, which shows that $\mathscr{I}$ is a spacelike hypersurface of $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$. This of course agrees with Property 4.3, given that $\Lambda>0$. Finally, it is clear that $\mathscr{I}^{+}$(resp. $\mathscr{I}^{-}$) matches the definition of a future (resp. past) infinity given above. We conclude that $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$ is a conformal completion at null infinity of de Sitter spacetime.

### 4.3.2 Asymptotic flatness

Penrose $[363,366]$ has defined a spacetime $(\mathscr{M}, \boldsymbol{g})$ to be asymptotically simple iff there exists a conformal completion at infinity $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$ of $(\mathscr{M}, \boldsymbol{g})$ such that every null geodesic in $\mathscr{M}$ has two endpoints in $\mathscr{I}$.

The last condition, which is verified by Minkowski spacetime (cf. Fig. 4.6), de Sitter spacetime and anti-de Sitter spacetime (cf. the null geodesics in Fig. 4.7), is rather restrictive. In particular, it excludes black hole spacetimes, since, almost by definition, the latter contain null geodesics that have no endpoint on $\mathscr{I}^{+}$, having only a past endpoint on $\mathscr{I}^{-}$, as far as $\mathscr{I}$ is concerned. To cope with these spacetimes, Penrose has also introduced the following definition [366]: a spacetime $(\mathscr{M}, \boldsymbol{g})$ is weakly asymptotically simple iff there exists an open subset $\mathscr{U}$ of $\mathscr{M}$ and an asymptotically simple spacetime $\left(\mathscr{M}_{0}, \boldsymbol{g}_{0}\right)$ with an open neighborhood $\mathscr{U}_{0}$ of $\mathscr{I}_{0}=\partial \tilde{\mathscr{M}}_{0}$ in $\tilde{\mathscr{M}}_{0}$ such that $\left(\mathscr{U}_{0} \cap \mathscr{M}_{0}, \boldsymbol{g}_{0}\right)$ is isometric to $(\mathscr{U}, \boldsymbol{g})$.
Remark 6: For a given weakly asymptotically simple spacetime, there may be different (non overlapping) regions $\mathscr{U}$ satisfying the above property. For instance we shall see in Chap. 10 that there are an infinite series of them in the (maximally extended) Kerr spacetime.

Finally one says that a spacetime $(\mathscr{M}, \boldsymbol{g})$ is asymptotically flat (or more precisely weakly asymptotically simple and empty [242]) iff $(\mathscr{M}, \boldsymbol{g})$ is weakly asymptotically simple and the Ricci tensor of $\boldsymbol{g}$ vanishes in an open neighborhood of $\mathscr{I}: \boldsymbol{R}=0$.
Example 4: The de Sitter and anti-de Sitter spacetimes are asymptotically simple but are not asymptotically flat.

Penrose [365] (see also [180]) has shown that if $(\mathscr{M}, \boldsymbol{g})$ is asymptotically simple and empty, the Weyl tensor of $\boldsymbol{g}$ (cf. Sec. A.5.4) vanishes at $\mathscr{I}$. Since the Ricci tensor is zero, this implies
that the full Riemann curvature tensor vanishes at $\mathscr{I}$ [cf. Eq. (A.118)], hence the qualifier asymptotically flat.

The following property holds:

## Property 4.4: null $\mathscr{I}$ for asymptotically flat spacetimes

The conformal boundary $\mathscr{I}$ of an asymptotically flat spacetime $(\mathscr{M}, \boldsymbol{g})$ is a null hypersurface of the conformal completion $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$.

Proof. Consider Eq. (4.29). Near $\mathscr{I}$, we have $R=0$ by the very definition of asymptotic flatness. The limit $\Omega \rightarrow 0$ results then in $\tilde{g}^{\mu \nu} \partial_{\mu} \Omega \partial_{\nu} \Omega \stackrel{\mathscr{q}}{=} 0$, which, following the argument in the proof on p. 100 , implies that $\mathscr{I}$ is a null hypersurface.

### 4.4 Black holes

### 4.4.1 Preliminaries regarding causal structure

Before we proceed to the precise definition of a black hole, let us introduce some concepts regarding the causal structure of a given time-orientable spacetime $(\mathscr{M}, \boldsymbol{g})$. For any subset $S$ of $\mathscr{M}$, one defines

- the chronological future of $S$ as the set $I^{+}(S)$ of all points of $\mathscr{M}$ that can be reached from a point of $S$ by a future-directed timelike curve of nonzero extent;
- the causal future of $S$ as the set $J^{+}(S)$ of all points that either are in $S$ or can be reached from a point of $S$ by a future-directed causal curve;
- the chronological past of $S$ as the set $I^{-}(S)$ of all points of $\mathscr{M}$ that can be reached from a point of $S$ by a past-directed timelike curve of nonzero extent;
- the causal past of $S$ as the set $J^{-}(S)$ of all points that either are in $S$ or can be reached from a point of $S$ by a past-directed causal curve.

From the above definitions, one has always $S \subset J^{ \pm}(S)$ and $I^{ \pm}(S) \subset J^{ \pm}(S)$.
Remark 1: One has not necessarily $S \subset I^{ \pm}(S)$. For instance, if $\mathscr{M}$ does not contain any closed timelike curve, one has $S \cap I^{ \pm}(S)=\varnothing$ for $S=\{p\}$ with $p$ being any point of $\mathscr{M}$.

Here are some basic topological properties of the future and past sets defined above (see e.g. § 6.2 of [242] or Chap. 14 of [350] for proofs):

- $I^{ \pm}(S)$ is always an open subset ${ }^{7}$ of $\mathscr{M}$, while $J^{ \pm}(S)$ is not necessarily a closed subset.
- The interior of $J^{ \pm}(S)$ is $I^{ \pm}(S)$ :

$$
\begin{equation*}
\operatorname{int} J^{ \pm}(S)=I^{ \pm}(S) \tag{4.33}
\end{equation*}
$$

[^28]- Both sets have the same closure:

$$
\begin{equation*}
\overline{J^{ \pm}(S)}=\overline{I^{ \pm}(S)} \tag{4.34}
\end{equation*}
$$

- It follows from (4.33) and (4.34) that both sets share the same (topological) boundary:

$$
\begin{equation*}
\partial J^{ \pm}(S)=\partial I^{ \pm}(S) \tag{4.35}
\end{equation*}
$$

The subset of the causal future (resp. past) of $S$ formed by points that cannot be connected to $S$ by a timelike curve is called the future horismos (resp. past horismos) of $S$ and is denoted by $E^{+}(S)\left(\right.$ resp. $\left.E^{-}(S)\right)$ :

$$
\begin{equation*}
E^{+}(S):=J^{+}(S) \backslash I^{+}(S) \quad \text { and } \quad E^{-}(S):=J^{-}(S) \backslash I^{-}(S) \tag{4.36}
\end{equation*}
$$

The horismos $E^{ \pm}(S)$ is formed by null geodesics emanating from points in $S$ (cf. Proposition 4.5.10 of Ref. [242]). One has $E^{ \pm}(S) \subset \partial J^{ \pm}(S)$. The spacetime $(\mathscr{M}, \boldsymbol{g})$ is said to be causally simple iff for every compact set $K \subset \mathscr{M}, E^{ \pm}(K)=\partial J^{ \pm}(K)$. This is equivalent to saying that $J^{+}(K)$ and $J^{-}(K)$ are closed subsets of $\mathscr{M}$.

### 4.4.2 General definition of a black hole

We are now in position to give the general definition of a black hole. We shall do it for a spacetime $(\mathscr{M}, \boldsymbol{g})$ that admits a conformal completion at infinity as defined in Sec. 4.3.1 and such that the future infinity $\mathscr{I}^{+}$is complete: if $\mathscr{I}^{+}$is a null hypersurface, which occurs if $(\mathscr{M}, \boldsymbol{g})$ is asymptotically flat (cf. Propery 4.4), this means that $\mathscr{I}^{+}$is generated by complete ${ }^{8}$ null geodesics. The completeness condition is imposed to avoid "spurious" black holes, such as black holes in Minkowski space (cf. Remark 2 below). The neighborhood of $\mathscr{I}^{+}$in $\tilde{\mathscr{M}}$ can then be considered as the infinitely far region reached by outgoing null geodesics. If a null geodesic does not reach this region, it can be considered as being trapped somewhere else in spacetime: this "somewhere else" constitutes the black hole region. More precisely:

Let $(\mathscr{M}, \boldsymbol{g})$ be a time-oriented spacetime with a conformal completion at infinity such that the future infinity $\mathscr{I}^{+}$is complete; the black hole region is the set of points of $\mathscr{M}$ that do not belong to the causal past of $\mathscr{I}^{+}$(cf. Fig. 4.8):

$$
\begin{equation*}
\mathscr{B}:=\mathscr{M} \backslash\left(J^{-}\left(\mathscr{I}^{+}\right) \cap \mathscr{M}\right) . \tag{4.37}
\end{equation*}
$$

If $\mathscr{B} \neq \varnothing$, one says that the spacetime $(\mathscr{M}, \boldsymbol{g})$ contains a black hole or that $(\mathscr{M}, \boldsymbol{g})$ is a black hole spacetime.

The black hole region is thus the set of points of $\mathscr{M}$ from which no future-directed causal curve in $\tilde{\mathscr{M}}$ reaches $\mathscr{I}^{+}$.

[^29]

Figure 4.8: The black hole region $\mathscr{B}$ defined as the complement of the causal past of the future infinity, $J^{-}\left(\mathscr{I}^{+}\right)$.

Example 5: The Minkowski spacetime contains no black hole, for all future-directed null geodesics terminate at $\mathscr{I}^{+}$(cf. Fig. 4.6). More generally, any asymptotically simple spacetime contains no black hole (cf. Sec. 4.3.2).

Example 6: The prototype of a black hole is the Schwarzschild black hole; it will be shown in Sec. 6.4 that the Schwarzschild spacetime contains a region $\mathscr{B}$ that fulfills the above definition of a black hole region.

Remark 2: If we release the assumption of $\mathscr{I}^{+}$-completeness in the above definition, we may end up with unphysical or "spurious" black holes. For instance, let us consider the conformal completion of Minkowski spacetime $(\mathscr{M}, \boldsymbol{g})$ resulting from its embedding in the Einstein cylinder $(\mathscr{E}, \tilde{\boldsymbol{g}})$, as in Sec. 4.2.3, keeping the same $\mathscr{I}^{-}$but defining $\mathscr{I}^{+}$as the hypersurface of $\mathscr{E}$ given by $\tau=\pi-\chi$ and $0<\tau<\pi / 2$, instead of $0<\tau<\pi$ in Sec. 4.2.3. The manifold with boundary $\tilde{\mathscr{M}}:=\mathscr{M} \cup \mathscr{I}^{+} \cup \mathscr{I}^{-}$, equipped with the Einstein cylinder metric $\tilde{\boldsymbol{g}}$, is then a conformal completion of $(\mathscr{M}, \boldsymbol{g})$ at null infinity. With such a $\mathscr{I}^{+}$, the black hole region defined by (4.37) is non-empty, as shown in Fig. 4.9.

Remark 3: Some authors (in particular Hawking and Ellis [242]) define a black hole as a connected component of $\Sigma(\tau) \cap \mathscr{B}$, where $\Sigma(\tau)$ is a spacelike hypersurface that is a slice of the future development of a partial Cauchy surface ${ }^{9} \Sigma(0)$ such that the closure in $\tilde{\mathscr{M}}$ of the domain of dependence of $\Sigma(0)$ contains $\mathscr{I}^{+}$. According to such a definition, a black hole is a $(n-1)$-dimensional object, while the black hole region $\mathscr{B}$ defined above is a $n$-dimensional object.

If $\mathscr{B} \neq \varnothing$, the boundary $\mathscr{H}$ of the black hole region is called the future event horizon (or simply the event horizon when no ambiguity may arise):

$$
\begin{equation*}
\mathscr{H}:=\partial \mathscr{B} . \tag{4.38}
\end{equation*}
$$

By plugging expression (4.37) for $\mathscr{B}$ in the standard identity $\partial \mathscr{B}=\overline{\mathscr{B}} \cap \overline{\mathscr{M} \backslash \mathscr{B}}$, we get an equivalent expression for $\mathscr{H}$ :

$$
\mathscr{H}=\overline{\mathscr{M} \backslash\left(J^{-}\left(\mathscr{I}^{+}\right) \cap \mathscr{M}\right)} \cap \overline{\left(J^{-}\left(\mathscr{I}^{+}\right) \cap \mathscr{M}\right)}=\partial\left(J^{-}\left(\mathscr{I}^{+}\right) \cap \mathscr{M}\right) .
$$
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Figure 4.9: Spurious black hole region $\mathscr{B}$ in Minkowski spacetime resulting from a conformal completion with an incomplete $\mathscr{I}^{+}$. Compare with Fig. 4.6.

Now, the boundary of $J^{-}\left(\mathscr{I}^{+}\right)$in $\tilde{\mathscr{M}}$ is $\partial J^{-}\left(\mathscr{I}^{+}\right)=\partial\left(J^{-}\left(\mathscr{I}^{+}\right) \cap \mathscr{M}\right) \cup \mathscr{I}^{+}$, so that $\partial J^{-}\left(\mathscr{I}^{+}\right) \cap \mathscr{M}=\partial\left(J^{-}\left(\mathscr{I}^{+}\right) \cap \mathscr{M}\right)$; hence

$$
\begin{equation*}
\mathscr{H}=\partial J^{-}\left(\mathscr{I}^{+}\right) \cap \mathscr{M} . \tag{4.39}
\end{equation*}
$$

In words: the future event horizon $\mathscr{H}$ is the part of the boundary of the causal past of the future infinity $\mathscr{I}^{+}$that lies in $\mathscr{M}$ (cf. Fig. 4.8). Note that thanks to property (4.35), we can write as well

$$
\begin{equation*}
\mathscr{H}=\partial I^{-}\left(\mathscr{I}^{+}\right) \cap \mathscr{M} . \tag{4.40}
\end{equation*}
$$

Example 7: The event horizon of the Schwarzschild black hole (Example 6) is nothing but the Schwarzschild horizon $\mathscr{H}$ considered in the examples of Chaps. 2 and 3.

## White hole

By inverting past and future in the black hole definition (4.37), one defines the white hole region of a spacetime $(\mathscr{M}, \boldsymbol{g})$ with a conformal completion at infinity as the complement within $\mathscr{M}$ of the causal future of the past infinity $\mathscr{I}^{-}$:

$$
\begin{equation*}
\mathscr{W}:=\mathscr{M} \backslash\left(J^{+}\left(\mathscr{I}^{-}\right) \cap \mathscr{M}\right) . \tag{4.41}
\end{equation*}
$$

The white hole region is thus the set of points of $\mathscr{M}$ from which no past-directed causal curve in $\tilde{\mathscr{M}}$ reaches $\mathscr{I}^{-}$. The boundary of white hole region is called the past event horizon:

$$
\begin{equation*}
\mathscr{H}^{-}:=\partial \mathscr{W}=\partial J^{+}\left(\mathscr{I}^{-}\right) \cap \mathscr{M} \text {. } \tag{4.42}
\end{equation*}
$$

Remark 4: The name white fountain is sometimes used instead of white hole. Actually, this name may seem better suited to describe the time symmetric of a black hole: one can fall into a hole, while one is expelled by a fountain.

Example 8: We shall encounter an example of white hole in the maximal extension of Schwarzschild spacetime, to be discussed in Chap. 9 (cf. Sec. 9.4.4).

The domain of outer communications is the part $\langle\langle\mathscr{M}\rangle\rangle$ of $\mathscr{M}$ that lies neither in the black hole region nor in the white hole one:

$$
\begin{equation*}
\langle\langle\mathscr{M}\rangle\rangle:=\mathscr{M} \backslash(\mathscr{B} \cup \mathscr{W})=\left(J^{-}\left(\mathscr{I}^{+}\right) \cap J^{+}\left(\mathscr{I}^{-}\right)\right) \cap \mathscr{M} . \tag{4.43}
\end{equation*}
$$

The last equality, which is a direct consequence of the definitions of $\mathscr{B}$ and $\mathscr{W}$, shows that the domain of outer communications is the set of points from which it is possible to send a signal to and to receive a signal from arbitrarily far regions. It also follows immediately from the definitions of the two event horizons that the boundary of the domain of outer communications is their union:

$$
\begin{equation*}
\partial\langle\langle\mathscr{M}\rangle\rangle=\mathscr{H} \cup \mathscr{H}^{-} . \tag{4.44}
\end{equation*}
$$

Historical note : The term event horizon has been introduced by Wolfgang Rindler in 1956 [389] in the context of a single observer moving in some cosmological spacetime. Regarding the name black hole, the standard story tells that it has been coined by John A. Wheeler in the end of 1967, following a suggestion shouted from the audience during one of his conference. However, a recent study [247] reveals that the expression black hole circulated as early as 1963 at the first Texas Symposium on Relativistic Astrophysics held in Dallas, while discussing the discovery of quasars, and could have been forged by Robert Dicke in some lecture given in 1961. The term black hole rapidly superseded the previous names frozen star, collapsed star, or astre occlus (the latter still appearing along black holes in the title of the proceedings of the famous Les Houches 1972 summer school [149]). For instance, "black hole" was used abundantly, albeit with quotes, in a review article by Roger Penrose published in 1969 [367]. In the same article, Penrose defined the absolute event horizon as $\partial J^{-}\left(\mathscr{I}^{+}\right)$(actually $\partial I^{-}\left(\mathscr{I}^{+}\right)$, but both coincide, cf. Eq. (4.35)), i.e. essentially the identity (4.39), but he did not provide any formal definition of the black hole region as $\mathscr{M} \backslash\left(J^{-}\left(\mathscr{I}^{+}\right) \cap \mathscr{M}\right)$ [Eq. (4.37)]. It seems that the latter appears first in an "instant-of-time" version (cf. Remark 3) in a famous article by Stephen Hawking published in 1972 [237]. The expression domain of outer communications has been introduced in 1971 by Brandon Carter [82].

### 4.4.3 Properties of the future event horizon

Having defined a black hole region in full generality, let us derive the main properties of its boundary - the future event horizon $\mathscr{H}$.

## Property 4.5: the event horizon as an achronal set

A black hole event horizon $\mathscr{H}$ is an achronal set, i.e. no pair of points of $\mathscr{H}$ can be connected by a timelike curve of $\mathscr{M}$.

Note that in the definition of an achronal set, it is not demanded that the timelike curve lies entirely in the set (for instance, the set can be discrete, so that no curve whatsoever lies in it). Accordingly, an equivalent statement of Property 4.5 is: no timelike curve of $\mathscr{M}$ encounters $\mathscr{H}$ at more than one point.

The proof of Property 4.5 relies on the following lemma:


Figure 4.10: Lemma 4.6: moving slightly the ends $p$ and $q$ of a timelike curve $\mathscr{L}$ necessarily results in another timelike curve $\mathscr{L}^{\prime}$.

## Lemma 4.6: stability of timelike curves with respect to their ends

One can "move the ends" of any timelike curve "a little bit" and still get a timelike curve. More precisely, if two points $p, q \in \mathscr{M}$ are connected by a timelike curve, there exists a neighborhood $U$ of $p$ and a neighborhood $V$ of $q$ such that any point $p^{\prime} \in U$ can be connected to any point $q^{\prime} \in V$ by a timelike curve.

Proof. This is more or less evident on a spacetime diagram (cf. Fig. 4.10) and a formal proof can be found as Lemma 3 in Chap. 14 of O'Neill's textbook [350].

Proof of Property 4.5. Let us assume the negation of Property 4.5, i.e. that there exist two points $p$ and $q$ in $\mathscr{H}$ that are connected by a timelike curve $\mathscr{L}$, with $q$ lying in the future of $p$ (cf. Fig. 4.11). Invoking Lemma 4.6, let $U$ and $V$ be the neighborhoods of respectively $p$ and $q$ within which one can deform $\mathscr{L}$ to a timelike curve. Let us choose $p^{\prime} \in U \cap \mathscr{B}$ ( $\mathscr{B}$ being the black hole region) and $q^{\prime} \in V \cap J^{-}\left(\mathscr{I}^{+}\right)$. Such a choice is always possible since $p$ and $q$ lie on the boundary between $\mathscr{B}$ and $J^{-}\left(\mathscr{I}^{+}\right)$(cf. Fig. 4.11). Since $q^{\prime} \in J^{-}\left(\mathscr{I}^{+}\right)$, the timelike curve linking $p^{\prime}$ and $q^{\prime}$ can then be extended to the future in a causal curve $\mathscr{L}^{\prime}$ reaching $\mathscr{I}^{+}$. This implies $p^{\prime} \in J^{-}\left(\mathscr{I}^{+}\right)$, which contradicts $p^{\prime} \in \mathscr{B}$.

## Property 4.7: the event horizon as manifold of codimension 1

$\mathscr{H}$ is a topological manifold of dimension $n-1, n$ being the spacetime dimension.

Proof. Let $p \in \mathscr{H}$ and $U$ some open neighborhood of $p$ where one can define a normal coordinate system $\left(x^{\alpha}\right)$. We have then $\boldsymbol{\partial}_{0}$ timelike, $\boldsymbol{\partial}_{i}$ spacelike for $i \in\{1, \ldots, n-1\}$ and


Figure 4.11: Proving that $\mathscr{H}$ is achronal.


Figure 4.12: Proving that $\mathscr{H}$ is a topological manifold of dimension $n-1$.
$\boldsymbol{g}\left(\boldsymbol{\partial}_{0}, \boldsymbol{\partial}_{i}\right)=0$. Let us consider a curve in $U$ defined by $x^{1}=a_{1}, \ldots, x^{n-1}=a_{n-1}$, where $a_{1}$, $\ldots, a_{n-1}$ are $n-1$ constants. This curve is timelike, since it has $\boldsymbol{\partial}_{0}$ as a tangent vector (cf. Fig. 4.12). It therefore intersects $\mathscr{H}$ at a single point $q$, for $\mathscr{H}$ is achronal (Property 4.5). Let us then give the coordinates $\left(y^{i}\right)=\left(a_{1}, \ldots, a_{n-1}\right)$ to $q$. By varying $\left(a_{1}, \ldots, a_{n-1}\right)$, we get a homeomorphism from $U \cap \mathscr{H}$ to an open subset of $\mathbb{R}^{n-1}$.

Remark 5: Generically, the topological manifold $\mathscr{H}$ is not a smooth manifold, for it contains some points (the crossovers defined below) at which it is not differentiable. Actually $\mathscr{H}$ is slightly more than a mere topological submanifold of $\mathscr{M}$ : it is a Lipschitz submanifold of $\mathscr{M}$. The latter is intermediate between a topological submanifold, i.e. a submanifold of class $C^{0}$ (continuous), and a differentiable submanifold of class $C^{1}$. On $U \cap \mathscr{H}$, the function $x^{0}$ is a Lipschitz function of the coordinates $\left(y^{i}\right)$ : $\left|x^{0}\left(y^{i}\right)-x^{0}\left(y^{\prime i}\right)\right|<K \sqrt{\sum_{i}\left(y^{i}-y^{\prime i}\right)^{2}}$. This follows from the achronal character of $\mathscr{H}$ : the points of coordinates $\left(y^{i}\right)$ and $\left(y^{\prime i}\right)$ cannot have a too large separation in terms of $x^{0}$, otherwise they would be


Figure 4.13: Lemma 4.9: A causal curve $\mathscr{L}$ containing a timelike segment (between $a$ and $b$ on the figure) can be deformed into a timelike curve $\mathscr{L}^{\prime}$ with the ends kept fixed (dashed curve).
timelike separated. Hence, one says that $\mathscr{H}$ is a Lipschitz submanifold of $\mathscr{M}$. The notation $C^{1-}$ (i.e. a kind of intermediate between $C^{0}$ and $C^{1}$ ) is generally used to denote Lipschitz submanifolds.

Property 4.8: the event horizon ruled by never leaving null geodesics (Penrose 1968 [366])

A black hole event horizon $\mathscr{H}$ is ruled by a family of null geodesics, called the generators of $\mathscr{H}$, that (i) either lie entirely in $\mathscr{H}$ or never leave $\mathscr{H}$ when followed into the future from the point where they enter $\mathscr{H}$, and (ii) have no endpoint in the future. Moreover, there is exactly one generator through each point of $\mathscr{H}$, except at special points where null geodesics enter $\mathscr{H}$, which are called crossovers. A special case of crossover, called caustic, is a point where neighboring null geodesics focus and converge while arriving in $\mathscr{H}$.

In particular, once a null geodesic has merged with $\mathscr{H}$ (at a point where it may intersect other null geodesics), it will stay forever on $\mathscr{H}$ and will never intersect any other generator. The set of all crossovers is called the crease set [409, 410, 66].

The following proof of Property 4.8 is adapted from that given in Box 34.1 of MTW [331]. In addition of Lemma 4.6, it relies on the following lemma.

## Lemma 4.9

Let $\mathscr{L}$ be a causal curve connecting two points $p$ and $q$ of $\mathscr{M}$. If $\mathscr{L}$ contains a timelike segment, then there exists an entirely timelike curve connecting $p$ and $q$.

Proof. We shall only provide a graphical "proof", based on the spacetime diagram of Fig. 4.13. The causal curve $\mathscr{L}$ may have parts where it is null (segments $p a$ and $b q$ in Fig. 4.13); these parts are drawn with an angle of incline $\theta= \pm 45^{\circ}$. If $\mathscr{L}$ contains a timelike segment (such as


Figure 4.14: Causal curve $\mathscr{L}$ connecting $p$ to $q$ obtained as a limit of causal curves in $J^{-}\left(\mathscr{I}^{+}\right)$.
$a b$ in Fig. 4.13), i.e. a segment with $|\theta|>45^{\circ}$, it can be deformed, while keeping the same ends, to a curve with $|\theta|>45^{\circ}$ everywhere, i.e. to a timelike curve.

Proof of Property 4.8. Let $p \in \mathscr{H}$ and let $U$ be some convex normal neighborhood ${ }^{10}$ of $p$. Since $p$ lies in the boundary of $J^{-}\left(\mathscr{I}^{+}\right)$, it is always possible to consider a sequence of points $\left(p_{n}\right)_{n \in \mathbb{N}}$ converging toward $p$ and such that $\forall n \in \mathbb{N}, p_{n} \in U \cap J^{-}\left(\mathscr{I}^{+}\right)$(cf. Fig. 4.14). Since $p_{n} \in J^{-}\left(\mathscr{I}^{+}\right)$, there exists a future-directed causal curve $\mathscr{L}_{n}$ from $p_{n}$ to $\mathscr{I}^{+}$for each $n \in \mathbb{N}$. The neighborhood $U$ being convex, each $\mathscr{L}_{n}$ intersects its boundary $\partial U$ at a unique point, $q_{n}$ say, in the future of $p_{n}:\left\{q_{n}\right\}=\mathscr{L}_{n} \cap \partial U$ (cf. Fig. 4.14). Since $\partial U$ is compact, the sequence $\left(q_{n}\right)_{n \in \mathbb{N}}$ admits a subsequence, $\left(q_{f(n)}\right)_{n \in \mathbb{N}}$ say ( $f$ being an increasing function $\mathbb{N} \rightarrow \mathbb{N}$ ), that converges to some limit point $q$. Since from any point $p_{f(n)}$ arbitrarily close to $p$, there is the causal curve $\mathscr{L}_{f(n)}$ to the point $q_{f(n)}$ arbitrarily close to $q$, one can show that there exists a future-directed causal curve $\mathscr{L}$ connecting $p$ to $q$ (cf. Fig. 4.14; see e.g. Lemma 6.2.1 of Hawking \& Ellis' textbook [242] for a precise demonstration).

As the limit of points in $J^{-}\left(\mathscr{I}^{+}\right), q$ lies in the closure $\overline{J^{-}\left(\mathscr{I}^{+}\right)}=J^{-}\left(\mathscr{I}^{+}\right) \cup \mathscr{H}, \mathscr{H}$ being the boundary of $J^{-}\left(\mathscr{I}^{+}\right)$. Let us show by contradiction that actually $q \in \mathscr{H}$. If we assume $q \notin \mathscr{H}$, then necessarily $q \in J^{-}\left(\mathscr{I}^{+}\right)$. There exists then an open neighborhood $V$ of $q$ such that $V \subset J^{-}\left(\mathscr{I}^{+}\right)$(cf. Fig. 4.15). Let us choose $q^{\prime} \in V$ such that $q$ is connected to $q^{\prime}$ via a timelike curve. We may then extend $\mathscr{L}$ to a causal curve $\tilde{\mathscr{L}}$ from $p$ to $\mathscr{I}^{+}$via $q$ and $q^{\prime}$ (cf. Fig. 4.15). Since $\tilde{\mathscr{L}}$ contains a timelike segment (between $q$ and $q^{\prime}$ ), we may invoke Lemma 4.9 to deform it into a timelike curve $\tilde{\mathscr{L}}^{\prime}$ between $p$ and $\mathscr{I}^{+}$. Then, by Lemma 4.6, one can "move the past end" of $\tilde{\mathscr{L}}^{\prime}$ to get a new timelike curve $\tilde{\mathscr{L}}^{\prime \prime}$ linking an event $p^{\prime} \in \mathscr{B}$ close to $p$ to $\mathscr{I}^{+}$ (dotted curve in Fig. 4.15), which is impossible by the very definition of the black hole region $\mathscr{B}$. Hence $q \in \mathscr{H}$.
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Figure 4.15: Proving by contradiction that $q$ lies in $\mathscr{H}$.

The causal curve $\mathscr{L}$ connecting $p$ to $q$ cannot be timelike since $p$ and $q$ are both in $\mathscr{H}$, which is achronal (Property 4.5). Actually, $\mathscr{L}$ cannot even contain a timelike segment: if it would, then by Lemma 4.9, it could be deformed into a timelike curve between $p$ and $q$, which again would contradict the achronal character of $\mathscr{H}$. Hence $\mathscr{L}$ is necessarily a null curve. Moreover, it is a geodesic. Indeed, let us assume it is not. There is then some non-geodesic null segment of $\mathscr{L}, a b$ say. Now, as shown in Sec. B.4.3 of Appendix B, a curve from $a$ to $b$ is a geodesic iff any of its parametrizations $P:\left[\lambda_{a}, \lambda_{b}\right] \rightarrow \mathscr{M}, \lambda \mapsto P(\lambda) \in \mathscr{L}$ is a stationary point of the action

$$
E_{(a, b)}(P):=\int_{\lambda_{a}}^{\lambda_{b}} \boldsymbol{g}(\boldsymbol{v}, \boldsymbol{v}) \mathrm{d} \lambda
$$

where $\boldsymbol{v}=\mathrm{d} \boldsymbol{x} / \mathrm{d} \lambda$ is the tangent vector associated with $P$. For the null segment $a b$ of $\mathscr{L}$, we have $E_{(a, b)}(P)=0$. Since $a b$ is assumed to be not geodesic, it is not a stationary point of $E_{(a, b)}(P)$, which implies that there exists a nearby curve from $a$ to $b$ with $E_{(a, b)}(P)<0$, i.e. there exists a curve from $a$ to $b$ with some timelike part. It follows that $p$ and $q$ can be connected by a causal curve with a timelike segment. But this feature has been excluded above. We conclude that $\mathscr{L}$ is a null geodesic.

At this stage, we have shown that given $p \in \mathscr{H}$, there exists a future-directed null geodesic $\mathscr{L}$ connecting $p$ to another point $q \in \mathscr{H}$. There remains to show that $\mathscr{L}$ lies entirely in $\mathscr{H}$. Let us start by showing that $\mathscr{L} \subset \overline{J^{-}\left(\mathscr{I}^{+}\right)}$. Let $a$ be a generic point of $\mathscr{L}$ between $p$ and $q$. Since $\mathscr{L}$ is null, there exists a point $a^{\prime}$ arbitrarily close to $a$ such that $a^{\prime}$ is connected to $q$ by a future-directed timelike curve (cf. Fig. 4.16). Thanks to Lemma 4.6 and the property $q \in \overline{J^{-}\left(\mathscr{I}^{+}\right)}$, we may find a point $q^{\prime} \in J^{-}\left(\mathscr{I}^{+}\right)$close to $q$ such that $a^{\prime}$ is connected to $q^{\prime}$ by a future-directed timelike curve. Since $q^{\prime} \in J^{-}\left(\mathscr{I}^{+}\right)$, such a curve can be extended to a causal curve to $\mathscr{I}^{+}$(the dashed curve in Fig. 4.16); hence $a^{\prime} \in J^{-}\left(\mathscr{I}^{+}\right)$. Since $a^{\prime}$ is arbitrarily close to $a$, we conclude that $a \in \overline{J^{-}\left(\mathscr{I}^{+}\right)}$. Then, by repeating the same reasoning as that employed above for proving $q \in \mathscr{H}$, simply replacing $q$ by $a$, we get that $a \in \mathscr{H}$. Since $a$ is a generic point of $\mathscr{L}$, we conclude that $\mathscr{L}$ lies entirely in $\mathscr{H}$.

Given a point $p \in \mathscr{H}$, we have thus constructed a future-directed null geodesic $\mathscr{L}$ lying entirely in $\mathscr{H}$ and connecting $p$ to another point $q \in \mathscr{H}$. One can repeat the construction


Figure 4.16: Proving that $\mathscr{L}$ lies entirely in $\mathscr{H}$.


Figure 4.17: Proof of Lemma 4.10.
from the point $q$ to get another future-directed null geodesic $\mathscr{L}^{\prime} \subset \mathscr{H}$ connecting $q$ to another point $q^{\prime} \in \mathscr{H}$. Now $\mathscr{L}$ and $\mathscr{L}^{\prime}$ must be two segments of the same null geodesic $\mathscr{L} \cup \mathscr{L}^{\prime}$ by the following lemma.

## Lemma 4.10

Let $q \in \mathscr{H}$. If $\mathscr{L} \subset \mathscr{H}$ is a null geodesic having $q$ as future end point and $\mathscr{L}^{\prime} \subset \mathscr{H}$ is a null geodesic having $q$ as past end point, then $\mathscr{L}$ and $\mathscr{L}^{\prime}$ have collinear tangent vectors at their common point $q$. It follows that $\mathscr{L}$ and $\mathscr{L}^{\prime}$ are two segments of a same null geodesic through $q$.

Proof of Lemma 4.10. Assume that $\mathscr{L}$ and $\mathscr{L}^{\prime}$ have non-collinear tangent vectors at $q$. Then, in the vicinity of $q$, one can find a point $a \in \mathscr{L}$ and a point $b \in \mathscr{L}^{\prime}$ such that $a$ and $b$ can be connected by a timelike curve (cf. Fig. 4.17). Since $\mathscr{L} \subset \mathscr{H}$ and $\mathscr{L}^{\prime} \subset \mathscr{H}$, we have $a \in \mathscr{H}$ and $b \in \mathscr{H}$ and therefore we get a contradiction with $\mathscr{H}$ being achronal.

Thanks to Lemma 4.10, we conclude that $\mathscr{L}^{\prime}$ extends $\mathscr{L}$ to the null geodesic $\mathscr{L} \cup \mathscr{L}^{\prime}$ entirely lying in $\mathscr{H}$. By iterating, we conclude that the null geodesic $\mathscr{L}$ through $p$ can be extended indefinitely into the future. Moreover, it can never leave $\mathscr{H}$. Indeed, if $\mathscr{L}$ would leave $\mathscr{H}$ at some point $q$, by the same procedure used above for $p$, one could construct a future-directed


Figure 4.18: Spacetime diagram of the event horizon corresponding to the head-on merger of two black holes as computed by Matzner et al. (1995) [320]. The white curves are some null geodesic generators; the left picture is a zoom of the merger region, with the crease set (source: Fig. 4 of Ref. [320]; ©1995 American Association for the Advancement of Science).
null geodesic $\mathscr{L}^{\prime} \subset \mathscr{H}$ starting from $q$; then Lemma 4.10 would imply that $\mathscr{L}$ and $\mathscr{L}^{\prime}$ would have the same tangent at $q$, which is not compatible with $\mathscr{L}$ leaving $\mathscr{H}$ at $q$.

Another direct consequence of Lemma 4.10 is that no two distinct null generators may intersect at a point $p \in \mathscr{H}$, except if their segments in the past of $p$ lie outside $\mathscr{H}$. This completes the proof of Property 4.8.

Some features of Property 4.8 are illustrated in Fig. 4.18, which displays the null geodesic generators in a numerical simulation of the head-on collision of two black holes by Matzner et al. (1995) [320]. Note that new null geodesics enter the event horizon at the "crotch" of the "pair of pants".

The head-on black hole merger has been also computed by Cohen et al. (2009) [120], with an increased numerical accuracy (cf. Fig. 4.19). Cross-sections of the event horizon $\mathscr{H}$ (cf. Sec. 2.3.4) are depicted in Fig. 4.20. The same figure shows also how some null geodesics will reach $\mathscr{H}$ to become null generators.

Finally, Fig. 4.21 shows a cross-section of the event horizon computed by Cohen et al. (2012) [119] in some inspiralling binary black hole merger. The black hole spacetime itself has been computed as a solution of the vacuum Einstein equation (1.44) by Scheel at al. [398]; it corresponds to 16 inspiralling orbits of an equal-mass binary black hole with vanishing initial spins.

Generically, for a binary black hole merger, the crease set forms a 2-dimensional subset of the event horizon $\mathscr{H}$ and is bounded by the set of caustic points, which forms a 1-dimensional subset of $\mathscr{H}$ [409, 410, 257, 119].


Figure 4.19: Spacetime diagram showing the event horizon in the head-on merger of two black holes, as computed by Cohen et al. (2009) [120]. The blue curves are null geodesics that will eventually become null generators of the event horizon; those arising from regions close to the event horizon are marked by the arrow and the black ellipse (source: Fig. 15 of Ref. [120]; ©2009 IOP Publishing Ltd).


Figure 4.20: Cross-sections (at various coordinate times $t$ ) of the event horizon $\mathscr{H}$ corresponding to the head-on merger of two black holes as computed by Cohen et al. (2009) [120] and displayed in Fig. 4.19. Each figure is a 2 D cut of a hypersurface $\Sigma_{t}$ defined by a constant value of the coordinate time $t$, expressed in units of the sum $M$ of the initial irreducible masses of each black hole (to be discussed in Chap. 16). The whole 3D hypersurface $\Sigma_{t}$ can be reconstructed by rotation around the collision axis. $t_{\text {CEH }}$ (for "Common Event Horizon") is the coordinate time at which the cross-section of $\mathscr{H}$ becomes a connected 2 -surface. The cross-sections of $\mathscr{H}$ are displayed in black, while the green dashed curves denote the set of the intersections with $\Sigma_{t}$ of the null geodesics that will become null generators of $\mathscr{H}$ through the cusps in the "individual" event horizons. The red and blue dashed curves denotes apparent horizons (to be discussed in Chap. 17). (source: Fig. 1 of Ref. [120]; ©2009 IOP Publishing Ltd).


Figure 4.21: Cross-section of the event horizon $\mathscr{H}$ of the inspiralling merger of two black holes as computed by Cohen et al. (2012) [119]. The $x$ and $y$ axes define the orbital plane. This cross-section is the first connected one in the slicing of $\mathscr{H}$ by surfaces of constant coordinate time $t$ (source: Fig. 2 of Ref. [119]; ©2012 American Physical Society).

## Property 4.11: the event horizon as a null hypersurface

Wherever it is smooth, $\mathscr{H}$ is a null hypersurface. Its generators, as defined by Property 4.8, are then nothing but the null-hypersurface generators as defined in Sec. 2.3.3.

Proof. Let us assume that $\mathscr{H}$ is smooth in some open subset $U$. By Property 4.7, $\mathscr{H}$ is then a smooth hypersurface in $U$. According to Property 4.8 , there is a null geodesic lying in $\mathscr{H}$ through any point of $\mathscr{H} \cap U$. This implies null tangent vectors at any point of $\mathscr{H} \cap U$, so that, in $U, \mathscr{H}$ must be either a null hypersurface or a timelike one. But $\mathscr{H}$ is achronal by Property 4.5 and therefore cannot be timelike. Hence, $\mathscr{H}$ is a null hypersurface in $U$. Finally, there is only one congruence of null geodesics ruling a null hypersurface: the null generators defined in Sec. 2.3.3. The generators invoked in Property 4.8 have thus to belong to that congruence.

It can be shown that event horizons are smooth almost everywhere: the only location where they are not differentiable is the crease set, i.e. the set of points where null geodesics cross each other while entering $\mathscr{H}$ to become a null generator (cf. Fig. 4.18).
Remark 6: Properties 4.5 to 4.11 are not specific to black hole horizons: they are actually valid for any boundary $\partial J^{-}(S)$ of the causal past of a given set $S \subset \mathscr{M}$, or $S \subset \tilde{\mathscr{M}}$ (such as $\mathscr{I}^{+}$) [366, 242, 190]. Indeed, none of the specific features of $\mathscr{I}^{+}$(i.e. $\mathscr{I}^{+}$lies at the boundary of $\tilde{\mathscr{M}}$ and cannot be intersected by past-directed causal curves) has been used in the proofs of Properties 4.5 to 4.11 . These properties are also valid for the boundary $\partial J^{+}(S)$ of the causal future of any $S$, modulo the relevant changes future $\leftrightarrow$ past in Property 4.8. A set of the type $\partial J^{-}(S)$ and $\partial J^{+}(S)$ is named an achronal boundary [242].

Historical note : The properties of generic achronal boundaries, which yield Properties 4.5 to 4.11 in the particular case of a black hole event horizon $\mathscr{H}$ (cf. Remark 6), have been established by Roger Penrose in a seminal lecture at the Battelle-Seattle Center at the summer of 1967, which has been published in 1968 [366]. Penrose used the term semispacelike boundary instead of achronal boundary. It seems that the latter has been introduced by Stephen Hawking and George Ellis in 1973 in their famous textbook [242].

## Chapter 5

## Stationary black holes
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### 5.1 Introduction

Having defined black holes in all generality in Chap. 4, we focus here on black holes in steady state, i.e. black holes in stationary spacetimes. We have already discussed non-expanding horizons and Killing horizons in Chap. 3 as possible models for the event horizon of a steady state black hole. Actually, we shall see here that (each connected component of) the event horizon of a black hole in a stationary spacetime has to be a Killing horizon. We shall start by defining properly the concept of a stationary spacetime and investigating the first properties of a black hole in such a spacetime (Sec. 5.2). Then, we extend the study of Killing horizons initiated in Chap. 3 to encompass bifurcate Killing horizons (Sec. 3.4). In Sec. 5.3, we discuss the concepts of mass and angular momentum in asymptotically flat spacetimes, which are useful to characterize black holes. In Sec. 5.4, we shall see that if the Killing vector $\boldsymbol{\xi}$ generating stationarity is null on a connected event horizon $\mathscr{H}$, the latter is a Killing horizon with respect to $\boldsymbol{\xi}$. If $\mathscr{H}$ is non-degenerate and the electrovacuum Einstein equation holds, this can only occur in a static spacetime (staticity theorem, Sec. 5.4.1). If on the contrary, $\boldsymbol{\xi}$ is spacelike on some parts of $\mathscr{H}$ (the timelike case is excluded for the event horizon is a null hypersurface), then, modulo the electrovacuum Einstein equation and some additional hypotheses, $\mathscr{H}$ is still a Killing horizon, albeit with respect to a Killing vector distinct from $\boldsymbol{\xi}$ (strong rigidity theorem, Sec. 5.4.2). Section 5.5 is devoted to an important relation between various global quantities
characterizing a stationary black hole: the Smarr formula. This is the opportunity to investigate electromagnetic fields on the horizon of a stationary black hole, in particular to define the black hole's electric charge and electric potential, both of them being involved in the Smarr formula. The culmination point of this chapter is Sec. 5.6, which presents the famous no-hair theorem. Modulo some hypotheses, this theorem stipulates that in 4-dimensional general relativity, all isolated stationary electrovacuum black holes are necessarily Kerr-Newman black holes; in the pure vacuum case (the most relevant one for astrophysics), they are Kerr black holes, to be explored in Part. III.

### 5.2 Stationary spacetimes

### 5.2.1 Definitions

A spacetime $(\mathscr{M}, \boldsymbol{g})$ is called stationary iff (i) it is invariant under the action of the translation group $(\mathbb{R},+)$ and (ii) the orbits of the group action (cf. Sec. 3.3.1) are everywhere timelike curves or (ii') $(\mathscr{M}, \boldsymbol{g})$ admits a conformal completion (cf. Sec. 4.3) and the orbits of the group action are timelike in the vicinity of the conformal boundary $\mathscr{I}$. It is equivalent to say that there exists a Killing vector field $\boldsymbol{\xi}$ (the generator of the translation group, cf. Sec. 3.3.1) that is timelike everywhere or at least in the vicinity of $\mathscr{I}$ when there exists a conformal completion. We shall say that $(\mathscr{M}, \boldsymbol{g})$ is strictly stationary iff the Killing vector field $\boldsymbol{\xi}$ is timelike in all $\mathscr{M}$, i.e. iff property (ii) above is fulfilled.

Remark 1: Some authors (e.g. Carter [85]) call pseudo-stationary the stationary spacetimes that obey (ii'), keeping the qualifier stationary for the strictly stationary case. As we are going to see, when $\mathscr{M}$ contains a black hole, $\boldsymbol{\xi}$ cannot be timelike everywhere, so only pseudo-stationarity in Carter's sense is relevant for such spacetimes. Our terminology, namely keeping the qualifier stationary even for (ii'), follows that of Choquet-Bruhat [97], Chruściel, Lopes Costa \& Heusler [110], Heusler [250] and Wald [450].

The Killing vector field $\boldsymbol{\xi}$ is a priori not unique: the translation group $(\mathbb{R},+)$ admits the reparametrizations $t \mapsto t^{\prime}=\alpha t$, where $\alpha$ is a nonzero constant, which yield the rescallings $\boldsymbol{\xi} \mapsto \boldsymbol{\xi}^{\prime}=\alpha^{-1} \boldsymbol{\xi}$ of the Killing vector fields [cf. Eq. (3.14)]. When the spacetime admits a conformal boundary $\mathscr{I}$ - which is required if a black hole is present, given the definition (4.37) - , then one selects $\boldsymbol{\xi}$ by demanding that

$$
\begin{equation*}
\boldsymbol{\xi} \cdot \boldsymbol{\xi} \rightarrow-1 \quad \text { near } \mathscr{I} . \tag{5.1}
\end{equation*}
$$

This determines $\boldsymbol{\xi}$ uniquely, up to a factor $\pm 1$, since this fixes the rescaling constant $\alpha$ to $\pm 1$. If the spacetime is time-orientable, one can get rid of the $\pm 1$ ambiguity by demanding that $\boldsymbol{\xi}$ is future-oriented near $\mathscr{I}$.

If the stationary spacetime is endowed with electromagnetic and/or matter fields, they must respect the stationarity as well. For the electromagnetic field $\boldsymbol{F}$ (cf. Sec. 1.5.2), this is expressed by the vanishing of the Lie derivative along $\xi$ :

$$
\begin{equation*}
\mathcal{L}_{\xi} \boldsymbol{F}=0 . \tag{5.2}
\end{equation*}
$$

This condition is similar to Killing-vector property $\mathcal{L}_{\boldsymbol{\xi}} \boldsymbol{g}=0$ [Eq. (3.18)].
A notion stronger than stationarity is that of staticity:
A spacetime $(\mathscr{M}, \boldsymbol{g})$ is called static iff (i) it is stationary and (ii) the Killing vector field $\boldsymbol{\xi}$ generating the stationary action is orthogonal to a family of hypersurfaces (one says that $\boldsymbol{\xi}$ is hypersurface-orthogonal). The spacetime $(\mathscr{M}, \boldsymbol{g})$ is called strictly static iff moreover $\boldsymbol{\xi}$ is timelike in all $\mathscr{M}$.

Remark 2: The same comment as in Remark 1 can be made: some authors would call static only spacetimes that are strictly static according to the above definition.

In loose terms, a spacetime is stationary if "nothing changes with time", while it is static if, in addition, "nothing moves". A prototype of a stationary spacetime that is not static is a spacetime containing a steadily rotating body, be it a star or a black hole.

### 5.2.2 Coordinates adapted to stationarity or staticity

In a $n$-dimensional stationary spacetime $(\mathscr{M}, \boldsymbol{g})$, a coordinate system $\left(x^{\alpha}\right)=\left(x^{0}, x^{1}, \ldots x^{n-1}\right)$ is said adapted to stationarity iff the coordinate vector $\boldsymbol{\partial}_{t}$, where $t:=x^{0}$, coincides with the stationary Killing vector $\boldsymbol{\xi}$. According to Property $3.7, t$ is then an ignorable coordinate, i.e. the components $g_{\alpha \beta}$ of the metric tensor with respect to $\left(x^{\alpha}\right)$ obey $\partial g_{\alpha \beta} / \partial t=0$ [Eq. (3.20)]. It follows that

$$
\begin{equation*}
g_{\alpha \beta}=g_{\alpha \beta}\left(x^{1}, \ldots x^{n-1}\right) \tag{5.3}
\end{equation*}
$$

If the spacetime $(\mathscr{M}, \boldsymbol{g})$ is static, a coordinate system $\left(x^{\alpha}\right)=\left(x^{0}=t, x^{1}, \ldots x^{n-1}\right)$ is said adapted to staticity iff it is adapted to stationarity and the hypersurfaces $t=$ const are orthogonal to the static Killing vector $\boldsymbol{\xi}$. Given that a normal 1-form to the hypersurfaces $t=$ const is $\mathbf{d} t$, the coordinates $\left(x^{\alpha}\right)$ are adapted to staticity iff

$$
\begin{equation*}
\boldsymbol{\xi}=\boldsymbol{\partial}_{t} \quad \text { and } \quad \underline{\boldsymbol{\xi}}=W \mathbf{d} t, \tag{5.4}
\end{equation*}
$$

where $\underline{\boldsymbol{\xi}}$ is the metric dual of $\boldsymbol{\xi}$ (cf. Sec. A.3.3) and $W:=\boldsymbol{g}(\boldsymbol{\xi}, \boldsymbol{\xi})=\langle\boldsymbol{\xi}, \boldsymbol{\xi}\rangle$. The orthogonality of $\partial_{t}$ and the hypersurfaces $t=$ const translates to $g_{0 i}=0$ for $i \in\{1, \ldots, n-1\}$, the $g_{\alpha \beta}$ 's being the metric components with respect to the coordinates $\left(x^{\alpha}\right)$. Hence one may write the metric of a static spacetime of dimension $n$ as

$$
\begin{equation*}
\boldsymbol{g}=W \mathbf{d} t^{2}+g_{i j} \mathbf{d} x^{i} \mathbf{d} x^{j}, \tag{5.5}
\end{equation*}
$$

where the indices $(i, j)$ range in $\{1, \ldots, n-1\}$ and $W$ and $g_{i j}$ are functions of $\left(x^{1}, \ldots, x^{n-1}\right)$ only. It is clear that the metric (5.5) is invariant ${ }^{1}$ in the transformation $t \mapsto-t$. One says that a static spacetime is time-reflection symmetric.

Example 1 (staticity of anti-de Sitter spacetime): The anti-de Sitter spacetime $\mathrm{AdS}_{4}$ considered in Example 18 of Chap. 3 is strictly static, with the coordinates $(\tau, r, \theta, \varphi)$ being adapted to staticity (hence their name: global static). Indeed, the metric (3.49) is of the form (5.5) with $t=\tau$ and $W=-\ell^{2}\left(1+r^{2}\right)$.

[^32]The strict staticity follows from $W<0$, which shows that the Killing vector $\boldsymbol{\xi}=\boldsymbol{\partial}_{t}$ is everywhere timelike.

Example 2 (staticity of Schwarzschild spacetime): The Schwarzschild spacetime, introduced in Example 3 of Chap. 2, is static, but not strictly static. The staticity is however not obvious from the metric components given by Eq. (2.5) because the coordinates $(t, r, \theta, \varphi)$ used there are not adapted to staticity: the Killing vector $\boldsymbol{\xi}=\boldsymbol{\partial}_{t}$ is not orthogonal to the hypersurfaces $t=$ const, given that $g_{t r} \neq 0$. We shall introduce coordinates adapted to staticity in Chap. 6, namely the Schwarzschild-Droste coordinates. That the Schwarzschild spacetime is not strictly static can be read directly on Eq. (2.5): $\boldsymbol{\xi} \cdot \boldsymbol{\xi}=g_{t t}=-1+2 m / r$, so that $\boldsymbol{\xi}$ is timelike only in the region $r>2 m$.

### 5.2.3 Black holes in stationary spacetimes

Let us consider a spacetime $(\mathscr{M}, \boldsymbol{g})$ that contains a black hole, as defined in Sec. 4.4.2. In particular, $(\mathscr{M}, \boldsymbol{g})$ admits a future infinity $\mathscr{I}^{+}$. Furthermore, we assume that $(\mathscr{M}, \boldsymbol{g})$ is stationary, as defined in Sec. 5.2.1. Since $(\mathscr{M}, \boldsymbol{g})$ is invariant under the action of the isometry group $(\mathbb{R},+)$, so is $\mathscr{I}^{+}$(under some proper extension of $\boldsymbol{\xi}$ to the conformal completion $\tilde{\mathscr{M}}$ ) and therefore its causal past $J^{-}\left(\mathscr{I}^{+}\right)$. Since the event horizon $\mathscr{H}$ is the boundary of $J^{-}\left(\mathscr{I}^{+}\right)$inside $\mathscr{M}$ [Eq. (4.39)], we get

## Property 5.1: stationary event horizon

The event horizon $\mathscr{H}$ of a black hole in a stationary spacetime is globally invariant under the action of the stationary group $(\mathbb{R},+)$.

The word globally stresses that $\mathscr{H}$ is invariant as a whole, not that each point of $\mathscr{H}$ is a fixed point of the group action. Let us assume that $\mathscr{H}$ is smooth (this sounds likely in a stationary context; a rigorous proof can be found in Ref. [107]); it is then a null hypersurface (Property 4.11 in Sec. 4.4.3). Now, $\mathscr{H}$ is globally invariant if, and only if, the generator $\boldsymbol{\xi}$ of the isometry group is tangent to $\mathscr{H}$. Since a timelike vector cannot be tangent to a null hypersurface (cf. Lemma 2.3 in Sec. 2.3.4), we conclude:

## Property 5.2: stationary Killing vector tangent to the event horizon

In a stationary spacetime containing a black hole, the stationary Killing vector field $\boldsymbol{\xi}$ is tangent to the event horizon $\mathscr{H}$, which implies that $\boldsymbol{\xi}$ is either null or spacelike on $\mathscr{H}$. Let $\mathscr{H}_{0}$ be a connected component of $\mathscr{H}\left(\mathscr{H}_{0}=\mathscr{H}\right.$ if $\mathscr{H}$ is connected $)$. If $\boldsymbol{\xi}$ is null on all $\mathscr{H}_{0}$, one says that $\mathscr{H}_{0}$ is non-rotating, while if $\boldsymbol{\xi}$ is spacelike on some part of $\mathscr{H}_{0}$, one says that $\mathscr{H}_{0}$ is rotating.

Since $\boldsymbol{\xi}$ cannot be timelike on $\mathscr{H}$, it follows immediately that a stationary spacetime containing a black hole cannot be strictly stationary, according to the definition given in Sec. 5.2.1. We shall discuss in detail the two cases - null or spacelike - allowed for $\boldsymbol{\xi}$ on $\mathscr{H}$ in Sec. 5.4.

It is rather intuitive that the event horizon $\mathscr{H}$ of a black hole in a stationary spacetime must have a vanishing expansion $\theta_{(\ell)}$ along its null normals $\boldsymbol{\ell}$. Indeed, if $\theta_{(\ell)}$ were nonzero, the area of cross-sections would vary when dragged along $\ell$ and this would define some "evolution" along $\mathscr{H}$ (e.g. from small areas to larger ones), which would break the invariance of $\mathscr{H}$ under the action of the stationary group. This of course results from $\mathscr{H}$ being part of the global spacetime structure, since not any null hypersurface in a stationary spacetime has a vanishing expansion: for instance, a future light cone in Minkowski spacetime (which is stationary!) has $\theta_{(\ell)}>0$ (cf. Example 17 on p. 43), but the light cone is not invariant by any time translation isometry. The rigorous proof that $\theta_{(\ell)}=0$ for stationary event horizons can be found in Hawking \& Ellis' textbook (Proposition 9.3 .1 of Ref. [242]). Here, we shall simply state:

## Property 5.3: non-expanding horizons for stationary black holes

The event horizon $\mathscr{H}$ of a black hole in a stationary spacetime is a null hypersurface of vanishing expansion:

$$
\begin{equation*}
\theta_{(\ell)}=0 . \tag{5.6}
\end{equation*}
$$

Moreover, if the cross-sections $\mathscr{S}$ of $\mathscr{H}$ are closed manifolds such that $\mathscr{H}$ has the topology $\mathbb{R} \times \mathscr{S}, \mathscr{H}$ is a non-expanding horizon, according to the definition given in Sec. 3.2.

In dimension 4, one can strongly constrain the topology of the horizon cross-sections:
Property 5.4: topology theorem 1 (Hawking 1972 [237])
Let $(\mathscr{M}, \boldsymbol{g})$ be a 4-dimensional stationary spacetime containing a black hole of event horizon $\mathscr{H}$. Let $\mathscr{S}$ be a connected component of a complete cross-section of $\mathscr{H}$. Let us assume that (i) $\mathscr{S}$ is closed (compact without boundary) and orientable; (ii) the null dominance condition (3.43) is fulfilled on $\mathscr{H}$ for some scalar field $f \geq 0$ [for general relativity with $f=\Lambda$ this is equivalent to assuming $\Lambda \geq 0$ and the dominant null energy condition (3.46)] and (iii) when displaced into the black hole exterior along $-\boldsymbol{k}$ (the opposite of the ingoing null normal $\boldsymbol{k}$ to $\mathscr{S}), \mathscr{S}$ becomes a surface with $\theta_{(\boldsymbol{\ell})}>0$. In particular, condition (iii) holds if $\theta_{(k)}<0$ and there is no trapped surface (cf. Sec. 3.2.3) in the black hole exterior. Then the cross-section $\mathscr{S}$ has generically the topology of the 2 -sphere (i.e. $\mathscr{S}$ is homeomorphic to $\mathbb{S}^{2}$ ). The non-generic case is that of $\mathscr{S}$ having the topology of the 2-torus $\mathbb{T}^{2}=\mathbb{S}^{1} \times \mathbb{S}^{1}$; this can occur only under special circumstances, among which the metric induced by $\boldsymbol{g}$ on $\mathscr{S}$ must be flat.

Proof. Let $\boldsymbol{\ell}$ be a future-directed null normal to $\mathscr{H}$ and $\boldsymbol{k}$ a complementary future-directed null vector field normal to $\mathscr{S}$, normalized as in Eq. (2.33), i.e. $\boldsymbol{k} \cdot \boldsymbol{\ell}=-1$. At each point $p \in \mathscr{S}$, the pair $(\boldsymbol{k}, \ell)$ is a basis of the 2-plane $T_{p}^{\perp} \mathscr{S}$ orthogonal to $\mathscr{S}$ (cf. Fig. 2.10), with $\ell$ tangent to $\mathscr{H}$ and $\boldsymbol{k}$ transverse to it. Morever $\boldsymbol{k}$ points towards the black hole interior, otherwise null geodesics leaving $\mathscr{H}$ along $\boldsymbol{k}$ would enter $J^{-}\left(\mathscr{I}^{+}\right)$. As in Sec. 2.3, let us consider that $\mathscr{H}$ is the level set $u=0$ of 1-parameter family of hypersurfaces $\left(\mathscr{H}_{u}\right)_{u \in \mathbb{R}}$. This extends $\ell$ in the vicinity of $\mathscr{H}$ via Eq. (2.11) as a null vector field normal to each $\mathscr{H}_{u}$. By Property 5.3, we have
$\theta_{(\ell)}=0$ on $\mathscr{S}$. Let us displace $\mathscr{S}$ by a small parameter $\epsilon>0$ along $-\boldsymbol{k}$. The expansion along $\ell$ of the obtained surface is positive by hypothesis (iii). By taking the limit $\epsilon \rightarrow 0$, we form the derivative $\mathcal{L}_{-k} \theta_{(\ell)}$, which must obey $\mathcal{L}_{-k} \theta_{(\ell)} \geq 0$ since $\theta_{(\ell)}=0$ on $\mathscr{S}$ and $\theta_{(\ell)}>0$ on the displaced surface. Given that $\mathcal{L}_{-k} \theta_{(\ell)}=-\mathcal{L}_{k} \theta_{(\ell)}$, we see that hypothesis (iii) implies

$$
\begin{equation*}
\mathcal{L}_{k} \theta_{(\ell)} \leq 0 \tag{5.7}
\end{equation*}
$$

A standard identity (cf. e.g. Eq. (3b) of [245], Eq. (3.1) of [60], Eq. (5.1) of [73] or Eq. (36) of [265]) expresses $\mathcal{L}_{k} \theta_{(\ell)}$ as

$$
\begin{equation*}
\mathcal{L}_{k} \theta_{(\ell)}=-\frac{1}{2} \mathscr{\mathscr { L }} R-{ }^{\mathscr{L}} D_{a} \Omega^{a}+\Omega_{a} \Omega^{a}+\boldsymbol{G}(\ell, \boldsymbol{k}), \tag{5.8}
\end{equation*}
$$

where ${ }^{\mathscr{S}} R$ is the Ricci scalar of the Riemannian metric $\boldsymbol{q}$ on $\mathscr{S}$ induced by the spacetime metric $\boldsymbol{g},{ }^{S} \boldsymbol{D}$ is the Levi-civita connection associated to $\boldsymbol{q}, \boldsymbol{G}$ is the Einstein tensor of the spacetime metric $\boldsymbol{g}$ and $\Omega$ is the 1 -form on $\mathscr{S}$ that is the pullback of the 1 -form $\boldsymbol{\omega}$ defined by Eq. (2.75). We may also view $\Omega$ as a spacetime 1 -form, defined as the composition of $\boldsymbol{\omega}$ with the orthogonal projector $\overrightarrow{\boldsymbol{q}}$ onto $\mathscr{S}: \Omega=\boldsymbol{\omega} \circ \overrightarrow{\boldsymbol{q}}$. In view of Eq. (2.77), we may then write $\langle\boldsymbol{\Omega}, \boldsymbol{v}\rangle=-\boldsymbol{k} \cdot \boldsymbol{\nabla}_{\overrightarrow{\boldsymbol{q}}(\boldsymbol{v})} \ell$, or in index notation, $\Omega_{\alpha}=-k_{\mu} \nabla_{\nu} \ell^{\mu} q^{\nu}{ }_{\alpha}$. Besides, using Eq. (3.43), we have $\boldsymbol{G}(\boldsymbol{\ell}, \boldsymbol{k})=\overrightarrow{\boldsymbol{G}}(\boldsymbol{\ell}) \cdot \boldsymbol{k}=-\boldsymbol{W} \cdot \boldsymbol{k}-f \boldsymbol{\ell} \cdot \boldsymbol{k}=-\boldsymbol{W} \cdot \boldsymbol{k}+f$. Then, integrating (5.8) over the compact manifold $\mathscr{S}$ and setting the integral of the divergence term ${ }^{\mathscr{}} D_{a} \Omega^{a}$ to zero since $\mathscr{S}$ has no boundary, we get

$$
\begin{equation*}
\underbrace{\frac{1}{2} \int_{\mathscr{S}} \mathscr{S}^{\mathscr{A}} R \sqrt{q} \mathrm{~d}^{2} x}_{2 \pi \chi}=\int_{\mathscr{S}}[\underbrace{\Omega_{a} \Omega^{a}}_{\geq 0} \underbrace{-\boldsymbol{W} \cdot \boldsymbol{k}}_{\geq 0}+\underbrace{f}_{\geq 0} \underbrace{-\mathcal{L}_{k} \theta_{(\ell)}}_{\geq 0}] \sqrt{q} \mathrm{~d}^{2} x . \tag{5.9}
\end{equation*}
$$

In the left-hand side, we have invoked the Gauss-Bonnet theorem to express the integral of ${ }^{\mathscr{S}} R$ in terms of the Euler characteristic $\chi$ of the surface $\mathscr{S}$, using the fact that in dimension 2, the Ricci scalar ${ }^{\mathscr{S}} R$ is twice the Gaussian curvature. The signs of the terms of the integrand in the right-hand side are justified as follows: $\Omega_{a} \Omega^{a}=q^{a b} \Omega_{a} \Omega_{b} \geq 0$ because $\boldsymbol{q}$ is a Riemannian metric, $-\boldsymbol{W} \cdot \boldsymbol{k} \geq 0$ by Lemma 1.2 in Sec. 1.2.2, given that $\boldsymbol{k}$ is a future-directed null vector and $\boldsymbol{W}$ is a future-directed causal vector thanks to the null dominance condition (3.43), $f \geq 0$ by hypothesis and $-\mathcal{L}_{k} \theta_{(\ell)} \geq 0$ follows from Eq. (5.7). Now, the Euler characteristic $\chi$ is a topological invariant, which is 2 for the sphere $\mathbb{S}^{2}, 0$ for the torus $\mathbb{T}^{2}$ and $-2(g-1)$ for a connected orientable surface of genus $g$, i.e. with $g$ "holes". Equation (5.9) yields $\chi \geq 0$. The only possibilities for $\mathscr{S}$ compact, connected and orientable are $\mathbb{S}^{2}(\chi=2)$ and $\mathbb{T}^{2}(\chi=0)$. However the torus case is very special. Indeed, setting $\chi=0$ in Eq. (5.9) implies that each term in the integrand of the right-hand side vanishes separately: $\Omega_{a} \Omega^{a}=0, \boldsymbol{W} \cdot \boldsymbol{k}=0, f=0$ and $\mathcal{L}_{k} \theta_{(\ell)}=0$. The last condition is the marginal case in the inequality (5.7). Moreover, since $\boldsymbol{q}$ is positive definite, $\Omega_{a} \Omega^{a}=0$ implies $\Omega=0$, which in turn implies ${ }^{\mathscr{S}} D_{a} \Omega^{a}=0$. In addition, $\boldsymbol{G}(\boldsymbol{\ell}, \boldsymbol{k})=-\boldsymbol{W} \cdot \boldsymbol{k}+f=0$. We then deduce immediately from Eq. (5.8) that ${ }^{\mathscr{L}} R=0$, i.e. the Ricci scalar of $\boldsymbol{q}$ is identically zero. Given that the Riemann curvature tensor of a 2-dimensional metric is proportional to its Ricci scalar [cf. Eq. (A.116)], it follows that $\boldsymbol{q}$ is a flat metric.

Remark 3: The topology theorem 1, as stated above, is slightly different from the original version given by Hawking [237, 238, 242], for it adds the "outermost" hypothesis (iii). In Hawking's version, (iii)
is deduced from the non-existence of trapped surfaces in the black hole exterior $J^{-}\left(\mathscr{I}^{+}\right)$, the latter property being proved by assumming that the spacetime is globally hyperbolic (Proposition 9.2.8 in Ref. [242]). Another difference with Hawking's version, as stated in Proposition 9.3.2 of Ref. [242], is that the torus topology is not totally excluded by Property 5.4. However, as discussed in the historical note below, it seems that the exclusion of the torus in Hawking's proof requires additional hypotheses, which are not explicitely stated in Refs. [237, 242].

Remark 4: The topology theorem 1 is not specific to stationary black hole event horizons, for it relies only on quasilocal properties. Indeed, the proof does not rely on $\mathscr{H}$ being the boundary of a black hole region, if one agrees to define the "interior" region as that pointed towards by $\boldsymbol{k}$. The only required property is $\mathscr{H}$ being a hypersurface (not even a null one) sliced by spacelike compact surfaces $\mathscr{S}$ with $\theta_{(\ell)}=0$ and $\mathcal{L}_{k} \theta_{(\ell)} \leq 0$. The theorem is therefore valid for outer trapping horizons [245] and (tubes of) apparent horizons, as noticed by Hawking himself [238] (p. 34), which are not necessarily null hypersurfaces and which exist in non-stationary spacetimes. Both concepts of outer trapping horizon and apparent horizon will be discussed in Chap. 17.

Another version of the topology theorem relies on the null convergence condition, which is weaker than the null dominance condition (hypothesis (ii) above), and replaces hypothesis (iii) by other ones, which are more global. It also fully excludes the 2-torus topology:

Property 5.5: topology theorem 2 (Chruściel \& Wald 1994 [117])
Let $(\mathscr{M}, \boldsymbol{g})$ be a 4-dimensional asymptotically flat stationary spacetime containing a black hole of event horizon $\mathscr{H}$. Let us assume that (i) the null convergence condition (2.94) is fulfilled, (ii) the domain of outer communications $\langle\langle\mathscr{M}\rangle\rangle$ [Eq. (4.43)] is globally hyperbolic, (iii) $\langle\langle\mathscr{M}\rangle\rangle$ contains an achronal asymptotically flat hypersurface $\Sigma$ that intersects $\mathscr{H}$ in a compact cross-section $\mathscr{S}$, and (iv) some technical condition is fulfilled (cf. [117] for the details). Then, $\langle\langle\mathscr{M}\rangle\rangle$ is simply connected and any connected component of $\mathscr{S}$ is homeomorphic to the sphere $\mathbb{S}^{2}$.

A part $\mathscr{U}$ of spacetime is said globally hyperbolic iff it admits a Cauchy surface, i.e. a spacelike hypersurface $\Sigma$ such that every inextendible timelike curve of $\mathscr{U}$ intersects $\Sigma$ exactly once (cf. Sec. 8.3 of Wald's textbook [446] for more details). We shall not give the proof of Property 5.5 here; it can of course be found in the original article by Chruściel \& Wald [117].
Remark 5: The topology theorems 1 and 2 regard only a connected component of a given horizon complete cross-section. Generally, the latter is a connected 2 -manifold, but there exist 4 -dimensional stationary (actually static) spacetimes containing a black hole, the event horizon of which has disconnected complete cross-sections: the Majumdar-Papapetrou spacetimes [314, 359, 235]. They are solutions of the electrovacuum Einstein equation (cf. Sec. 1.5.2) representing an arbitrary number of charged black holes, which form a static configuration thanks to an exact balance between the gravitational attraction and the electrostatic repulsion. The Majumdar-Papapetrou black holes will be discussed further in Sec. 5.6.1 [cf. Eq. (5.105)].

A generalization of the topology theorem 1 to spacetimes of dimension $n>4$ has been obtained in 2006 by Galloway \& Schoen [191] and Rácz provided a simplified proof of it in 2008 [378]. However, the theorem for $n>4$ only says that some invariant of the smooth structure of
$\mathscr{S}$, called the Yamabe invariant, must be positive for $f \geq 0\left(^{2}\right)$. This result implies that $\mathscr{S}$ must admit metrics of positive scalar curvature; it is less stringent about the topology of $\mathscr{S}$ than the theorem for $n=4$. Actually, the higher $n$, the less constraints on the topology are provided by the Yamabe invariant. For instance, for $n=5$, the cross-sections of the Myers-Perry black holes [336, 170, 381], which generalize Kerr black holes to $n>4$, have the topology of the sphere $\mathbb{S}^{3}$, but the topology $\mathbb{S}^{1} \times \mathbb{S}^{2}$ is allowed as well, as demonstrated by the black ring solution found by Emparan \& Reall [169, 170, 381] (see also Sec. 5.3 of Ref. [106]).
Historical note : The topology theorem for the spacetime dimension $n=4$ has been formulated first by Stephen Hawking in 1992 [237] (see also p. 34 of Ref. [238] and Proposition 9.3.2 in Hawking \& Ellis' textbook [242]). However, in 1993, Gregory Galloway [189] (p. 119) pointed out some limitation in Hawking's proof, namely that it cannot exclude the torus topology $(\chi=0)$ for the horizon's crosssections without any extra hypothesis. For instance, for the proof given in Ref. [237], one shall require that the spacetime is analytic (cf. Remark 4 in Sec. A.2.1), which is a rather strong hypothesis. The proof presented above is based on that given by Sean Hayward in 1994 [245] for outer trapping horizons (see also the proof of Theorem 6.3 in Ref. [341]). The theorem obtained by Piotr Chruściel and Robert Wald in 1994 [117] (Property 5.5) relies on the topological censorship theorem established by John Friedman, Kristin Schleich and Donald Witt in 1993 [181]. It leads directly to the spherical topology, excluding the toroidal one.

### 5.3 Mass and angular momentum

For an asymptotically flat stationary spacetime, containing a black hole or not, there is a well-defined concept of mass: the Komar mass, which we introduce here (Secs. 5.3.3-5.3.5). For axisymmetric spacetimes, which are relevant for stationary rotating black holes, there is in addition the concept of Komar angular momentum, which we shall introduce in Sec. 5.3.6.

### 5.3.1 Mass and angular momentum of weakly relativistic stationary systems

We shall call weakly relativistic a $n$-dimensional spacetime $(\mathscr{M}, \boldsymbol{g})$ such that $\mathscr{M}$ is diffeomorphic to $\mathbb{R}^{n}$ and the metric tensor can be expressed as

$$
\begin{equation*}
\boldsymbol{g}=\boldsymbol{f}+\boldsymbol{h} \tag{5.10}
\end{equation*}
$$

where $\boldsymbol{f}$ is a flat Lorentzian metric on $\mathscr{M}$ and $\boldsymbol{h}$ is small in the following sense: the components of $\boldsymbol{h}$ obey $\left|h_{\alpha \beta}\right| \ll 1$ in any Minkowskian coordinates for $\boldsymbol{f}$, i.e. coordinates ( $x^{\alpha}$ ) on $\mathscr{M}$ such that ${ }^{3}\left(f_{\alpha \beta}\right)=\eta:=\operatorname{diag}(-1,1, \ldots, 1)$. In addition, we assume that $\boldsymbol{g}$ is ruled by the Einstein equation (1.40) with $\Lambda=0$ and an energy momentum tensor $\boldsymbol{T}$ of compact support.

[^33]Given the flat metric $\boldsymbol{f}$, the Minkowskian coordinates ( $x^{\alpha}$ ) are not unique: any Poincaré transformation $\tilde{x}^{\alpha}=\Lambda^{\alpha}{ }_{\mu} x^{\mu}+c^{\alpha}$, where $\left(\Lambda^{\alpha}{ }_{\beta}\right)$ is a Lorentz matrix and the $c^{\alpha}$ s are constant, leads to a coordinate system ( $\tilde{x}^{\alpha}$ ) on $\mathscr{M}$ that is Minkowskian for $\boldsymbol{f}$. Furthermore, the flat metric $\boldsymbol{f}$ itself, and hence the decomposition (5.10), is highly non-unique. Indeed any change of coordinates of the form $x^{\prime \alpha}=x^{\alpha}+\zeta^{\alpha}\left(x^{0}, \ldots, x^{n-1}\right)$ where ( $x^{\alpha}$ ) are Minkowskian coordinates for $\boldsymbol{f}$ and $\zeta^{\alpha}$ are infinitesimal functions, leads to the following components of the metric tensor with respect to $\left(x^{\prime \alpha}\right)$ :

$$
g^{\prime}{ }_{\alpha \beta}=g_{\mu \nu} \frac{\partial x^{\mu}}{\partial x^{\prime \alpha}} \frac{\partial x^{\nu}}{\partial x^{\prime \beta}}=\left(\eta_{\mu \nu}+h_{\mu \nu}\right)\left(\delta^{\mu}{ }_{\alpha}-\partial_{\alpha} \zeta^{\mu}\right)\left(\delta^{\nu}{ }_{\beta}-\partial_{\beta} \zeta^{\nu}\right),
$$

where we have used $x^{\alpha}=x^{\prime \alpha}-\zeta^{\alpha}$ and $\partial \zeta^{\alpha} / \partial x^{\prime \beta}=\partial \zeta^{\alpha} / \partial x^{\sigma} \times \partial x^{\sigma} / \partial x^{\prime \beta} \simeq \partial \zeta^{\alpha} / \partial x^{\beta}=: \partial_{\beta} \zeta^{\alpha}$ to the first order in $\zeta^{\alpha}$. Expanding to the first order in $\zeta^{\alpha}$ and $\boldsymbol{h}$, we get

$$
g^{\prime}{ }_{\alpha \beta}=\eta_{\alpha \beta}+h_{\alpha \beta}-\partial_{\alpha} \zeta_{\beta}-\partial_{\beta} \zeta_{\alpha},
$$

where $\zeta_{\alpha}:=\eta_{\alpha \mu} \zeta^{\mu}$. We may recast the above expression as $\boldsymbol{g}=\boldsymbol{f}^{\prime}+\boldsymbol{h}^{\prime}$, where $\boldsymbol{f}^{\prime}$ is the metric whose components in the coordinates $\left(x^{\prime \alpha}\right)$ are $\eta_{\alpha \beta}$ (hence $\boldsymbol{f}^{\prime}$ is flat, as ${ }^{4} \boldsymbol{f}$ ) and $\boldsymbol{h}^{\prime}$ has the following components with respect to the coordinates $\left(x^{\prime \alpha}\right)$ :

$$
\begin{equation*}
h_{\alpha \beta}^{\prime}=h_{\alpha \beta}-\partial_{\alpha} \zeta_{\beta}-\partial_{\beta} \zeta_{\alpha} . \tag{5.11}
\end{equation*}
$$

The above relation can be viewed as expressing some gauge freedom on $\boldsymbol{h}$. This freedom actually reflects the freedom in the choice of the flat background metric $\boldsymbol{f}$ in the decomposition (5.10).

## Property 5.6: Lorenz gauge for the metric perturbation

The gauge freedom (5.11) can be used to ensure that, in terms of $\boldsymbol{f}$-Minkowskian coordinates $\left(x^{\alpha}\right)$, the metric perturbation $\boldsymbol{h}$ fulfills

$$
\begin{equation*}
\partial_{\mu}\left(\eta^{\mu \nu} \bar{h}_{\alpha \nu}\right)=0 \tag{5.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\boldsymbol{h}}:=\boldsymbol{h}-\frac{1}{2} h \boldsymbol{f} \tag{5.13}
\end{equation*}
$$

$h$ standing for the trace of $\boldsymbol{h}$ with respect to $\boldsymbol{f}: h:=\eta^{\mu \nu} h_{\mu \nu}$. The choice (5.12) is referred to as the Lorenz gauge (sometimes Hilbert gauge [415]).

Proof. From Eq. (5.11), we get $h^{\prime}:=\eta^{\mu \nu} h^{\prime}{ }_{\mu \nu}=h-2 \partial_{\mu} \zeta^{\mu}$, so that $\bar{h}_{\alpha \beta}^{\prime}=\bar{h}_{\alpha \beta}-\partial_{\alpha} \zeta_{\beta}-\partial_{\beta} \zeta_{\alpha}+$ $\partial_{\mu} \zeta^{\mu} \eta_{\alpha \beta}$. It follows then that $\partial_{\mu}\left(\eta^{\mu \nu} \bar{h}_{\alpha \nu}^{\prime}\right)=\partial_{\mu}\left(\eta^{\mu \nu} \bar{h}_{\alpha \nu}\right)-\square_{f} \zeta_{\alpha}$, where $\square_{\boldsymbol{f}}:=\eta^{\mu \nu} \partial_{\mu} \partial_{\nu}$ is the d'Alembertian operator with respect to $\boldsymbol{f}$. Accordingly, if the Lorenz gauge (5.12) is not fulfilled, it suffices to solve the d'Alembert equation

$$
\begin{equation*}
\square_{f} \zeta_{\alpha}=\partial_{\mu}\left(\eta^{\mu \nu} \bar{h}_{\alpha \nu}\right) \tag{5.14}
\end{equation*}
$$

and plug the solution $\zeta_{\alpha}$ into Eq. (5.11) to get a metric pertubation $\boldsymbol{h}^{\prime}$ that obeys the Lorenz gauge.

[^34]Remark 1: The Lorenz gauge (5.12) is equivalent to the first-order expansion in $\boldsymbol{h}$ of the relation defining harmonic coordinates on $\mathscr{M}$, i.e.

$$
\begin{equation*}
\square_{\boldsymbol{g}} x^{\alpha}=0 \Longleftrightarrow \partial_{\mu}\left(\sqrt{-g} g^{\mu \alpha}\right)=0 \tag{5.15}
\end{equation*}
$$

Remark 2: The Lorenz gauge does not fully specify the pair $(\boldsymbol{f}, \boldsymbol{h})$. Indeed, the solutions of the d'Alembert equation (5.14) are non-unique: they depend on initial and boundary data.

A standard computation (see e.g. Chap. 18 of [331] or Chap. 5 of [415], noticing that the computation is independent of the spacetime dimension $n$ ) shows that, at first order in $\boldsymbol{h}$ and in the Lorenz gauge, the Einstein tensor of $\boldsymbol{g}$ is

$$
\begin{equation*}
\boldsymbol{G}=-\frac{1}{2} \square_{\boldsymbol{f}} \overline{\boldsymbol{h}} \tag{5.16}
\end{equation*}
$$

where $\square_{f}$ stands for the d'Alembertian operator relative to the metric $f$ : in $f$-Minkowskian coordinates $\left(x^{\alpha}\right), \square_{f} \bar{h}_{\alpha \beta}=\eta^{\mu \nu} \partial_{\mu} \partial_{\nu} \bar{h}_{\alpha \beta}$.

Let us now assume that $(\mathscr{M}, \boldsymbol{g})$ is a stationary spacetime, with Killing vector $\boldsymbol{\xi}$. We may then choose $\boldsymbol{f}$ so that the $\boldsymbol{f}$-Minkowskian coordinates $\left(x^{\alpha}\right)$ are adapted to stationarity, i.e. $x^{0}$ is an ignorable coordinate, or equivalently $\boldsymbol{\partial}_{0}=\boldsymbol{\xi}$. Let then $\Sigma$ be a hypersurface $x^{0}=$ const and $\gamma$ the metric induced by $\boldsymbol{f}$ on $\Sigma$. The coordinates ${ }^{5}\left(x^{i}\right)_{1 \leq i \leq n-1}$ form a Cartesian coordinate system of $(\Sigma, \gamma): \gamma=\delta_{i j} \mathbf{d} x^{i} \otimes \mathbf{d} x^{j}=\left(\mathbf{d} x^{1}\right)^{2}+\cdots+\left(\mathbf{d} x^{n-1}\right)^{2}$. The operator $\square_{f}$ reduces to the Laplace operator of $\gamma, \Delta$ say, and, thanks to property (5.16), the Einstein equation (1.40) becomes a system of $n(n+1) / 2$ independent Poisson equations:

$$
\begin{equation*}
\Delta \bar{h}_{\alpha \beta}=-16 \pi T_{\alpha \beta} \tag{5.17}
\end{equation*}
$$

The solutions are obtained via the Green function of the $(n-1)$-dimensional Laplace operator:

$$
\begin{equation*}
\bar{h}_{\alpha \beta}(x)=\frac{16 \pi}{(n-3) \Omega_{n-2}} \int_{\Sigma} \frac{T_{\alpha \beta}\left(x^{\prime}\right)}{\left|x-x^{\prime}\right|^{n-3}} \mathrm{~d}^{n-1} x^{\prime} \tag{5.18}
\end{equation*}
$$

where $x:=\left(x^{1}, \ldots, x^{n-1}\right), x^{\prime}:=\left(x^{\prime}, \ldots, x^{\prime n-1}\right),\left|x-x^{\prime}\right|^{2}:=\sum_{i=1}^{n-1}\left(x^{i}-x^{\prime i}\right)^{2}$ and $\Omega_{n-2}$ is the area of the unit sphere $\mathbb{S}^{n-2}$; the latter is given by the formula

$$
\begin{equation*}
\Omega_{p}=\frac{2 \pi^{(p+1) / 2}}{\Gamma((p+1) / 2)}, \quad \text { with } \quad \Gamma(u):=\int_{0}^{+\infty} t^{u-1} \mathrm{e}^{-t} \mathrm{~d} t \tag{5.19}
\end{equation*}
$$

so that

$$
\begin{equation*}
\Omega_{2}=4 \pi, \quad \Omega_{3}=2 \pi^{2}, \quad \Omega_{4}=\frac{8}{3} \pi^{2}, \quad \Omega_{5}=\pi^{3}, \ldots \tag{5.20}
\end{equation*}
$$

## Property 5.7: asymptotic metric of a weakly relativistic system

Let $(\mathscr{M}, \boldsymbol{g})$ be a weakly relativistic stationary spacetime of dimension $n \geq 4$, with $\boldsymbol{g}$ obeying the Einstein equation (1.40) with $\Lambda=0$ and an energy momentum tensor $\boldsymbol{T}$ of compact support (the "source"), where the energy-density dominates over the spatial stresses (weakly relativistic matter). Within the Lorenz gauge, there exists a coordinate system $\left(x^{\alpha}\right)$ such that

[^35]the metric tensor has the following behavior when $r:=\sqrt{\left(x^{1}\right)^{2}+\cdots+\left(x^{n-1}\right)^{2}} \rightarrow+\infty$ :
\[

$$
\begin{align*}
& g_{00}=-1+\frac{16 \pi}{(n-2) \Omega_{n-2}} \frac{M}{r^{n-3}}+\mathcal{O}\left(\frac{1}{r^{n-1}}\right)  \tag{5.21a}\\
& g_{0 i}=\frac{8 \pi}{\Omega_{n-2}} \frac{J_{i j} x^{j}}{r^{n-1}}+\mathcal{O}\left(\frac{1}{r^{n-1}}\right)  \tag{5.21b}\\
& g_{i j}=\left(1+\frac{16 \pi}{(n-2)(n-3) \Omega_{n-2}} \frac{M}{r^{n-3}}\right) \delta_{i j}+\mathcal{O}\left(\frac{1}{r^{n-2}}\right), \tag{5.21c}
\end{align*}
$$
\]

where

$$
\begin{equation*}
M:=\int_{\Sigma} T_{00}(x) \mathrm{d}^{n-1} x \tag{5.22}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{i j}:=\int_{\Sigma}\left(x^{j} T_{0 i}(x)-x^{i} T_{0 j}(x)\right) \mathrm{d}^{n-1} x \tag{5.23}
\end{equation*}
$$

$\Sigma$ being any hypersurface $x^{0}=$ const. The quantities $M$ and $J_{i j}$ are independent of $\Sigma$ (i.e. of $x^{0}$ ) and are called respectively the mass and the angular momentum of the central source. The coordinates $\left(x^{\alpha}\right)$ correspond to the central source rest-frame and take their origin at the center of mass, in the sense that

$$
\begin{equation*}
\int_{\Sigma} T_{0 i}(x) \mathrm{d}^{n-1} x=0 \quad \text { and } \quad \int_{\Sigma} x^{i} T_{00}(x) \mathrm{d}^{n-1} x=0 \tag{5.24}
\end{equation*}
$$

The dominance of the energy-density over the spatial stresses is expressed in terms of the components of $\boldsymbol{T}$ with respect to the coordinates $\left(x^{\alpha}\right)$ as $T_{00} \gg\left|T_{i j}\right|$.

Proof. Let $(\boldsymbol{f}, \boldsymbol{h})$ obeys the Lorenz gauge and $\left(x^{\alpha}\right)$ be some corresponding $\boldsymbol{f}$-Minkowskian coordinates. By a Poincaré transformation (cf. p. 125), one can inforce (5.24). Far from the source, one may expand the term $1 /\left|x-x^{\prime}\right|^{n-3}$ in Eq. (5.18) in powers of $x^{\prime i} / r$ :

$$
\frac{1}{\left|x-x^{\prime}\right|^{n-3}}=\frac{1}{r^{n-3}}\left(1+(n-3) \frac{x^{j}}{r} \frac{x^{\prime j}}{r}+\mathcal{O}\left(\frac{\left|x^{\prime}\right|^{2}}{r^{2}}\right)\right)
$$

where Einstein's summation convention is assumed on the repeated index $j \in\{1, \ldots, n-1\}$. Accordingly, Eq. (5.18) yields
$\bar{h}_{\alpha \beta}(x)=\frac{16 \pi}{\Omega_{n-2}}\left(\frac{1}{(n-3) r^{n-3}} \int_{\Sigma} T_{\alpha \beta}\left(x^{\prime}\right) \mathrm{d}^{n-1} x^{\prime}+\frac{x^{j}}{r^{n-1}} \int_{\Sigma} x^{\prime j} T_{\alpha \beta}\left(x^{\prime}\right) \mathrm{d}^{n-1} x^{\prime}\right)+\mathcal{O}\left(\frac{1}{r^{n-1}}\right)$.
For the component 00 , the first integral in the right-hand side is nothing but $M$, as defined by (5.22), while the second integral vanishes due to the second equation in (5.24). Hence, we get

$$
\begin{equation*}
\bar{h}_{00}(x)=\frac{16 \pi}{(n-3) \Omega_{n-2}} \frac{M}{r^{n-3}}+\mathcal{O}\left(\frac{1}{r^{n-1}}\right) . \tag{5.26}
\end{equation*}
$$

Regarding the component $0 i$ of Eq. (5.25), the first integral in the right-hand side vanishes due to the first equation in (5.24). There remains then

$$
\begin{equation*}
\bar{h}_{0 i}(x)=\frac{16 \pi}{\Omega_{n-2}} \frac{x^{j}}{r^{n-1}} \int_{\Sigma} x^{\prime j} T_{0 i}\left(x^{\prime}\right) \mathrm{d}^{n-1} x^{\prime}+\mathcal{O}\left(\frac{1}{r^{n-1}}\right)=\frac{8 \pi}{\Omega_{n-2}} \frac{J_{i j} x^{j}}{r^{n-1}}+\mathcal{O}\left(\frac{1}{r^{n-1}}\right) \tag{5.27}
\end{equation*}
$$

where the second equality follows from the identity

$$
\begin{equation*}
J_{i j}=2 \int_{\Sigma} x^{j} T_{0 i}(x) \mathrm{d}^{n-1} x \tag{5.28}
\end{equation*}
$$

To prove it, consider

$$
\partial_{k}\left(x^{i} x^{j} T^{0 k}\right)=\delta_{k}^{i} x^{j} T^{0 k}+x^{i} \delta^{j}{ }_{k} T^{0 k}+x^{i} x^{j} \underbrace{\partial_{k} T^{0 k}}_{0}=x^{j} T^{0 i}+x^{i} T^{0 j},
$$

where $\partial_{k} T^{0 k}=0$ results from the equation of energy-momentum conservation (1.45) specialized to stationary spacetimes and expressed at 0 th order in $\boldsymbol{h}$. Integrating over $\Sigma$ and invoking the Gauss-Ostrogradsky theorem to set the integral of the divergence term $\partial_{k}\left(x^{i} x^{j} T^{0 k}\right)$ to zero (since $\boldsymbol{T}$ is has compact support), we get

$$
\int_{\Sigma} x^{j} T^{0 i}(x) \mathrm{d}^{n-1} x+\int_{\Sigma} x^{i} T^{0 j}(x) \mathrm{d}^{n-1} x=0
$$

In view of the definition (5.23) of $J_{i j}$, the identity (5.28) follows, since $T^{0 i}=-T_{0 i}$ at the 0 th order in $\boldsymbol{h}$.

Let us now reconstruct $\boldsymbol{h}$ from $\overline{\boldsymbol{h}}$. Taking the trace of Eq. (5.13) with respect to $\boldsymbol{f}$ yields $\bar{h}:=\eta^{\mu \nu} \bar{h}_{\mu \nu}=h-(h / 2) \times n=(2-n) h / 2$. Hence we may invert Eq. (5.13) to

$$
\begin{equation*}
\boldsymbol{h}=\overline{\boldsymbol{h}}-\frac{\bar{h}}{n-2} \boldsymbol{f} \quad \text { with } \quad \bar{h}=-\bar{h}_{00}+\bar{h}_{i i} . \tag{5.29}
\end{equation*}
$$

The part ${ }^{6} \bar{h}_{i i}$ of the trace $\bar{h}$ is deduced from Eq. (5.25):

$$
\bar{h}_{i i}(x)=\frac{16 \pi}{\Omega_{n-2}}\left(\frac{1}{(n-3) r^{n-3}} \int_{\Sigma} T_{i i}\left(x^{\prime}\right) \mathrm{d}^{n-1} x^{\prime}+\frac{x^{j}}{r^{n-1}} \int_{\Sigma} x^{\prime j} T_{i i}\left(x^{\prime}\right) \mathrm{d}^{n-1} x^{\prime}\right)+\mathcal{O}\left(\frac{1}{r^{n-1}}\right) .
$$

The second integral vanishes identically, as it can be seen from the identity

$$
\begin{aligned}
\partial_{i}\left(x^{k} x^{j} T^{i k}-\frac{1}{2} r^{2} T^{i j}\right) & =\delta_{i}^{k} x^{j} T^{i k}+x^{k} \delta_{i}^{j} T^{i k}+x^{k} x^{j} \underbrace{\partial_{i} T^{i k}}_{0}-r \underbrace{\partial_{i} r}_{x^{i} / r} T^{i j}-\frac{1}{2} r^{2} \underbrace{\partial_{i} T^{i j}}_{0} \\
& =x^{j} T^{i i}=x^{j} T_{i i},
\end{aligned}
$$

where $\partial_{i} T^{i j}=0$ follows from the energy-momentum conservation law (1.45). Hence the integral of $x^{j} T_{i i}$ over $\Sigma$ is that of the divergence of a vector field that vanishes outside the source and the Gauss-Ostrogradsky theorem allows one to set it to zero. We are thus left with

$$
\begin{equation*}
\bar{h}_{i i}(x)=\frac{16 \pi}{(n-3) \Omega_{n-2}} \frac{1}{r^{n-3}} \int_{\Sigma} T_{i i}\left(x^{\prime}\right) \mathrm{d}^{n-1} x^{\prime}+\mathcal{O}\left(\frac{1}{r^{n-1}}\right) . \tag{5.30}
\end{equation*}
$$

[^36]Gathering Eqs. (5.26) and (5.30), we get

$$
\bar{h}=\frac{16 \pi}{(n-3) \Omega_{n-2}} \frac{1}{r^{n-3}}\left(-M+\int_{\Sigma} T_{i i}\left(x^{\prime}\right) \mathrm{d}^{n-1} x^{\prime}\right)+\mathcal{O}\left(\frac{1}{r^{n-1}}\right) .
$$

However, given expression (5.22) for $M$, the weakly relativistic matter condition $T_{00} \gg\left|T_{i j}\right|$ implies that the integral of $T_{i i}$ over $\Sigma$ is negligible in front of $M$. We conclude that

$$
\bar{h}=-\bar{h}_{00}+\mathcal{O}\left(\frac{1}{r^{n-1}}\right) .
$$

It follows then from Eq. (5.29) that, up to terms decaying at least as $1 / r^{n-1}$,

$$
\begin{aligned}
h_{00} & =\bar{h}_{00}+\frac{\bar{h}_{00}}{n-2} \times(-1)=\frac{n-3}{n-2} \bar{h}_{00} \\
h_{0 i} & =\bar{h}_{0 i} \\
h_{i j} & =\bar{h}_{i j}+\frac{\bar{h}_{00}}{n-2} \delta_{i j}=\frac{\bar{h}_{00}}{n-2} \delta_{i j}+\mathcal{O}\left(\frac{1}{r^{n-2}}\right) .
\end{aligned}
$$

The last equality holds because the $1 / r^{n-3}$ term in $\bar{h}_{i j}$, which is proportional to the integral of $T_{i j}$ over $\Sigma$ according to Eq. (5.25), is negligible in front of the $1 / r^{n-3}$ term in $\bar{h}_{00}$, given that $T_{00} \gg\left|T_{i j}\right|$. The above three equations, along with the values (5.26) and (5.27) for $\bar{h}_{00}$ and $\bar{h}_{0 i}$, establish formulas (5.21) for the components $g_{\alpha \beta}=\eta_{\alpha \beta}+h_{\alpha \beta}$ of the metric tensor.

### 5.3.2 Asymptotic expression of the metric in stationary asymptotically flat spacetimes

Let us now consider a generic (not necessarily weakly relativistic) $n$-dimensional spacetime $(\mathscr{M}, \boldsymbol{g})$ that is stationary and asymptotically flat, with $\boldsymbol{g}$ being ruled by the Einstein equation with $\Lambda=0$ and with $\boldsymbol{T}$ vanishing in the asymptotic region. The decomposition $\boldsymbol{g}=\boldsymbol{f}+\boldsymbol{h}$, with $\boldsymbol{f}$ flat and $\boldsymbol{h}$ "small" [Eq. (5.10)] still holds in some neighborhood $\mathscr{U}$ of infinity. Moreover, one can still choose the pair $(\boldsymbol{f}, \boldsymbol{h})$ such that the Lorenz gauge (5.12) is fulfilled and the linearized Einstein equation in $\mathscr{U}$ reduces to $\Delta \overline{\boldsymbol{h}}=0$ [Eq. (5.17) with $\boldsymbol{T}=0$ ]. There exists then a $\boldsymbol{f}$-Minkowskian coordinate system $\left(x^{\alpha}\right)$ on $\mathscr{U}$ such that the solution for $\boldsymbol{g}$ is given by Eq. (5.21) to the lowest order in $1 / r$, the difference being that the constants $M$ and $J_{i j}$ can no longer be expressed by integrals of the energy-momentum tensor, as in Eqs. (5.22) and (5.23). This can be shown rigorously by using the expansion in powers of $1 / r$ of the generic solution of $\Delta f=0$ and the Lorenz gauge (to set some terms to zero), cf. Exercice 19.3 of MTW [331] or Sec. 5.7 of Straumann's textbook [415] for details. For a configuration that is not assumed to be weakly relativistic, one should not limit oneself to the linearized Einstein equation. However, going beyong the first order expansion in $\boldsymbol{h}$ does not spoil the first terms in the expansions (5.21) of $\boldsymbol{g}$ 's components. This simply adds terms with a higher power of $1 / r$. For instance, for $n=4$, the second order expansion in $\boldsymbol{h}$ introduces the term $-2 M^{2} / r^{2}$ in $g_{00}$ (see the above references for details, as well as Refs. [57, 376] for the nonlinear expansion within a post-Newtonian framework). We may then assert:

## Property 5.8: asymptotic metric of a stationary asymptotically flat spacetime

Let $(\mathscr{M}, \boldsymbol{g})$ be a stationary asymptotically flat spacetime of dimension $n \geq 4$, with $\boldsymbol{g}$ obeying the Einstein equation (1.40) with $\Lambda=0$ and with the energy-momentum tensor $\boldsymbol{T}$ vanishing in the asymptotic region. There exists a coordinate system $\left(x^{\alpha}\right)$ in the asymptotic region such that the metric tensor has the following behavior when $r:=$ $\sqrt{\left(x^{1}\right)^{2}+\cdots+\left(x^{n-1}\right)^{2}} \rightarrow+\infty$ :

$$
\begin{align*}
& g_{00}=-1+\frac{16 \pi}{(n-2) \Omega_{n-2}} \frac{M}{r^{n-3}}+\mathcal{O}\left(\frac{1}{r^{n-2}}\right)  \tag{5.31a}\\
& g_{0 i}=\frac{8 \pi}{\Omega_{n-2}} \frac{J_{i j} x^{j}}{r^{n-1}}+\mathcal{O}\left(\frac{1}{r^{n-1}}\right)  \tag{5.31b}\\
& g_{i j}=\left(1+\frac{16 \pi}{(n-2)(n-3) \Omega_{n-2}} \frac{M}{r^{n-3}}\right) \delta_{i j}+\mathcal{O}\left(\frac{1}{r^{n-2}}\right), \tag{5.31c}
\end{align*}
$$

where $\Omega_{n-2}$ is the area of the sphere $\mathbb{S}^{n-2}$ [Eqs. (5.19)-(5.20)], $M$ is a constant and $\left(J_{i j}\right)$ is a constant antisymmetric $(n-1) \times(n-1)$ matrix. Furthermore, by a suitable $\mathrm{SO}(n-1)$ transformation of the coordinates $\left(x^{i}\right)_{1 \leq i \leq n-1},\left(J_{i j}\right)$ can be brought to the following block diagonal form, depending only on $p:=[(n-1) / 2]$ numbers $J_{(1)}, \ldots, J_{(p)}$ (possibly equal to zero):

$$
J_{i j}=\left(\begin{array}{ccccc}
0 & J_{(1)} & & &  \tag{5.32}\\
-J_{(1)} & 0 & & & \\
& & 0 & J_{(2)} & \\
& & -J_{(2)} & 0 & \\
& & & & \ddots
\end{array}\right) \text {, }
$$

with the last raw and the last column containing only zeros if $n$ is even.
The last assertion follows from the fact that any real antisymmetric matrix $J$ is similar to a matrix $J^{\prime}$ of the type (5.32) via $J^{\prime}=P J P^{-1}$, where $P$ is a special orthogonal matrix.

Note that the difference between (5.31) and the asymptotic expansion (5.21) for a weakly relativistic system is $\mathcal{O}\left(1 / r^{n-2}\right)$ in Eq. (5.31a) versus $\mathcal{O}\left(1 / r^{n-1}\right)$ in Eq. (5.21a). As discussed above, this results from nonlinear terms in the expansion of the Einstein equation.

### 5.3.3 Komar mass

In Newtonian gravity, the mass $M$ of an isolated body is defined similarly to Eq. (5.22), namely by the integral of the mass density $\rho \sim T_{00}$ over the body. An alternative formula for $M$ is provided by Gauss's law: $M$ is $-1 /(4 \pi)$ times the flux of the gravitational field $\mathfrak{g}=-\nabla \Phi$ through any closed surface $\mathscr{S}$ surrounding the body, namely

$$
\begin{equation*}
M=\frac{1}{4 \pi} \int_{\mathscr{S}} \vec{\nabla} \Phi \cdot \mathrm{d} \boldsymbol{S} \tag{5.33}
\end{equation*}
$$

where $\Phi$ is the Newtonian gravitational and $\mathrm{d} \boldsymbol{S}$ is the area element vector normal to $\mathscr{S}$. The above formula is easily derived when $\mathscr{S}$ is a sphere of large radius, using spherical coordinates $(r, \theta, \varphi)$. Indeed, for large $r$, one has $\Phi \sim-M / r$, so that $\vec{\nabla} \Phi \sim\left(M / r^{2}\right) \boldsymbol{\partial}_{r}$. Given that $\mathrm{d} \boldsymbol{S}=r^{2} \sin \theta \mathrm{~d} \theta \mathrm{~d} \varphi \boldsymbol{\partial}_{r}$ and $\boldsymbol{\partial}_{r} \cdot \boldsymbol{\partial}_{r}=1$, formula (5.33) follows. This formula is actually not restricted to a remote sphere, but is valid for any closed surface $\mathscr{S}$ surrounding the body (this follows from the Gauss-Ostrogradsky theorem and Laplace's equation, $\Delta \Phi=0$, which holds outside the central body). Gauss's law (5.33) reflects the "gravitating aspect" of the mass, while the volume integral (5.22) identifies the mass with the "amount of matter" constituting the central body. The latter definition would yield $M=0$ for any vacuum spacetime (set $\boldsymbol{T}=0$ in Eq. (5.22)) and therefore cannot be used to generalize the concept of mass to strongly relativistic systems. In particular, one would certainly demand $M>0$ for the gravitating mass of Schwarzschild and Kerr black holes, which are pure vacuum solutions of the Einstein equation.

Accordingly, Gauss's law (5.33), rather than the volume integral (5.22), is the good basis for any attempt to generalize the concept of mass to strongly relativistic spacetimes. Taking a look at the asymptotic expression (5.21) of the metric tensor of a weakly relativistic statrionary system, we notice that the mass $M$ appears as the coefficient of the dominant $1 / r^{n-3}$ term in the expansion of $g_{00}$, so that one could recover it by considering the flux integral of $\partial g_{00} / \partial r$ over a $(n-2)$-dimensional surface at large $r$. In order to have a coordinate-invariant definition, it is more appropriate to consider the 1 -form $\underline{\boldsymbol{\xi}}$ metric-dual to the stationary Killing vector $\boldsymbol{\xi}$. Indeed, in any coordinate system adapted to stationarity, i.e. such that the components of $\boldsymbol{\xi}$ are $\xi^{\alpha}=(1,0, \ldots, 0)$, the components of $\underline{\boldsymbol{\xi}}$ are $\xi_{\alpha}=g_{0 \alpha}$, so that in particular $\xi_{0}=g_{00}$. Instead of the partial derivative $\partial g_{00} / \partial r$, a natural coordinate-independent quantity in then the exterior derivative $\mathrm{d} \boldsymbol{\xi}$ (cf. Sec. A.4.3). Since the concept of flux is naturally conveyed by the integral of the Hodge dual (see e.g. Sec. 16.4.7 of Ref. [208]), one arrives at the definition of mass given below [Eq. (5.34)], named Komar mass. In addition to be coordinate-invariant, it shares the same property as the Newtonian mass (5.33), namely to be independent from the integration surface outside the central body, at least within general relativity (Property 5.15 below).

Let $(\mathscr{M}, \boldsymbol{g})$ be an asymptotically flat spacetime of dimension $n \geq 4$ that is stationary, with stationary Killing vector $\boldsymbol{\xi}$, normalized such that $\boldsymbol{\xi} \cdot \boldsymbol{\xi} \rightarrow-1$ near the asymptotic boundary [Eq. (5.1)]. Given a spacelike closed ( $n-2$ )-surface $\mathscr{S} \subset \mathscr{M}$, the Komar mass over $\mathscr{S}$ is defined by

$$
\begin{equation*}
M_{\mathscr{S}}:=-\frac{n-2}{16 \pi(n-3)} \int_{\mathscr{S}} \star(\mathbf{d} \underline{\boldsymbol{\xi}}), \tag{5.34}
\end{equation*}
$$

where (i) $\underline{\boldsymbol{\xi}}$ is the 1 -form associated to $\boldsymbol{\xi}$ by metric duality (cf. Sec. A.3.3), i.e. the 1 -form of components $\xi_{\alpha}=g_{\alpha \mu} \xi^{\mu}$, (ii) $\mathbf{d} \underline{\boldsymbol{\xi}}$ is the exterior derivative of $\underline{\boldsymbol{\xi}}$ (cf. Sec. A.4.3, especially Eqs. (A.93) and (A.96)), namely the 2 -form whose components are

$$
\begin{equation*}
(\mathbf{d} \underline{\boldsymbol{\xi}})_{\alpha \beta}=\partial_{\alpha} \xi_{\beta}-\partial_{\beta} \xi_{\alpha}=\nabla_{\alpha} \xi_{\beta}-\nabla_{\beta} \xi_{\alpha}=2 \nabla_{\alpha} \xi_{\beta} \tag{5.35}
\end{equation*}
$$

the last equality following from the Killing equation (3.19), and (iii) $\star(\mathbf{d} \boldsymbol{\xi})$ is the $(n-2)$ form that is the Hodge dual of the 2 -form d $\underline{\xi}$. The Hodge dual of any $p$-form $\boldsymbol{A}$ is defined ${ }^{a}$
as the $(n-p)$-form $\star \boldsymbol{A}$ given by

$$
\begin{equation*}
\star A_{\alpha_{1} \ldots \alpha_{n-p}}:=\frac{1}{p!} A^{\mu_{1} \ldots \mu_{p}} \epsilon_{\mu_{1} \ldots \mu_{p} \alpha_{1} \ldots \alpha_{n-p}} \tag{5.36}
\end{equation*}
$$

where $\boldsymbol{\epsilon}$ is the Levi-Civita tensor associated with the metric $\boldsymbol{g}$ (cf. Sec. A.3.4).
${ }^{a}$ See e.g. Sec. 14.6 of Ref. [415] or Sec. 14.5 of Ref. [208] for an introduction to Hodge duality.
We shall check below (Property 5.11) that the Komar mass (5.34) gives the coefficient $M$ that appears in the asymptotic expansion (5.31) of the metric tensor.
Remark 3: As the integral of a $(n-2)$-form over a $(n-2)$-dimensional manifold, formula (5.34) is well posed. More precisely, on the $(n-2)$-dimensional manifold $\mathscr{S}$, the theory of integration is defined for $(n-2)$-forms on $\mathscr{S}$, while $\star(\mathbf{d} \underline{\xi})$ is a $(n-2)$-form on $\mathscr{M}$. However, any $(n-2)$-form $\boldsymbol{\omega}$ on $\mathscr{M}$ yields canonically to a unique $(n-2)$-form $\iota^{*} \boldsymbol{\omega}$ on the submanifold $\mathscr{S}$, by restricting the action of $\boldsymbol{\omega}$ at each point $p \in \mathscr{S}$ to vectors tangent to $\mathscr{S}$. One says that $\iota^{*} \omega$ is the pullback of $\omega$ to $\mathscr{S}$ via the embedding $\iota$ of $\mathscr{S}$ in $\mathscr{M}$ (cf. Sec. A.4.2).

Remark 4: The numerical prefactor $-(n-2) /(16 \pi(n-3))$ in the definition (5.34) is adjusted so that for weakly relativistic isolated objects, the Komar mass coincides with the volume integral of the matter energy density, as it will be shown in Property 5.11. For $n=4$ (the standard spacetime dimension), this prefactor is $-1 /(8 \pi)$, while for $n=5$, it becomes $-3 /(32 \pi)$.

Remark 5: The Komar mass is not defined for $n \leq 3$. In particular, formula (5.34) is ill-posed for $n=3$. Already in Newtonian gravity, the very concept of gravitational mass is well defined only for $n \geq 4$. Indeed, in spherical symmetry, a solution of the Poisson equation outside the sources $(\Delta \Phi=0)$ that decays with the radius $r$ exists only for $n \geq 4$ : this solution is ${ }^{7} \Phi=-K / r^{n-3}$ where the constant $K$ is proportional to the mass $M$ of the central source. For $n=3$, the solutions of $\Delta \Phi=0$ are $\Phi=a \ln r+b$ ( $a$ and $b$ being constant), while for $n=2$, they are $\Phi=a r+b$, none of them decaying as $r \rightarrow+\infty$.

In view of Eq. (5.36) with $p=2$ and the last equality in Eq. (5.35), the Komar mass formula (5.34) can be written as

$$
\begin{equation*}
M_{\mathscr{S}}=-\frac{n-2}{16 \pi(n-3)} \int_{\mathscr{S}} \nabla^{\mu} \xi^{\nu} \epsilon_{\mu \nu \alpha_{1} \ldots \alpha_{n-2}} \tag{5.37}
\end{equation*}
$$

where $\nabla^{\mu} \xi^{\nu} \epsilon_{\mu \nu \alpha_{1} \ldots \alpha_{n-2}}$ stands for the $(n-2)$-form $\boldsymbol{\omega}$ defined by

$$
\boldsymbol{\omega}\left(\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{n-2}\right)=\nabla^{\mu} \xi^{\nu} \epsilon_{\mu \nu \alpha_{1} \ldots \alpha_{n-2}} u_{1}^{\alpha_{1}} \cdots u_{n-2}^{\alpha_{n-2}}
$$

for any $(n-2)$-tuple of vector fields $\left(\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{n-2}\right)$ tangent to $\mathscr{S}$ (cf. Remark 3 above).
Instead of integrals of $(n-2)$-forms along the ( $n-2$ )-surface $\mathscr{S}$, as in (5.34) and (5.37), one may express the Komar mass as a flux integral, i.e. the integral of a 2 -form contracted with some "area element", which is normal to $\mathscr{S}$. Let us introduce the latter first.

[^37]
## Property 5.9: area element normal bivector to a codimension-2 surface

Given a spacelike (n-2)-dimensional surface $\mathscr{S} \subset \mathscr{M}$, the area element normal bivector to $\mathscr{S}$ is the infinitesimal antisymmetric type-( 2,0 ) tensor field defined on $\mathscr{S}$ by

$$
\begin{equation*}
\mathrm{d} \boldsymbol{S}:=(\boldsymbol{s} \wedge \boldsymbol{n}) \sqrt{q} \mathrm{~d}^{n-2} x, \tag{5.38}
\end{equation*}
$$

or, in index notation,

$$
\begin{equation*}
\mathrm{d} S^{\alpha \beta}:=\left(s^{\alpha} n^{\beta}-n^{\alpha} s^{\beta}\right) \sqrt{q} \mathrm{~d}^{n-2} x, \tag{5.39}
\end{equation*}
$$

where

- $\boldsymbol{n}$ is a unit future-directed timelike vector ${ }^{a}$ normal to $\mathscr{S}$ and $s$ is a unit spacelike vector normal to $\mathscr{S}$ such that (i) $s$ points towards the "exterior" of $\mathscr{S}$, i.e. towards the asymptotically flat end of $(\mathscr{M}, \boldsymbol{g})$ and (ii) at each point $p \in \mathscr{S},(\boldsymbol{n}, \boldsymbol{s})$ is an orthonormal basis of the timelike plane $T_{p}^{\perp} \mathscr{S}$ normal to $\mathscr{S}$ (cf. Fig. ??);
- $\boldsymbol{s} \wedge \boldsymbol{n}$ stands for the exterior product of $\boldsymbol{s}$ by $\boldsymbol{n}: \boldsymbol{s} \wedge \boldsymbol{n}:=\boldsymbol{s} \otimes \boldsymbol{n}-\boldsymbol{n} \otimes \boldsymbol{s}$ (hence formula (5.39));
- $\mathrm{d}^{n-2} x:=\mathrm{d} x^{1} \cdots \mathrm{~d} x^{n-2}$, where $\left(x^{a}\right)=\left(x^{1}, \ldots, x^{n-2}\right)$ is a coordinate system on $\mathscr{S}$ such that $\left(\boldsymbol{n}, \boldsymbol{s}, \boldsymbol{\partial}_{1}, \ldots, \boldsymbol{\partial}_{n-2}\right)$ is a right-handed basis of $T_{p} \mathscr{M}$ for any $p \in \mathscr{S}$, i.e. $\boldsymbol{\epsilon}\left(\boldsymbol{n}, \boldsymbol{s}, \boldsymbol{\partial}_{1}, \ldots, \boldsymbol{\partial}_{n-2}\right)>0$;
- $q:=\operatorname{det}\left(q_{a b}\right)$ is the determinant w.r.t. $\left(x^{a}\right)$ of the metric $\boldsymbol{q}$ induced on $\mathscr{S}$ by the spacetime metric $\boldsymbol{g}$.

The bivector $\mathrm{d} \boldsymbol{S}$ is independent of the choice of the coordinates $\left(x^{a}\right)$ on $\mathscr{S}$ and of the orthonormal basis $(\boldsymbol{n}, \boldsymbol{s})$ of $T_{p}^{\perp} \mathscr{S}$.
${ }^{a}$ Do not confuse the vector $\boldsymbol{n}$ with the spacetime dimension $n$.

Proof. The combination $\sqrt{q} \mathrm{~d}^{n-2} x=\sqrt{q} \mathrm{~d} x^{1} \cdots \mathrm{~d} x^{n-2}$ with $q:=\operatorname{det}\left(q_{a b}\right)$ is the volume (area) element of the Riemannian manifold ( $\mathscr{S}, \boldsymbol{q}$ ); it is thus invariant in any change of coordinates $\left(x^{a}\right) \mapsto\left(x^{\prime a}\right)$. Besides, any two orthonormal bases $(\boldsymbol{n}, \boldsymbol{s})$ and $\left(\boldsymbol{n}^{\prime}, \boldsymbol{s}^{\prime}\right)$ of $T_{p}^{\perp} \mathscr{S}$ having the same orientation and with $\boldsymbol{n}$ and $\boldsymbol{n}^{\prime}$ both future-directed are necessarily related by a 2 -dimensional Lorentz boost (cf. Fig. ??):

$$
\left\{\begin{array}{l}
\boldsymbol{n}^{\prime}=\cosh \psi \boldsymbol{n}+\sinh \psi \boldsymbol{s} \\
\boldsymbol{s}^{\prime}=\sinh \psi \boldsymbol{n}+\cosh \psi \boldsymbol{s}
\end{array}\right.
$$

where $\psi \in \mathbb{R}$ is the boost rapidity. It follows immediately that $\boldsymbol{s}^{\prime} \wedge \boldsymbol{n}^{\prime}=\sinh ^{2} \psi \boldsymbol{n} \wedge \boldsymbol{s}+$ $\cosh ^{2} \psi \boldsymbol{s} \wedge \boldsymbol{n}=\left(\cosh ^{2} \psi-\sinh ^{2} \psi\right) \boldsymbol{s} \wedge \boldsymbol{n}=\boldsymbol{s} \wedge \boldsymbol{n}$, which shows that the bivector $\boldsymbol{s} \wedge \boldsymbol{n}$, and hence $\mathrm{d} \boldsymbol{S}$, does not depend on the choice of the orthonormal basis $(\boldsymbol{n}, \boldsymbol{s})$.

The area element normal bivector $\mathrm{d} \boldsymbol{S}$ appears in the following useful lemma.

## Lemma 5.10: flux integral of a 2 -form

For any 2-form $\boldsymbol{A}$ defined in the vicinity of a spacelike $(n-2)$-dimensional surface $\mathscr{S}$, one has

$$
\begin{equation*}
\int_{\mathscr{S}} \star \boldsymbol{A}=\frac{1}{2} \int_{\mathscr{S}} A_{\mu \nu} \mathrm{d} S^{\mu \nu} \tag{5.40}
\end{equation*}
$$

where the $(n-2)$-form $\star \boldsymbol{A}$ is the Hodge dual of $\boldsymbol{A}$, as defined by Eq. (5.36) with $p=2$.

Proof. Using the definition (5.36) with $p=2$, we have

$$
\int_{\mathscr{S}} \star \boldsymbol{A}=\frac{1}{2} \int_{\mathscr{S}} A^{\mu \nu} \epsilon_{\mu \nu \alpha_{1} \ldots \alpha_{n-2}}=\frac{1}{2} \int_{\mathscr{S}} \boldsymbol{A}^{\sharp}\left(\boldsymbol{e}^{(\mu)}, \boldsymbol{e}^{(\nu)}\right) \boldsymbol{\epsilon}\left(\boldsymbol{e}_{(\mu)}, \boldsymbol{e}_{(\nu)}, \mathrm{d} \boldsymbol{\ell}_{1}, \ldots, \mathrm{~d} \boldsymbol{\ell}_{n-2}\right),
$$

where $\boldsymbol{A}^{\sharp}$ is the tensor field of components $A^{\alpha \beta},\left(\boldsymbol{e}_{(\alpha)}\right)$ is an orthonormal tetrad such that $\boldsymbol{e}_{(0)}=\boldsymbol{n}$ and $\boldsymbol{e}_{(1)}=\boldsymbol{s},\left(\boldsymbol{e}^{(\alpha)}\right)$ is its dual cobasis and $\mathrm{d} \boldsymbol{\ell}_{1}, \ldots, \mathrm{~d} \boldsymbol{\ell}_{n-2}$ are displacement vectors forming elementary parallelograms on $\mathscr{S}$; for instance $\mathrm{d} \boldsymbol{\ell}_{a}=\mathrm{d} x^{a} \boldsymbol{\partial}_{a}$ (no summation on $a$ ) for $a \in\{1, \ldots, n-2\}$. Note that the last equality in the above expression results from the very definition of the integral of a $(n-2)$-form over a $(n-2)$-surface. Given the definition of the $\operatorname{tetrad}\left(\boldsymbol{e}_{(\alpha)}\right),\left(\boldsymbol{e}_{(2)}, \ldots, \boldsymbol{e}_{(n-1)}\right)$ is necessarily a basis of the tangent space $T_{p} \mathscr{S}$; consequently $\mathrm{d} \boldsymbol{\ell}_{1}, \ldots, \mathrm{~d} \boldsymbol{\ell}_{n-2}$ are linear combinations of $\boldsymbol{e}_{(2)}, \ldots, \boldsymbol{e}_{(n-1)}$. Thanks to the alternate character of $\boldsymbol{\epsilon}$, we may then restrict the sum over the indices $\mu$ and $\nu$ to $(\mu, \nu)=(0,1)$ and $(\mu, \nu)=(1,0)$. Hence

$$
\int_{\mathscr{S}} \star \boldsymbol{A}=\int_{\mathscr{S}} \boldsymbol{A}^{\sharp}\left(\boldsymbol{e}^{(0)}, \boldsymbol{e}^{(1)}\right) \boldsymbol{\epsilon}\left(\boldsymbol{e}_{(0)}, \boldsymbol{e}_{(1)}, \mathrm{d} \boldsymbol{\ell}_{1}, \ldots, \mathrm{~d} \boldsymbol{\ell}_{n-2}\right)=\int_{\mathscr{S}} A^{(0)(1)} \boldsymbol{\epsilon}\left(\boldsymbol{n}, \boldsymbol{s}, \mathrm{d} \boldsymbol{\ell}_{1}, \ldots, \mathrm{~d} \boldsymbol{\ell}_{n-2}\right) .
$$

Now, since $\left(\boldsymbol{e}_{(\alpha)}\right)$ is an orthonormal basis,

$$
A^{(0)(1)}=g^{(0)(\mu)} g^{(1)(\nu)} A_{(\mu)(\nu)}=g^{(0)(0)} g^{(1)(1)} A_{(0)(1)}=(-1) \times 1 \times A_{(0)(1)}=-A_{(0)(1)},
$$

with

$$
A_{(0)(1)}=\boldsymbol{A}\left(\boldsymbol{e}_{(0)}, \boldsymbol{e}_{(1)}\right)=\boldsymbol{A}(\boldsymbol{n}, \boldsymbol{s})=A_{\mu \nu} n^{\mu} s^{\nu}=-A_{\mu \nu} s^{\mu} n^{\nu}=-\frac{1}{2} A_{\mu \nu}\left(s^{\mu} n^{\nu}-n^{\mu} s^{\nu}\right)
$$

On the other side, we recognize in ${ }^{\mathscr{C}}:=\boldsymbol{\epsilon}(\boldsymbol{n}, \boldsymbol{s}, \ldots)$ the "area" element $(n-2)$-form on $\mathscr{S}$ (see e.g. Sec. 16.4.3 of Ref. [208]), so that we may write, for $\mathrm{d} \boldsymbol{\ell}_{a}=\mathrm{d} x^{a} \boldsymbol{\partial}_{a}$,

$$
\boldsymbol{\epsilon}\left(\boldsymbol{n}, \boldsymbol{s}, \mathrm{d} \boldsymbol{\ell}_{1}, \ldots, \mathrm{~d} \boldsymbol{\ell}_{n-2}\right)={ }^{\mathscr{s}} \epsilon_{a_{1} \ldots a_{n-2}} \mathrm{~d} \ell_{1}^{a_{1}} \cdots \mathrm{~d} \ell_{n-2}^{a_{n-2}}=\sqrt{q} \mathrm{~d} x^{1} \cdots \mathrm{~d} x^{n-2} .
$$

Gathering the above results and using Eq. (5.39) establishes Eq. (5.40).
Thanks to Lemma 5.10, we may re-express the Komar mass (5.34) as

$$
\begin{equation*}
M_{\mathscr{S}}=-\frac{n-2}{32 \pi(n-3)} \int_{\mathscr{S}}(\mathrm{d} \underline{\boldsymbol{\xi}})_{\mu \nu} \mathrm{d} S^{\mu \nu} \tag{5.41}
\end{equation*}
$$

Using Eq. (5.35), this becomes

$$
\begin{equation*}
M_{\mathscr{S}}=-\frac{n-2}{16 \pi(n-3)} \int_{\mathscr{S}} \nabla_{\mu} \xi_{\nu} \mathrm{d} S^{\mu \nu} . \tag{5.42}
\end{equation*}
$$

Alternatively, we may express the exterior derivative in terms of partial derivatives (first equality in Eq. (5.35)) and get

$$
(\mathbf{d} \underline{\boldsymbol{\xi}})_{\mu \nu} \mathrm{d} S^{\mu \nu}=\left(\partial_{\mu} \xi_{\nu}-\partial_{\nu} \xi_{\mu}\right)\left(s^{\mu} n^{\nu}-n^{\mu} s^{\nu}\right) \sqrt{q} \mathrm{~d}^{n-2} x=2 \partial_{\mu} \xi_{\nu}\left(s^{\mu} n^{\nu}-n^{\mu} s^{\nu}\right) \sqrt{q} \mathrm{~d}^{n-2} x .
$$

Equation (5.41) yields then an expression of $M_{\mathscr{S}}$ that can be used for explicit computations:

$$
\begin{equation*}
M_{\mathscr{S}}=-\frac{n-2}{16 \pi(n-3)} \int_{\mathscr{S}} \partial_{\mu} \xi_{\nu}\left(s^{\mu} n^{\nu}-n^{\mu} s^{\nu}\right) \sqrt{q} \mathrm{~d}^{n-2} x . \tag{5.43}
\end{equation*}
$$

Example 3 (Komar mass in Schwarzschild spacetime): Let us consider the Schwarzschild spacetime $(\mathscr{M}, \boldsymbol{g})$ introduced in Example 3 of Sec. 2.3. In terms of the ingoing Eddington-Finkelstein coordinates $(t, r, \theta, \varphi)$ used there, the stationary Killing vector is simply $\boldsymbol{\xi}=\boldsymbol{\partial}_{t}$. We have $n=4$ and let us choose $\mathscr{S}$ to be a 2 -sphere defined by $(t, r)=$ const. The coordinates $\left(x^{a}\right)=\left(x^{1}, x^{2}\right)$ spanning $\mathscr{S}$ are then $(\theta, \varphi)$. For the pair of normal vectors to $\mathscr{S}$, we choose $\boldsymbol{n}=N^{-1} \boldsymbol{\partial}_{t}-2 m N / r \boldsymbol{\partial}_{r}$ and $s=N \boldsymbol{\partial}_{r}$, where $N:=(1+2 m / r)^{-1 / 2}$. Given the metric (2.5), it is easy to check that $\boldsymbol{g}(\boldsymbol{n}, \boldsymbol{n})=-1, \boldsymbol{g}(\boldsymbol{n}, \boldsymbol{s})=0$ and $\boldsymbol{g}(\boldsymbol{s}, \boldsymbol{s})=1$. It is also immediate that $\boldsymbol{g}\left(\boldsymbol{n}, \boldsymbol{\partial}_{\theta}\right)=\boldsymbol{g}\left(\boldsymbol{n}, \boldsymbol{\partial}_{\varphi}\right)=0$ and $\boldsymbol{g}\left(\boldsymbol{s}, \boldsymbol{\partial}_{\theta}\right)=\boldsymbol{g}\left(\boldsymbol{s}, \boldsymbol{\partial}_{\varphi}\right)=0$, which proves that $n$ and $s$ are normal to $\mathscr{S}$. Moreover, $s$ points towards the exterior of $\mathscr{S}$ (since $N>0$ ) and $\left(n, s, \boldsymbol{\partial}_{\theta}, \boldsymbol{\partial}_{\varphi}\right)$ is a right-handed basis. All the hypotheses stated below Eq. (5.39) are thus fulfilled and we may use Eq. (5.43) to evaluate the Komar mass over $\mathscr{S}$. The components $\xi_{\alpha}$ of $\boldsymbol{\xi}$ are easily evaluated via the components (2.5) of $\boldsymbol{g}: \xi_{\alpha}=g_{\alpha \mu} \xi^{\nu}=g_{\alpha \mu}\left(\partial_{t}\right)^{\mu}=g_{\alpha t}=(-1+2 m / r, 2 m / r, 0,0)$. The only non-zero derivatives $\partial_{\mu} \xi_{\nu}$ are then $\partial_{r} \xi_{t}$ and $\partial_{r} \xi_{r}$; they are both equal to $-2 m / r^{2}$. It follows that the integrand in Eq. (5.43) is reduced to only two terms:

$$
\partial_{\mu} \xi_{\nu}\left(s^{\mu} n^{\nu}-n^{\mu} s^{\nu}\right)=\partial_{r} \xi_{t}\left(s^{r} n^{t}-n^{r} s^{t}\right)=-\frac{2 m}{r^{2}}\left(N \times N^{-1}+2 m N \times 0\right)=-\frac{2 m}{r^{2}} .
$$

We read on Eq. (2.5) that the metric induced on $\mathscr{S}$ is $\boldsymbol{q}=r^{2} \mathbf{d} \theta^{2}+r^{2} \sin ^{2} \theta \mathbf{d} \varphi^{2}$, so that $\sqrt{q}=r^{2} \sin \theta$. Accordingly, Eq. (5.43) leads to

$$
M_{\mathscr{S}}=-\frac{1}{8 \pi} \int_{\mathscr{S}}\left(-\frac{2 m}{r^{2}}\right) r^{2} \sin \theta \mathrm{~d} \theta \mathrm{~d} \varphi=\frac{m}{4 \pi} \int_{\mathscr{S}} \mathrm{d} \theta \mathrm{~d} \varphi .
$$

Since the remaining integral is nothing but $4 \pi$, we get simply

$$
\begin{equation*}
M_{\mathscr{S}}=m . \tag{5.44}
\end{equation*}
$$

We note that $M_{\mathscr{S}}$ does not depend on $r$, i.e. does not depend on the choice of the sphere $\mathscr{S}$.
More generally, we have:

## Property 5.11: Komar mass in the asymptotic expression of the metric

The coefficient $M$ that appears in expression (5.31) of the metric tensor of a stationary asymptotically flat $n$-dimensional spacetime in some asymptotically Minkowskian coordinates $\left(x^{\alpha}\right)$ coincides in the limit $r:=\sqrt{\left(x^{1}\right)^{2}+\cdots+\left(x^{n-1}\right)^{2}} \rightarrow+\infty$ with the Komar mass over the sphere $\mathscr{S}$ of constant $\left(x^{0}, r\right)$. In particular, for a weakly relativistic system, the Komar mass over $\mathscr{S}$ is equal to the volume integral of the matter energy density $T_{00}$, as given by formula (5.22).

Proof. Without any loss of generality, the coordinate system $\left(x^{\alpha}\right)$ leading to the expansion (5.31) can be chosen to be adapted to stationarity, i.e. such that $\boldsymbol{\partial}_{0}=\boldsymbol{\xi}$, where $\boldsymbol{\xi}$ is the stationary Killing vector. Let us evaluate the Komar mass $M_{\mathscr{S}}$ via the integral (5.43), denoting the surface element of $\mathscr{S}$ by $\sqrt{q} \mathrm{~d}^{n-2} y$ instead of $\sqrt{q} \mathrm{~d}^{n-2} x$ to avoid any confusion with the asymptotically Minkowskian coordinates $\left(x^{\alpha}\right)$. We have $\xi_{\alpha}=g_{\alpha \mu} \xi^{\mu}=g_{\alpha \mu} \delta^{\mu}{ }_{0}=g_{\alpha 0}$, with $g_{\alpha 0}=g_{0 \alpha}$ given by formulas (5.31) for large $r$, so that

$$
\partial_{0} \xi_{\alpha}=0, \quad \partial_{i} \xi_{0} \simeq-\frac{n-3}{n-2} \frac{16 \pi}{\Omega_{n-2}} \frac{M}{r^{n-2}} \frac{x^{i}}{r} \quad \text { and } \quad \partial_{i} \xi_{j} \simeq \frac{8 \pi}{\Omega_{n-2}} \frac{J_{j k}}{r^{n-1}}\left(\delta_{k i}-(n-1) \frac{x^{k} x^{i}}{r^{2}}\right)
$$

On the other hand, for $r \rightarrow+\infty$, we have $s^{\alpha} \simeq\left(0, \frac{x^{1}}{r}, \ldots, \frac{x^{n-1}}{r}\right), n^{\alpha} \simeq(1,0, \ldots, 0)$ and $\sqrt{q} \mathrm{~d}^{n-2} y=r^{n-2} \sqrt{q} \mathrm{~d}^{n-2} y$, where $\bar{q}$ stands for the determinant of the round metric of the unit sphere $\mathbb{S}^{n-2}$ with respect to the coordinates $\left(y^{1}, \ldots, y^{n-2}\right)$. Given that $\partial_{i} \xi_{j}$ decays as $1 / r^{n-1}$, it follows that only the terms involving $\partial_{i} \xi_{0}$ contribute to the integral (5.43), which becomes

$$
\begin{aligned}
M_{\mathscr{S}} & =-\frac{n-2}{16 \pi(n-3)} \int_{\mathscr{S}} \partial_{i} \xi_{0}\left(\frac{x^{i}}{r} \times 1-0 \times 0\right) r^{n-2} \sqrt{\bar{q}} \mathrm{~d}^{n-2} y=\frac{M}{\Omega_{n-2}} \int_{\mathscr{S}} \underbrace{\frac{x^{i}}{r} \frac{x^{i}}{r}}_{1} \sqrt[\bar{q}]{ } \mathrm{d}^{n-2} y \\
& =\frac{M}{\Omega_{n-2}} \underbrace{\int_{\mathscr{S}} \sqrt{\bar{q}} \mathrm{~d}^{n-2} y}_{\Omega_{n-2}} .
\end{aligned}
$$

Hence $M_{\mathscr{S}}=M$. The statement about a weakly relativistic system is an immediate consequence of expansion (5.21) being a particular case of (5.31), given that $M$ in (5.21) has the integral form (5.22).

## Volume integral formula for the Komar mass

We are going to derive a volume integral formula for $M_{\mathscr{S}}$, from which one can show the independence of $M_{\mathscr{S}}$ from the choice of $\mathscr{S}$ in the vacuum case, thereby generalizing the result of Example 3. To this aim, we shall make use of the following lemma:

## Lemma 5.12: flux integral of the divergence of a 2 -form

In a $n$-dimensional asymptotically flat spacetime $(\mathscr{M}, \boldsymbol{g})$, let $\Sigma$ be a compact spacelike hypersurface bounded by two closed $(n-2)$-surfaces: an "internal" one, $\mathscr{S}_{\text {int }}$, and an
"external" one, $\mathscr{S}_{\text {ext }}$, the exterior direction being that of the asymptotic flat end of $(\mathscr{M}, \boldsymbol{g})$. Let $\boldsymbol{n}$ be the future-directed unit normal to $\Sigma$ and $\mathrm{d} \boldsymbol{V}$ the normal volume element vector of $\Sigma$ defined by [compare Eq. (5.39)]:

$$
\begin{equation*}
\mathrm{d} V^{\alpha}:=-n^{\alpha} \sqrt{\gamma} \mathrm{d} x^{1} \cdots \mathrm{~d} x^{n-1}=:-n^{\alpha} \sqrt{\gamma} \mathrm{d}^{n-1} x \tag{5.45}
\end{equation*}
$$

where $\left(x^{1}, \ldots, x^{n-1}\right)$ stands for a coordinate system on $\Sigma$ and $\gamma:=\operatorname{det}\left(\gamma_{i j}\right)$ is the determinant w.r.t. these coordinates of the metric $\gamma$ induced on $\Sigma$ by the spacetime metric $\boldsymbol{g}$, so that $\sqrt{\gamma} \mathrm{d} x^{1} \cdots \mathrm{~d} x^{n-1}$ is the volume element on $\Sigma$. Then, for any 2 -form $\boldsymbol{A}$, we have

$$
\begin{equation*}
2 \int_{\Sigma} \nabla^{\nu} A_{\mu \nu} \mathrm{d} V^{\mu}=\int_{\mathscr{S}_{\mathrm{ext}}} A_{\mu \nu} \mathrm{d} S^{\mu \nu}-\int_{\mathscr{S}_{\mathrm{int}}} A_{\mu \nu} \mathrm{d} S^{\mu \nu} \tag{5.46}
\end{equation*}
$$

where $\mathrm{d} S^{\mu \nu}$ is defined by Eq. (5.39) with $s$ pointing to the asymptotic flat end of $(\mathscr{M}, \boldsymbol{g})$ for both $\mathscr{S}_{\text {ext }}$ and $\mathscr{S}_{\text {int }}$.

Proof. Let $\left(t, x^{1}, \ldots, x^{n-1}\right)$ be a local coordinate system adapted to $\Sigma$, i.e. such that $\Sigma$ is the hypersurface $t=0$, and let $\boldsymbol{V}$ be the vector defined by $\boldsymbol{V}:=\boldsymbol{A}(., \boldsymbol{n})$, i.e. $V_{\alpha}:=A_{\alpha \mu} n^{\mu}$. Thanks to the antisymmetry of $\boldsymbol{A}, \boldsymbol{V}$ is tangent to $\Sigma: \boldsymbol{n} \cdot \boldsymbol{V}=\boldsymbol{A}(\boldsymbol{n}, \boldsymbol{n})=0$. We have then, using the antisymmetry of $\boldsymbol{A}$,

$$
\begin{aligned}
\nabla^{\nu} A_{\mu \nu} \mathrm{d} V^{\mu} & =\nabla^{\nu} A_{\nu \mu} n^{\mu} \sqrt{\gamma} \mathrm{d}^{n-1} x=\left(\nabla^{\nu} V_{\nu}-A_{\nu \mu} \nabla^{\nu} n^{\mu}\right) \sqrt{\gamma} \mathrm{d}^{n-1} x \\
& =(\nabla_{\mu} V^{\mu}+\underbrace{A_{\nu \mu} K^{\nu \mu}}_{0}+\underbrace{A_{\nu \mu} n^{\nu}}_{-V_{\mu}} D^{\mu} \ln N) \sqrt{\gamma} \mathrm{d}^{n-1} x \\
& =\left(\nabla_{\mu} V^{\mu}-V^{i} \partial_{i} \ln N\right) \sqrt{\gamma} \mathrm{d}^{n-1} x .
\end{aligned}
$$

In the second line, we have expressed the derivative of $\boldsymbol{n}$ in terms of the extrinsic curvature tensor $\boldsymbol{K}$ of $\Sigma$ and of the lapse function $N:=-\boldsymbol{n} \cdot \boldsymbol{\partial}_{t}$, via the identity $\nabla^{\alpha} n^{\beta}=-K^{\alpha \beta}-$ $D^{\beta} \ln N n^{\alpha}$ (see e.g. Eq. (4.24) of Ref. [207]), where $D^{\beta} \ln N=\nabla^{\beta} \ln N+n^{\beta} n^{\mu} \nabla_{\mu} \ln N$. To get the third line, we have used the symmetry of $\boldsymbol{K}$ to set $A_{\nu \mu} K^{\nu \mu}=0$ and the property $V_{\mu} n^{\mu}=0$ to write $V_{\mu} D^{\mu} \ln N=V_{\mu} \nabla^{\mu} \ln N=V^{\mu} \partial_{\mu} \ln N=V^{i} \partial_{i} \ln N(i \in\{1, \ldots, n-1\})$. Let us now use formula (A.76) for the divergence of $\boldsymbol{V}$, along with $V^{0}=0(\boldsymbol{V}$ is tangent to $\Sigma$ ) and the relation $\sqrt{-g}=N \sqrt{\gamma}$ between the determinants of the metrics $\boldsymbol{g}$ and $\gamma$ (see e.g. Eq. (5.55) of Ref. [207])

$$
\begin{aligned}
\nabla_{\mu} V^{\mu} & =\frac{1}{\sqrt{-g}} \partial_{\mu}\left(\sqrt{-g} V^{\mu}\right)=\frac{1}{N \sqrt{\gamma}} \partial_{i}\left(N \sqrt{\gamma} V^{i}\right) \\
& =\frac{1}{\sqrt{\gamma}} \partial_{i}\left(\sqrt{\gamma} V^{i}\right)+V^{i} \partial_{i} \ln N=D_{i} V^{i}+V^{i} \partial_{i} \ln N
\end{aligned}
$$

where $D_{i} V^{i}$ is the divergence of $\boldsymbol{V}$ considered as a vector field on $(\Sigma, \gamma), \boldsymbol{D}$ standing for the Levi-Civita connection of $\gamma$. Hence we get

$$
\nabla^{\nu} A_{\mu \nu} \mathrm{d} V^{\mu}=D_{i} V^{i} \sqrt{\gamma} \mathrm{~d}^{n-1} x
$$

We may then apply the Gauss-Ostrogradsky theorem to $\boldsymbol{V}$ and write the integral of the divergence of $\boldsymbol{A}$ as

$$
\begin{aligned}
\int_{\Sigma} \nabla^{\nu} A_{\mu \nu} \mathrm{d} V^{\mu} & =\int_{\Sigma} D_{i} V^{i} \sqrt{\gamma} \mathrm{~d}^{n-1} x=\int_{\partial \Sigma} \sigma^{i} V_{i} \sqrt{q} d^{n-2} x \\
& =\int_{\mathscr{S}_{\mathrm{ext}}} s^{i} V_{i} \sqrt{q} d^{n-2} x-\int_{\mathscr{S}_{\mathrm{int}}} s^{i} V_{i} \sqrt{q} d^{n-2} x
\end{aligned}
$$

where $\sigma$ is the unit vector normal to the boundary $\partial \Sigma$ and outward-pointing with respect to $\Sigma$. In the present case, $\partial \Sigma$ has two connected components: $\mathscr{S}_{\text {int }}$ and $\mathscr{S}_{\text {ext }}$, with $\sigma=-s$ on $\mathscr{S}_{\text {int }}$ and $\sigma=s$ on $\mathscr{S}_{\text {ext }}$, hence the last equality. Now, using again the antisymmetry of $\boldsymbol{A}$,

$$
s^{i} V_{i}=s^{\mu} V_{\mu}=s^{\mu} A_{\mu \nu} n^{\nu}=\frac{1}{2} A_{\mu \nu}\left(s^{\mu} n^{\nu}-n^{\mu} s^{\nu}\right) .
$$

In view of expression (5.39) for $\mathrm{d} S^{\mu \nu}$, we thus get $2 s^{i} V_{i} \sqrt{q} \mathrm{~d}^{n-2} x=A_{\mu \nu} \mathrm{d} S^{\mu \nu}$, so that Eq. (5.46) follows.

Let us apply Lemma 5.12 to the 2 -form $\boldsymbol{A}:=\mathbf{d} \underline{\boldsymbol{\xi}}$, i.e. to the 2 -form of components $A_{\alpha \beta}:=$ $\nabla_{\alpha} \xi_{\beta}-\nabla_{\beta} \xi_{\alpha}=2 \nabla_{\alpha} \xi_{\beta}$ [cf. Eq. (5.35)]. The 1-form $2 \nabla^{\nu} A_{\mu \nu}$ which appears in the left-hand side of Eq. (5.46) is then, up to a sign, the metric dual of a vector field $\mathcal{J}$ called the Komar current of $\xi: 2 \nabla^{\nu} A_{\mu \nu}=-\mathcal{J}_{\mu}$, where

$$
\begin{equation*}
\mathcal{J}^{\alpha}:=-2 \nabla_{\mu}\left(\nabla^{\alpha} \xi^{\mu}-\nabla^{\mu} \xi^{\alpha}\right) \tag{5.47}
\end{equation*}
$$

The Komar current is actually a conserved current, independently of the Killing nature of $\boldsymbol{\xi}$ :

## Property 5.13: Conservation of the Komar current

For any vector field $\boldsymbol{\xi}$ defined on the spacetime $(\mathscr{M}, \boldsymbol{g})$ (not necessarily a Killing vector field), the Komar current defined by Eq. (5.47) is conserved:

$$
\begin{equation*}
\nabla_{\mu} \mathcal{J}^{\mu}=0 \tag{5.48}
\end{equation*}
$$

Proof. We have, from the definition (5.47), $\mathcal{J}^{\alpha}=-2 \nabla_{\nu} A^{\alpha \nu}$ with $A^{\alpha \beta}:=\nabla^{\alpha} \xi^{\beta}-\nabla^{\beta} \xi^{\alpha}$. Let $\left(x^{\alpha}\right)$ be a coordinate system on $\mathscr{M}$. Since $\boldsymbol{A}$ is antisymmetric, its divergence can be expressed in terms of partial derivatives as $\nabla_{\nu} A^{\alpha \nu}=\partial_{\nu}\left(\sqrt{-g} A^{\alpha \nu}\right) / \sqrt{-g}$, where $g$ is the determinant of $\boldsymbol{g}$ with respect to $\left(x^{\alpha}\right)$. Similarly the divergence of $\mathcal{J}$ can be written as $\nabla_{\mu} \mathcal{J}^{\mu}=$ $\partial_{\mu}\left(\sqrt{-g} \mathcal{J}^{\mu}\right) / \sqrt{-g}$. Combining the above formulas leads to $\nabla_{\mu} \mathcal{J}^{\mu}=-2 \partial_{\mu} \partial_{\nu}\left(\sqrt{-g} A^{\mu \nu}\right) / \sqrt{-g}$. Since $\partial_{\mu} \partial_{\nu}=\partial_{\nu} \partial_{\mu}$ and $A^{\mu \nu}=-A^{\nu \mu}$, we get immediately $\nabla_{\mu} \mathcal{J}^{\mu}=0$.

Thanks to the identities $A_{\alpha \beta}=2 \nabla_{\alpha} \xi_{\beta}$ and $\mathcal{J}_{\alpha}=-2 \nabla^{\mu} A_{\alpha \mu}$, we may use Lemma 5.12 to write

$$
-\int_{\Sigma} \mathcal{J}_{\mu} \mathrm{d} V^{\mu}=2 \int_{\mathscr{S}_{\text {ext }}} \nabla_{\mu} \xi_{\nu} \mathrm{d} S^{\mu \nu}-2 \int_{\mathscr{S}_{\text {int }}} \nabla_{\mu} \xi_{\nu} \mathrm{d} S^{\mu \nu}
$$

Using expression (5.42) of the Komar mass, we get

$$
\begin{equation*}
M_{\mathscr{S}_{\text {ext }}}=M_{\mathscr{S}_{\text {int }}}+\frac{n-2}{32 \pi(n-3)} \int_{\Sigma} \mathcal{J}_{\mu} \mathrm{d} V^{\mu} . \tag{5.49}
\end{equation*}
$$

Thanks to the Killing equation (3.19), expression (5.47) for the Komar current $\mathcal{J}$ simplifies to $\mathcal{J}^{\alpha}=-4 \nabla_{\mu} \nabla^{\alpha} \xi^{\mu}$. Now, the Ricci identity (A.103) applied to the vector field $\boldsymbol{\xi}$ yields $\nabla_{\alpha} \nabla_{\beta} \xi^{\gamma}-\nabla_{\beta} \nabla_{\alpha} \xi^{\gamma}=R^{\gamma}{ }_{\nu \alpha \beta} \xi^{\nu}$. Contracting on the indices $\alpha$ and $\gamma$ makes the Ricci tensor $R_{\alpha \beta}$ appear: $\nabla_{\mu} \nabla_{\beta} \xi^{\mu}-\nabla_{\beta} \nabla_{\mu} \xi^{\mu}=R_{\mu \beta} \xi^{\mu}$. Thanks to the Killing equation (3.19), the divergence of $\boldsymbol{\xi}$ is zero: $\nabla_{\mu} \xi^{\mu}=0$. Using the symmetry of the Ricci tensor, we then get the following identity, valid for any Killing vector ${ }^{8}$ :

$$
\begin{equation*}
\nabla_{\mu} \nabla_{\alpha} \xi^{\mu}=R_{\alpha \mu} \xi^{\mu} \text {. } \tag{5.50}
\end{equation*}
$$

Accordingly, the Komar current of $\boldsymbol{\xi}$ can be written as

$$
\begin{equation*}
\mathcal{J}^{\alpha}=-4 R^{\alpha}{ }_{\mu} \xi^{\mu} . \tag{5.51}
\end{equation*}
$$

Pluging this relation into formula (5.49) and using expression (5.45) for $\mathrm{d} V^{\mu}$, we arrive at the following property.

## Property 5.14: volume integral formula for the Komar mass

Let $(\mathscr{M}, \boldsymbol{g})$ be an asymptotically flat stationary spacetime of dimension $n \geq 4$, with stationary Killing vector $\boldsymbol{\xi}$. Let $\Sigma$ be a compact spacelike hypersurface bounded by two closed $(n-2)$-surfaces: an "internal" one, $\mathscr{S}_{\text {int }}$, and an "external" one, $\mathscr{S}_{\text {ext }}$, the exterior direction being that of the asymptotic flat end of $(\mathscr{M}, \boldsymbol{g})$. The Komar masses over $\mathscr{S}_{\text {ext }}$ and $\mathscr{S}_{\text {int }}$ are then related by

$$
\begin{equation*}
M_{\mathscr{S}_{\mathrm{ext}}}=M_{\mathscr{S}_{\mathrm{int}}}+\frac{n-2}{8 \pi(n-3)} \int_{\Sigma} \boldsymbol{R}(\boldsymbol{\xi}, \boldsymbol{n}) \sqrt{\gamma} \mathrm{d}^{n-1} x \tag{5.52}
\end{equation*}
$$

where $\boldsymbol{R}$ is the Ricci tensor of $\boldsymbol{g}, \boldsymbol{n}$ is the future-directed unit normal to $\Sigma$ and $\sqrt{\gamma} \mathrm{d}^{n-1} x$ is the volume element on $\Sigma$ induced by $\boldsymbol{g}$. If $\boldsymbol{g}$ obeys the Einstein equation (1.42) with some energy-momentum tensor $\boldsymbol{T}$ and $\Lambda=0$, then the above formula may be rewritten as

$$
\begin{equation*}
M_{\mathscr{S}_{\text {ext }}}=M_{\mathscr{S}_{\text {int }}}+\frac{n-2}{n-3} \int_{\Sigma}\left(\boldsymbol{T}(\boldsymbol{\xi}, \boldsymbol{n})-\frac{T}{n-2} \boldsymbol{\xi} \cdot \boldsymbol{n}\right) \sqrt{\gamma} \mathrm{d}^{n-1} x \tag{5.53}
\end{equation*}
$$

where $T:=\operatorname{tr}_{\boldsymbol{g}} \boldsymbol{T}=g^{\mu \nu} T_{\mu \nu}$.

Remark 6: If $\Sigma$ is a compact spacelike hypersurface bounded by a single closed $(n-2)$-surface, $\mathscr{S}_{\text {ext }}$ say, formulas (5.52) and (5.53) still hold, provided that $M_{\mathscr{S}_{\text {int }}}$ is replaced by zero. This follows directly

[^38]from Eq. (5.46) with the integral on $\mathscr{S}_{\text {int }}$ set to zero, since the boundary of $\Sigma$, which appears in the Gauss-Ostrogradsky theorem, is only made of $\mathscr{S}$ ext.

Example 4 (Komar mass of a static star): We may use formula (5.53) to check that at the Newtonian limit, the Komar mass over a surface $\mathscr{S}_{\text {ext }}$ surrounding a star reduces to the volume integral of the matter mass density, i.e. to the classical expression of the mass in Newtonian gravity. To this aim, we set $n=4$ and assume that the spacetime is strictly static, i.e. that $\boldsymbol{\xi}$ is timelike and hypersurface-orthogonal in all $\mathscr{M}$. A static fluid star is then defined by the energy-momentum tensor $\boldsymbol{T}$ being a perfect fluid one: $\boldsymbol{T}=(\rho+p) \underline{\boldsymbol{u}} \otimes \underline{\boldsymbol{u}}+p \boldsymbol{g}$, where $\rho$ is the fluid-comoving energy density, $p$ is the fluid pressure and the fluid 4-velocity $\boldsymbol{u}$ is collinear to the static Killing field $\boldsymbol{\xi}$ :

$$
\boldsymbol{u}=\frac{1}{V} \boldsymbol{\xi} \quad \text { with } \quad V:=\sqrt{-\boldsymbol{\xi} \cdot \boldsymbol{\xi}}
$$

the value of $V$ being determined to ensure $\boldsymbol{u} \cdot \boldsymbol{u}=-1$. Let us choose for $\Sigma$ a hypersurface orthogonal to $\boldsymbol{\xi}$ with an outer boundary $\mathscr{S}_{\text {ext }}$ but no inner boundary $\mathscr{S}_{\text {int }}$. Since $\Sigma$ is orthogonal to $\boldsymbol{\xi}$, we have necessarily $\boldsymbol{n}=\boldsymbol{u}$, so that $\boldsymbol{T}(\boldsymbol{\xi}, \boldsymbol{n})=V \boldsymbol{T}(\boldsymbol{u}, \boldsymbol{u})=V \rho$ and $\boldsymbol{\xi} \cdot \boldsymbol{n}=V \boldsymbol{u} \cdot \boldsymbol{u}=-V$. Given that $T=3 p-\rho$, formula (5.53) with $n=4$ and $M_{\mathscr{L}_{\text {int }}}=0$ (cf. Remark 6 above) results in

$$
M_{\mathscr{S}_{\mathrm{ext}}}=2 \int_{\Sigma}\left(V \rho-\frac{3 p-\rho}{2}(-V)\right) \sqrt{\gamma} \mathrm{d}^{3} x=\int_{\Sigma} V(\rho+3 p) \sqrt{\gamma} \mathrm{d}^{3} x
$$

Now, for a weakly relativistic star, $|p| \ll \rho$ and in coordinates $\left(t, x^{i}\right)$ such that $\boldsymbol{\xi}=\boldsymbol{\partial}_{t}$, we have $V=\sqrt{-\boldsymbol{\xi} \cdot \boldsymbol{\xi}}=\sqrt{-g_{t t}} \simeq 1+\Phi$, where $\Phi$ is the Newtonian gravitational potential, i.e. the solution of the Poisson equation $\Delta \Phi=4 \pi \rho$ that vanishes at infinity. We may then write

$$
\begin{equation*}
M_{\mathscr{S}_{\mathrm{ext}}} \simeq \int_{\Sigma} \rho \sqrt{\gamma} \mathrm{d}^{3} x+\int_{\Sigma} \rho \Phi \sqrt{\gamma} \mathrm{d}^{3} x \tag{5.54}
\end{equation*}
$$

The first term is the volume integral of the fluid mass density; the second term is negative (since $\Phi<0$ ) and represents the total gravitational potential energy of the star, or equivalently the gravitational binding energy of the star. Its presence should not be a surprise given the mass-energy equivalence in relativity. However, at the Newtonian limit, this term can be neglected in front of the first one and formula (5.54) reduces to the classical expression of mass of a Newtonian body.

Since in vacuum $\boldsymbol{T}=0$, an immediate corollary of Property 5.14 is:

## Property 5.15: independence of the Komar mass from the integration surface

Two $(n-2)$-surfaces $\mathscr{S}_{\text {ext }}$ and $\mathscr{S}_{\text {int }}$ that are connected by a spacelike hypersurface $\Sigma$ in a vacuum region of an asymptotically flat stationary spacetime ruled by the Einstein equation with $\Lambda=0$ share the same Komar mass:

$$
\begin{equation*}
M_{\mathscr{S}_{\mathrm{ext}}}=M_{\mathscr{S}_{\mathrm{int}}} . \tag{5.55}
\end{equation*}
$$

The concept of "total mass" of a stationary and asymptotically flat spacetime is well captured by the Komar mass at infinity:

## Property 5.16: Komar mass at infinity

Let $(\mathscr{M}, \boldsymbol{g})$ be a stationary and asymptotically flat spacetime of dimension $n \geq 4$. Let $\left(x^{\alpha}\right)$ be an asymptotically Minkowskian coordinate system (cf. Sec. 5.3.2) such that $\boldsymbol{\partial}_{0}=\boldsymbol{\xi}$ (the stationary Killing vector). Let $\mathscr{S}_{r}$ be the $(n-2)$-surface defined by $\left(x^{0}, r\right)=$ const, where $r:=\sqrt{\left(x^{1}\right)^{2}+\cdots+\left(x^{n-1}\right)^{2}}$. If the Komar mass $M_{\mathscr{S}_{r}}$ converges when $r \rightarrow+\infty$, we call

$$
\begin{equation*}
M_{\infty}:=\lim _{r \rightarrow+\infty} M_{\mathscr{S}_{r}} \tag{5.56}
\end{equation*}
$$

the Komar mass at infinity or total mass of the spacetime $(\mathscr{M}, \boldsymbol{g})$. Moreover, if $\boldsymbol{g}$ obeys the Einstein equation with $\Lambda=0$ and if the energy-momentum tensor $\boldsymbol{T}$ vanishes for $r$ larger than some threshold $r_{0}$, one has $M_{\infty}=M_{\mathscr{S}_{r}}$ for any $r \geq r_{0}$.

Proof. Since for $r \geq r_{0}, \mathscr{S}_{r}$ is located in a vacuum region of spacetime, the value of $M_{\mathscr{S}_{r}}$ is independent of $r$ by Property 5.15, hence $M_{\infty}=M_{\mathscr{S}_{r}}$.

Example 5 (Total mass of Schwarzschild spacetime): We have already noticed in Example 3 that in the Schwarzschild spacetime, the Komar mass $M_{\mathscr{S}}$ is equal to the mass parameter $m$ of Schwarzschild's metric, whatever the 2 -surface $\mathscr{S}$ [Eq. (5.44)]. We thus conclude that $M_{\infty}=m$.

Example 6 (Vanishing total mass of cubic Galileon black holes): In a stationary and asymptotically flat 4-dimensional spacetime, if $\mathbf{d} \underline{\boldsymbol{\xi}}$ decays faster that $1 / r^{2}$, then $M_{\infty}=0$. This happens for black holes in a scalar-tensor theory of gravity known as the cubic Galileon, as shown in Sec. 5.1 of Ref. [439]. Actually, for these black holes, the spacetime metric tends to Minkowsky metric as fast as $1 / r^{4}$ when $r \rightarrow+\infty$, which implies that $\mathbf{d} \underline{\xi}$ decays as $1 / r^{5}$. This rapid convergence to flat space can be interpreted as a screening of the black hole's gravity by the surrounding scalar field.

Historical note : The Komar current (5.47) associated to any vector field of spacetime has been introduced by Arthur Komar in 1959 [285]; he showed that this current is conserved (divergence-free) [Eq. (5.48)]. In a subsequent study published in 1962 [286], Komar showed that the Komar current $\mathcal{J}$ associated to a Killing vector $\boldsymbol{\xi}$ is, up to a factor, the Ricci tensor applied to $\boldsymbol{\xi}$ [Eq. (5.51)] and that the converved integral representing the flux of $\mathcal{J}$ through a one-ended hypersurface $\Sigma$ can be transformed into a surface integral on the boundary $\mathscr{S}$ of $\Sigma$, which is nothing by Eq. (5.42) with $n=4$. He proved that such a integral is independent of the surface $\mathscr{S}$ as soon as $\mathscr{S}$ is located outside the sources of the Einstein equation (Property 5.15). The generalization to dimensions $n \geq 4$ has been performed by Robert Myers and Malcolm Perry in 1986 [336] [cf. their Eq. (4.1), where $N=n-1$ ].

### 5.3.4 $\mathbf{N}+1$ decomposition

Let $\mathcal{N}:=n-1, n$ being the spacetime dimension. Given a spacelike hypersurface $\Sigma$, with future-directed unit normal $\boldsymbol{n}$, the $\boldsymbol{\mathcal { N }}+\boldsymbol{1}$ decomposition of $\boldsymbol{\xi}$ with respect to $\Sigma$ is the pair $(N, \boldsymbol{\beta})$ where $N$ is a scalar field on $\Sigma$ and $\boldsymbol{\beta}$ is a vector field tangent to $\Sigma$ such that

$$
\begin{equation*}
\boldsymbol{\xi}=N \boldsymbol{n}+\boldsymbol{\beta} \tag{5.57}
\end{equation*}
$$

In other words, $\boldsymbol{\beta}$ is the orthogonal projection of $\boldsymbol{\xi}$ on $\Sigma$ and $N \boldsymbol{n}$ is the part of $\boldsymbol{\xi}$ along $\boldsymbol{n}$. $N$ and $\boldsymbol{\beta}$ are uniquely determined by $N=-\boldsymbol{n} \cdot \boldsymbol{\xi}$ and $\boldsymbol{\beta}=\boldsymbol{\xi}+(\boldsymbol{n} \cdot \boldsymbol{\xi}) \boldsymbol{n}$. In the language of the $\mathcal{N}+1$ formalism of general relativity, $N$ is called the lapse function and $\beta$ the shift vector (cf. e.g. Ref. [207]).

Similarly, the $\boldsymbol{\mathcal { N } + 1}$ decomposition of the energy-momentum tensor $\boldsymbol{T}$ with respect to the hypersurface $\Sigma$ is the triplet $(E, \boldsymbol{p}, \boldsymbol{S})$, where $E$ is a scalar field, $\boldsymbol{p}$ is a 1-form satisfying $\langle\boldsymbol{p}, \boldsymbol{n}\rangle=0$ and $\boldsymbol{S}$ is a symmetric type- $(0,2)$ tensor field satisfying $\boldsymbol{S}(\boldsymbol{n},)=$.0 , such that ${ }^{9}$

$$
\begin{equation*}
\boldsymbol{T}=E \underline{\boldsymbol{n}} \otimes \underline{\boldsymbol{n}}+\underline{\boldsymbol{n}} \otimes \boldsymbol{p}+\boldsymbol{p} \otimes \underline{\boldsymbol{n}}+\boldsymbol{S} \tag{5.58}
\end{equation*}
$$

$E, \boldsymbol{p}$ and $\boldsymbol{S}$ are uniquely determined by

$$
\begin{equation*}
E=T_{\mu \nu} n^{\mu} n^{\nu}, \quad p_{\alpha}=-n^{\mu} T_{\mu \nu} \gamma_{\alpha}^{\nu}, \quad S_{\alpha \beta}=T_{\mu \nu} \gamma_{\alpha}^{\mu} \gamma_{\beta}^{\nu}, \tag{5.59}
\end{equation*}
$$

where $\gamma^{\alpha}{ }_{\beta}=\delta^{\alpha}{ }_{\beta}+n^{\alpha} n_{\beta}$ stands for the orthogonal projector onto $\Sigma$. Physically, $E$ is the matter energy density measured by the observer $\mathscr{O}$ of 4 -velocity $\boldsymbol{n}, \boldsymbol{p}$ is the matter momentum density measured by $\mathscr{O}$ and $S$ is the matter stress tensor measured by $\mathscr{O}$.

## Property 5.17: $\mathcal{N}+1$ expression of the Komar mass

Under the same hypotheses as Property 5.14, one can rewrite Eq. (5.53) as

$$
\begin{equation*}
M_{\mathscr{S}_{\mathrm{ext}}}=M_{\mathscr{S}_{\mathrm{int}}}+\int_{\Sigma}\left[N\left(E+\frac{1}{n-3} S\right)-\frac{n-2}{n-3}\langle\boldsymbol{p}, \boldsymbol{\beta}\rangle\right] \sqrt{\gamma} \mathrm{d}^{n-1} x, \tag{5.60}
\end{equation*}
$$

where $S:=g^{\mu \nu} S_{\mu \nu}=\gamma^{i j} S_{i j}$ is the trace of the stress tensor $\boldsymbol{S}$.

Proof. From Eq. (5.58), the trace of the energy-momentum tensor is $T:=g^{\mu \nu} T_{\mu \nu}=E n_{\mu} n^{\mu}+$ $n_{\mu} p^{\mu}+p_{\mu} n^{\mu}+S=-E+S$, since $n_{\mu} n^{\mu}=-1$ and $p_{\mu} n^{\mu}=0$. In view of Eqs. (5.57) and (5.58), we can then rewrite the integrand in the r.h.s. of Eq. (5.53) as
$\boldsymbol{T}(\boldsymbol{n}, \boldsymbol{\xi})-\frac{T}{n-2} \boldsymbol{n} \cdot \boldsymbol{\xi}=N \underbrace{\boldsymbol{T}(\boldsymbol{n}, \boldsymbol{n})}_{E}+\underbrace{\boldsymbol{T}(\boldsymbol{n}, \boldsymbol{\beta})}_{-\langle\boldsymbol{p}, \boldsymbol{\beta}\rangle}-\frac{S-E}{n-2} \underbrace{\boldsymbol{n} \cdot \boldsymbol{\xi}}_{-N}=\frac{N}{n-2}[(n-3) E+S]-\langle\boldsymbol{p}, \boldsymbol{\beta}\rangle$.
This establishes Eq. (5.60).

Example 7 (Komar mass of a weakly relativistic star): Let us check that formula (5.60) reduces to (5.22) for a weakly relativistic star in a $n$-dimensional spacetime. In this case, we have $N \simeq 1$ and $\boldsymbol{\beta} \rightarrow 0$. Furthermore, the matter constituting the star shall be weakly relativistic as well, which implies that the trace $S$ of the stress tensor is negligible in front of the energy density $E$. Under these hypotheses, Eq. (5.60) with $M_{\mathscr{S}_{\text {int }}}=0$ yields $M_{\mathscr{S}_{\text {ext }}}=M$, where $M$ is given by (5.22), given that $T_{00} \simeq E$.

[^39]
### 5.3.5 Link between the Komar mass and the ADM mass

For generic (i.e. not necessarily stationary) asymptotically flat spacetimes, there exists the concept of $A D M$ energy-momentum, $A D M$ standing for Arnowitt, Deser and Misner [18]. It arises from the Hamiltonian formulation of general relativity developed by these authors. For a spacelike hypersurface $\Sigma$ that is asymptotically Euclidean, the ADM energy of $\Sigma$ is defined as some flux over a closed $(n-2)$-sphere $\mathscr{S}$ of quantities involving derivatives of the metric $\gamma$ induced by $\boldsymbol{g}$ on $\Sigma$, in the limit where the coordinate radius of $\mathscr{S}$ tends to infinity, while the 3 components of the ADM momentum of $\Sigma$ are defined by similar integrals with quantities involving the extrinsic curvature tensor $\boldsymbol{K}$ of $\Sigma$ (see e.g. [266], Chap. 8 of [207], Sec. 4.3 of [374], Sec. 3.7 of [415] or Sec. 3.2.1 of [421] for details). The ADM mass of $\Sigma$ is then defined as the Minkowskian norm of the ADM energy-momentum. For a vanishing ADM momentum, the ADM mass coincides with the ADM energy. One may then ask the relation with the Komar mass if the spacetime is stationary. The answer is very simple:

Property 5.18: equality of Komar and ADM masses (Beig 1978)
If $(\mathscr{M}, \boldsymbol{g})$ is a stationary and asymptotically flat $n$-dimensional spacetime, its Komar mass at infinity equals the ADM mass of any spacelike hypersurface $\Sigma$ that is asymptotically orthogonal to the stationary Killing vector $\boldsymbol{\xi}$.

For $n=4$, the proof can be found in R. Beig's article [43] (see also Ref. [23] for a different proof), while the proof for $n>4$ has been obtained by H. Barzegar, P.T. Chruściel and M. Hörzinger [37].

### 5.3.6 Komar angular momentum

As a stationary Killing vector gave birth to the Komar mass, an axisymmetric Killing vector gives birth to an invariant integral quantity: the Komar angular momentum. Before discussing it, let us first introduce the concept of axisymmetry:

A spacetime $(\mathscr{M}, \boldsymbol{g})$ is called axisymmetric iff (i) it is invariant under the action of the rotation group $\mathrm{SO}(2)$ (or equivalently $\mathrm{U}(1)$ ) and (ii) the orbits of the group action ${ }^{a}$ are everywhere spacelike curves or (ii') $(\mathscr{M}, \boldsymbol{g})$ admits a conformal completion (cf. Sec. 4.3) and the orbits of the group action are spacelike in the vicinity of the conformal boundary $\mathscr{I}$. Since $\mathrm{SO}(2)$ is a one-parameter Lie group, its action is generated by a single Killing vector $\boldsymbol{\eta}$, which is unique up to some scaling constant. The orbits of the $\mathrm{SO}(2)$ action being closed curves, we shall fix the scaling constant so that the group parameter $\varphi$ associated with $\boldsymbol{\eta}$ has the standard periodicity $2 \pi$. If non-empty, the set of points of $\mathscr{M}$ that are left invariant by the $\mathrm{SO}(2)$ action is called the rotation axis. Equivalently, the rotation axis is the set of points where the Killing vector $\boldsymbol{\eta}$ vanishes. Usually, if the dimension of $\mathscr{M}$ is $n$, the rotation axis is a submanifold of $\mathscr{M}$ of dimension $n-2$. Moreover, it is a timelike
submanifold in the region where the $\mathrm{SO}(2)$ orbits are spacelike.

[^40]Let $(\mathscr{M}, \boldsymbol{g})$ be an axisymmetric spacetime of dimension $n \geq 3$, with axisymmetric Killing vector $\boldsymbol{\eta}$. Given a spacelike closed ( $n-2$ )-surface $\mathscr{S} \subset \mathscr{M}$, the Komar angular momentum over $\mathscr{S}$ is defined by

$$
\begin{equation*}
J_{\mathscr{S}}:=\frac{1}{16 \pi} \int_{\mathscr{S}} \star(\mathbf{d} \underline{\boldsymbol{\eta}}), \tag{5.61}
\end{equation*}
$$

where $\star(\mathbf{d} \underline{\eta})$ is the Hodge dual of the 2 -form $\mathrm{d} \underline{\eta}$ given by

$$
\begin{equation*}
(\mathbf{d} \underline{\boldsymbol{\eta}})_{\alpha \beta}=\partial_{\alpha} \eta_{\beta}-\partial_{\beta} \eta_{\alpha}=\nabla_{\alpha} \eta_{\beta}-\nabla_{\beta} \eta_{\alpha} . \tag{5.62}
\end{equation*}
$$

Remark 7: Besides the change $\boldsymbol{\xi} \leftrightarrow \boldsymbol{\eta}$, we notice a difference by a factor $-(n-2) /(n-3)$ between the r.h.s. of (5.34) and (5.61). For $n=4$, this factor is -2 and is known as Komar's anomalous factor (see Ref. [276] for a discussion). Fundamentally, the independence of formula (5.61) from the spacetime dimension $n$ stems from the fact that the $\mathrm{SO}(2)$ action generated by $\boldsymbol{\eta}$ is effective only in a 2-dimensional space: the orthogonal complement of the rotation axis.

Remark 8: The Komar angular momentum is well defined for any spacetime dimension $n \geq 3$, while the definition of the Komar mass requires $n \geq 4$ (cf. Sec. 5.3.3).

Formulas (5.42) and (5.43) for the Komar mass rely only on the fact that $\boldsymbol{\xi}$ is a Killing vector. In an axisymmetric spacetime, we may therefore replace $\boldsymbol{\xi}$ by $\boldsymbol{\eta}$ and the numerical prefactor by $1 /(16 \pi)$ to get the following expressions for the Komar angular momentum:

$$
\begin{equation*}
J_{\mathscr{S}}=\frac{1}{16 \pi} \int_{\mathscr{S}} \nabla_{\mu} \eta_{\nu} \mathrm{d} S^{\mu \nu} \tag{5.63}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{\mathscr{S}}=\frac{1}{16 \pi} \int_{\mathscr{S}} \partial_{\mu} \eta_{\nu}\left(s^{\mu} n^{\nu}-n^{\mu} s^{\nu}\right) \sqrt{q} \mathrm{~d}^{n-2} x . \tag{5.64}
\end{equation*}
$$

As for the Komar mass (cf. Property 5.11), one can read the Komar angular momentum in the asymptotic expansion of the metric tensor in appropriate coordinates:

Property 5.19: Komar angular momenum in the asymptotic expression of the metric

Let $(\mathscr{M}, \boldsymbol{g})$ be an asymptotically flat spacetime of dimension $n \geq 4$ that is axisymmetric and stationary, with axisymmetric Killing vector $\boldsymbol{\eta}$. Let $\left(x^{\alpha}\right)$ be an asymptotically Minkowskian coordinate system in which $\boldsymbol{g}$ admits the expansion (5.31) and that is adapted to the axisymmetry in the sense that $\boldsymbol{\eta}=-x^{2} \boldsymbol{\partial}_{x^{1}}+x^{1} \boldsymbol{\partial}_{x^{2}}$ (i.e. the rotation axis of the $\mathrm{SO}(2)$ action is the $(n-2)$-dimensional surface $\left.\left(x^{1}, x^{2}\right)=(0,0)\right)$. Then the coefficient $J_{(1)}=J_{12}$ in the expansion (5.31)-(5.32) of $\boldsymbol{g}$ coincides in the limit $r:=\sqrt{\left(x^{1}\right)^{2}+\cdots+\left(x^{n-1}\right)^{2}} \rightarrow+\infty$ with the Komar angular momentum $J_{\mathscr{S}}$ over the sphere $\mathscr{S}$ of constant $\left(x^{0}, r\right)$. In particular,
for a weakly relativistic system, $J_{\mathscr{S}}=J_{12}$, where $J_{12}$ is given by the volume integral (5.23).

Proof. Let us use formula (5.64) to evaluate $J_{\mathscr{S}}$. From $\boldsymbol{\eta}=-x^{2} \boldsymbol{\partial}_{x^{1}}+x^{1} \boldsymbol{\partial}_{x^{2}}$ and the asymptotic expression (5.31) of $\boldsymbol{g}$, we get the following components of $\boldsymbol{\eta}$ with respect to the coordinates $\left(x^{\alpha}\right)$ in the limit $r \rightarrow+\infty: \eta_{\alpha}=g_{\alpha \mu} \eta^{\mu}=g_{\alpha 1}\left(-x^{2}\right)+g_{\alpha 2} x^{1} \simeq\left(\eta_{0},-x^{2}, x^{1}, 0, \ldots, 0\right)$, with

$$
\eta_{0}=-g_{01} x^{2}+g_{02} x^{1}=-\frac{8 \pi}{\Omega_{n-2}} \frac{J_{(1)} x^{2}}{r^{n-1}} x^{2}+\frac{8 \pi}{\Omega_{n-2}} \frac{\left(-J_{(1)}\right) x^{1}}{r^{n-1}} x^{1}=-\frac{8 \pi J_{(1)}}{\Omega_{n-2}} \frac{\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}}{r^{n-1}}
$$

The integrand in Eq. (5.64) is then, taking into account that $\partial_{0}=0$ (stationarity) and $s^{0}=0$ ( $s$ tangent to the hypersurface $x^{0}=$ const):

$$
\begin{aligned}
\partial_{\mu} \eta_{\nu}\left(s^{\mu} n^{\nu}-n^{\mu} s^{\nu}\right) & =\partial_{i} \eta_{0} s^{i} n^{0}+\underbrace{\partial_{i}\left(-x^{2}\right)}_{-\delta^{2}{ }_{i}}\left(s^{i} n^{1}-n^{i} s^{1}\right)+\underbrace{i}_{\delta^{1}} \\
\partial_{i} x^{1} & \left.s^{i} n^{2}-n^{i} s^{2}\right) \\
& =n^{0} s^{i} \partial_{i} \eta_{0}+2\left(s^{1} n^{2}-s^{2} n^{1}\right) .
\end{aligned}
$$

Since $s^{i} \simeq x^{i} / r$ and $\partial_{i} r=x^{i} / r$, we deduce from the above expression of $\eta_{0}$ that

$$
s^{i} \partial_{i} \eta_{0}=\frac{8 \pi(n-3) J_{(1)}}{\Omega_{n-2}} \frac{\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}}{r^{n}} .
$$

In the proof of Property 5.11 for the Komar mass, it was sufficient to consider only $\partial_{i} \xi_{0}$ and to express the components of $\boldsymbol{n}$ to the lowest order in $1 / r$, namely $n^{\alpha} \simeq(1,0, \ldots, 0)$. Here we have $\partial_{i} \eta_{j}=O(1)$, so that we must consider the next order in the spatial components $n^{i}$ of $\boldsymbol{n}$. They are given by $n^{i}=-\beta^{i} / N$ (e.g. Eq. (5.36) in Ref. [207]) where $N$ is the lapse function and the $\beta^{i}$ 's are the components of the shift vector (cf. Sec. 5.3.4). For $r$ large, we may take $N \simeq 1$ and $\beta^{i} \simeq \beta_{i}=g_{0 i}$ (Eq. (5.49) in Ref. [207]). Hence $n^{1} \simeq-g_{01}=-8 \pi J_{(1)} x^{2} /\left(\Omega_{n-2} r^{n-1}\right)$ and $n^{2} \simeq-g_{02}=8 \pi J_{(1)} x^{1} /\left(\Omega_{n-2} r^{n-1}\right)$. On the other side, $n^{0}=1 / N \simeq 1$. Hence the integrand becomes

$$
\begin{aligned}
\partial_{\mu} \eta_{\nu}\left(s^{\mu} n^{\nu}-n^{\mu} s^{\nu}\right) & =\frac{8 \pi J_{(1)}}{\Omega_{n-2}}\left[(n-3) \frac{\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}}{r^{n}}+2\left(\frac{x^{1}}{r} \times \frac{x^{1}}{r^{n-1}}-\frac{x^{2}}{r} \times\left(-\frac{x^{2}}{r^{n-1}}\right)\right)\right] \\
& =\frac{8 \pi(n-1) J_{(1)}}{\Omega_{n-2}} \frac{\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}}{r^{n}}
\end{aligned}
$$

Accordingly, formula (5.64) yields

$$
J_{\mathscr{S}}=\frac{(n-1) J_{(1)}}{2 \Omega_{n-2}} \int_{\mathscr{S}} \frac{\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}}{r^{n}} \sqrt{q} \mathrm{~d}^{n-2} y
$$

where we have denoted the surface element of $\mathscr{S}$ by $\sqrt{q} \mathrm{~d}^{n-2} y$ to avoid any confusion with the coordinates $\left(x^{\alpha}\right)$. Let us use spherical coordinates $\left(y^{a}\right)_{1 \leq a \leq n-2}=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{n-3}, \varphi\right)$ on $\mathscr{S}$, i.e. coordinates such that all the $\theta_{k}$ 's span $(0, \pi), \varphi$ spans $(0,2 \pi)$ and the asymptotically

Minkowskian coordinates $\left(x^{i}\right)_{1 \leq i \leq n-1}$ are expressible as ${ }^{10}$

$$
\left\{\begin{aligned}
x^{1} & =r \sin \theta_{1} \sin \theta_{2} \cdots \sin \theta_{n-4} \sin \theta_{n-3} \cos \varphi \\
x^{2} & =r \sin \theta_{1} \sin \theta_{2} \cdots \sin \theta_{n-4} \sin \theta_{n-3} \sin \varphi \\
x^{3} & =r \sin \theta_{1} \sin \theta_{2} \cdots \sin \theta_{n-4} \cos \theta_{n-3} \\
x^{4} & =r \sin \theta_{1} \sin \theta_{2} \cdots \cos \theta_{n-4} \\
& \vdots \\
x^{n-2} & =r \sin \theta_{1} \cos \theta_{2} \\
x^{n-1} & =r \cos \theta_{1}
\end{aligned}\right.
$$

Then $\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}=r^{2} \sin ^{2} \theta_{1} \cdots \sin ^{2} \theta_{n-3}$. Given that $\mathscr{S}$ is the $(n-2)$-sphere $\left(x^{0}, r\right)=$ const, one has, for $r$ large, $\sqrt{q} \simeq r^{n-2} \sqrt{\bar{q}}$, where $\bar{q}$ is the determinant with respect to the coordinates $\left(y^{a}\right)$ of the round metric on $\mathbb{S}^{n-2}$ :

$$
\begin{equation*}
\sqrt{\bar{q}}=\sin ^{n-3} \theta_{1} \sin ^{n-4} \theta_{2} \cdots \sin ^{2} \theta_{n-4} \sin \theta_{n-3} \tag{5.65}
\end{equation*}
$$

It follows that

$$
\begin{align*}
J_{\mathscr{S}} & =\frac{(n-1) J_{(1)}}{2 \Omega_{n-2}} \int_{\mathscr{S}} \sin ^{n-1} \theta_{1} \sin ^{n-2} \theta_{2} \cdots \sin ^{4} \theta_{n-4} \sin ^{3} \theta_{n-3} \mathrm{~d} \theta_{1} \cdots \mathrm{~d} \theta_{n-3} \mathrm{~d} \varphi \\
& =\frac{(n-1) J_{(1)}}{2 \Omega_{n-2}} \times 2 \pi I_{n-1} I_{n-2} \cdots I_{3} \tag{5.66}
\end{align*}
$$

where we have introduced

$$
I_{k}:=\int_{0}^{\pi} \sin ^{k} \theta \mathrm{~d} \theta
$$

For $k \geq 2$, writing $\sin ^{k} \theta=\sin ^{k-1} \theta \sin \theta$ and integrating by part, we easily get the relation

$$
I_{k}=\frac{k-1}{k} I_{k-2} .
$$

Hence

$$
I_{n-1} I_{n-2} \cdots I_{3}=\frac{n-2}{n-1} I_{n-3} \times \frac{n-3}{n-2} I_{n-4} \times \cdots \times \frac{3}{4} I_{2} \times \frac{2}{3} I_{1}=\frac{2}{n-1} I_{n-3} I_{n-4} \cdots I_{1} .
$$

Now, by its very definition as the area of $\mathbb{S}^{n-2}, \Omega_{n-2}$ is the integral of $\sqrt{q}$ over the spherical coordinates $\left(\theta_{1}, \ldots, \theta_{n-3}, \varphi\right)$. In view of expression (5.65) for $\sqrt{\bar{q}}$, we get $\Omega_{n-2}=2 \pi I_{n-3} I_{n-4} \cdots I_{1}$. Equation (5.66) reduces then to $J_{\mathscr{S}}=J_{(1)}$.

The volume integral formula (5.52) for the Komar mass relies only on $\boldsymbol{\xi}$ being a Killing vector. We may therefore transpose it to the Komar angular momentum:

[^41]
## Property 5.20: volume integral formula for the Komar angular momentum

Let $(\mathscr{M}, \boldsymbol{g})$ be an axisymmetric spacetime of dimension $n \geq 3$, with axisymmetric Killing vector $\boldsymbol{\eta}$. Let $\Sigma$ be a compact spacelike hypersurface bounded by two closed ( $n-2$ )surfaces: an "internal" one, $\mathscr{S}_{\text {int }}$, and an "external" one, $\mathscr{S}_{\text {ext }}$, the exterior direction being that of the asymptotic flat end of $(\mathscr{M}, \boldsymbol{g})$. The Komar angular momenta over $\mathscr{S}_{\text {ext }}$ and $\mathscr{S}_{\text {int }}$ are then related by

$$
\begin{equation*}
J_{\mathscr{S}_{\mathrm{ext}}}=J_{\mathscr{S}_{\mathrm{int}}}-\int_{\Sigma} \mathcal{J} \cdot \boldsymbol{n} \sqrt{\gamma} \mathrm{d}^{n-1} x, \quad \text { with } \quad \mathcal{J}^{\alpha}:=\frac{1}{8 \pi} R^{\alpha}{ }_{\mu} \eta^{\mu}, \tag{5.67}
\end{equation*}
$$

where $\boldsymbol{n}$ is the future-directed unit normal to $\Sigma$ and $\sqrt{\gamma} \mathrm{d}^{n-1} x$ is the volume element on $\Sigma$ induced by $\boldsymbol{g}$. The vector $\mathcal{J}$ is actually the Komar current of $\boldsymbol{\eta}$ [compare Eq. (5.51)]. If $\boldsymbol{g}$ obeys the Einstein equation (1.42) with some energy-momentum tensor $\boldsymbol{T}$ and $\Lambda=0$, then the above formula may be rewritten as

$$
\begin{equation*}
J_{\mathscr{S}_{\text {ext }}}=J_{\mathscr{S}_{\text {int }}}-\int_{\Sigma}\left(\boldsymbol{T}(\boldsymbol{\eta}, \boldsymbol{n})-\frac{T}{n-2} \boldsymbol{\eta} \cdot \boldsymbol{n}\right) \sqrt{\gamma} \mathrm{d}^{n-1} x \tag{5.68}
\end{equation*}
$$

where $T:=\operatorname{tr}_{\boldsymbol{g}} \boldsymbol{T}=g^{\mu \nu} T_{\mu \nu}$.

Remark 9: Since the axisymmetry generator $\boldsymbol{\eta}$ is spacelike, the spacelike hypersurface $\Sigma$ can be chosen so that $\boldsymbol{\eta}$ is tangent to it; one has then $\boldsymbol{\eta} \cdot \boldsymbol{n}=0$ and the second term in the integrand of Eq. (5.68) vanishes identically. Moreover, if one expresses $\boldsymbol{T}$ via the $\mathcal{N}+1$ decomposition (5.58), one can write the first term as $\boldsymbol{T}(\boldsymbol{\eta}, \boldsymbol{n})=-\langle\boldsymbol{p}, \boldsymbol{\eta}\rangle$, so that formula (5.68) simplifies to

$$
\begin{equation*}
J_{\mathscr{S e x t ~}}=J_{\mathscr{S}_{\mathrm{int}}}+\int_{\Sigma}\langle\boldsymbol{p}, \boldsymbol{\eta}\rangle \sqrt{\gamma} \mathrm{d}^{n-1} x . \tag{5.69}
\end{equation*}
$$

As for the Komar mass (Property 5.15), it follows immediately from Eq. (5.68) that

## Property 5.21: independence of the Komar angular momentum from the integration surface

Two $(n-2)$-surfaces $\mathscr{S}_{\text {ext }}$ and $\mathscr{S}_{\text {int }}$ that are connected by a spacelike hypersurface $\Sigma$ in a vacuum region of an axisymmetric spacetime ruled by the Einstein equation share the same Komar angular momentum:

$$
\begin{equation*}
J_{\mathscr{S}_{\mathrm{ext}}}=J_{\mathscr{S}_{\mathrm{int}}} . \tag{5.70}
\end{equation*}
$$

As for the total mass (cf. Property 5.16), the concept of "total angular momentum" of an axisymmetric and asymptotically flat spacetime is well captured by the Komar angular momentum at infinity:

## Property 5.22: Komar angular momentum at infinity

Let $(\mathscr{M}, \boldsymbol{g})$ be an axisymmetric and asymptotically flat spacetime of dimension $n \geq 3$. Let ( $x^{\alpha}$ ) be an asymptotically Minkowskian coordinate system (cf. Sec. 5.3.2) such that the axisymmetric Killing vector $\boldsymbol{\eta}$ is tangent to the hypersurfaces $x^{0}=$ const. Let $\mathscr{S}_{r}$ be the $(n-2)$-surface defined by $\left(x^{0}, r\right)=$ const, where $r:=\sqrt{\left(x^{1}\right)^{2}+\cdots+\left(x^{n-1}\right)^{2}}$. If the Komar angular momentum $J_{\mathscr{S}_{r}}$ converges when $r \rightarrow+\infty$, we call

$$
\begin{equation*}
J_{\infty}:=\lim _{r \rightarrow+\infty} J_{\mathscr{S}_{r}} \tag{5.71}
\end{equation*}
$$

the Komar angular momentum at infinity or total angular momentum of the spacetime $(\mathscr{M}, \boldsymbol{g})$. Moreover, if $\boldsymbol{g}$ obeys the Einstein equation with $\Lambda=0$ and if the energymomentum tensor $\boldsymbol{T}$ vanishes for $r$ larger than some threshold $r_{0}$, one has $J_{\infty}=J_{\mathscr{S}_{r}}$ for any $r \geq r_{0}$.

Remark 10: There is no concept of "ADM angular momentum" (due to the so-called supertranslation ambiguity at spatial infinity, cf. e.g. Sec. 6 of Ref. [461] or Sec. 8.5 of Ref. [207]). Consequently, there is no point in comparing the Komar angular momentum with an "ADM" counterpart, contrary to what was done in Sec. 5.3.5 for the mass.

### 5.4 The event horizon as a Killing horizon

In view of Property 5.2 , let us examine successively the only two allowed cases for a connected component ${ }^{11} \mathscr{H}$ of the event horizon of a stationary black hole: either the Killing vector $\boldsymbol{\xi}$ is null on all $\mathscr{H}$ (Sec. 5.4.1) or $\boldsymbol{\xi}$ is spacelike in some part (possibly all) of $\mathscr{H}$ (Sec. 5.4.2). In both cases, we shall see that $\mathscr{H}$ must be a Killing horizon; this is immediate for the first case, but not trivial for the second one.

### 5.4.1 Null stationary Killing field on $\mathscr{H}$ : the staticity theorem

By Lemma 2.3 (Sec. 2.3.4), if the Killing vector field $\boldsymbol{\xi}$ is null on $\mathscr{H}$, it is necessarily tangent to the null geodesic generators of $\mathscr{H}$ and therefore collinear to the null normals $\ell$ of $\mathscr{H}$. From the definition of a Killing horizon given in Sec. 3.3.2, we get immediately:

## Property 5.23: event horizon as a Killing horizon for $\boldsymbol{\xi}$ null on it

In a stationary spacetime $(\mathscr{M}, \boldsymbol{g})$ containing a black hole, if the stationary Killing vector $\boldsymbol{\xi}$ is null on the whole of a connected component $\mathscr{H}$ of the event horizon, then $\mathscr{H}$ is a

[^42]Killing horizon with respect to $\boldsymbol{\xi}$.

It follows that, on $\mathscr{H}$, the Killing vector field $\boldsymbol{\xi}$ is hypersurface-orthogonal, being normal to $\mathscr{H}$. If this holds for all the connected components of the event horizon, then, under certain hypotheses (especially that the electrovacuum Einstein equation is fulfilled), one can go further and prove that $\boldsymbol{\xi}$ must actually be hypersurface-orthogonal everywhere in $\mathscr{M}$, i.e. that $(\mathscr{M}, \boldsymbol{g})$ is static, according to the definition given in Sec. 5.2.1:

Property 5.24: staticity theorem (Sudarsky \& Wald 1993 [418])

Let $(\mathscr{M}, \boldsymbol{g})$ be an asymptotically flat stationary spacetime of dimension $n \geq 4$ that contains a black hole of event horizon $\mathscr{H}$ so that the stationary Killing vector $\boldsymbol{\xi}$ is null on all $\mathscr{H}$. By Property 5.23, $\mathscr{H}$ is a Killing horizon. If $\mathscr{H}$ is non-degenerate (i.e. has a non-vanishing surface gravity $\kappa$, cf. Sec. 3.3.6) and $\boldsymbol{g}$ obeys the vacuum or electrovacuum Einstein equation (cf. Sec. 1.5.2), then the spacetime is static and the domain of outer communications (cf. Sec. 4.4.2) is strictly static.

Proof. For simplicity, we give only the proof for the case of the vacuum Einstein equation (1.44), referring to Sudarsky \& Wald's article [418] for the electrovacuum case. Since $\mathscr{H}$ is a non-degenerate Killing horizon, it is contained in a bifurcate Killing horizon (cf. Property 3.15 and Remark 3 on p. 85). Let $\mathscr{S}$ be the corresponding bifurcation surface. Thanks to a theorem by Chruściel \& Wald (Theorem 4.2 in Ref. [116]), the domain of outer communications can be foliated by a family of spacelike hypersurfaces $\left(\Sigma_{t}\right)_{t \in \mathbb{R}}$ that are asymptotically flat, are asymptotically orthogonal to $\boldsymbol{\xi}$, have $\mathscr{S}$ as inner boundary, are Lie-dragged ${ }^{12}$ to each other by $\boldsymbol{\xi}$ and are maximal. The last property means that the extrinsic curvature tensor $\boldsymbol{K}$ of each hypersurface $\Sigma_{t}$ has a vanishing trace: $K^{i}{ }_{i}=0$, or equivalently, that the unit normal $\boldsymbol{n}$ to $\Sigma_{t}$ is divergence-free : $\nabla_{\mu} n^{\mu}=0$ (cf. Sec. 10.2 .2 of Ref. [207]). Let us consider the $\mathcal{N}+1$ decomposition with respect to $\Sigma_{t}$ introduced in Sec. 5.3.4. The maximality property $K^{i}{ }_{i}=0$ allows one to simplify one of the Einstein equations in the $\mathcal{N}+1$ decomposition, namely the momentum constraint (see e.g. Chap. 5 of Ref. [207]), which reduces to $D^{j} K_{i j}=8 \pi p_{i}$, where $\boldsymbol{D}$ is the Levi-Civita connection associated to the metric $\gamma$ induced by $\boldsymbol{g}$ on $\Sigma_{t}$ and $\boldsymbol{p}$ is the matter momentum density in the hypersurface $\Sigma_{t}$ (cf. Sec. 5.3.4). Since we consider the vacuum case, we have $\boldsymbol{p}=0$. Hence the momentum constraint reduces to $D^{j} K_{i j}=0$. Contracting with the shift vector $\boldsymbol{\beta}$ arising from the orthogonal split (5.57) of $\boldsymbol{\xi}$, we get

$$
0=D^{j} K_{i j} \beta^{i}=D^{j}\left(K_{i j} \beta^{i}\right)-K_{i j} D^{j} \beta^{i}=D^{j}\left(K_{i j} \beta^{i}\right)-N K_{i j} K^{i j}
$$

where the last equality results from the symmetry of $K_{i j}$ and the identity $D^{j} \beta^{i}+D^{i} \beta^{j}=2 N K^{i j}$, which holds for the shift vector $\boldsymbol{\beta}$ associated with the stationary Killing vector $\boldsymbol{\xi}$ (see e.g. Eqs. (5.66) and (5.67) in Ref. [207] with $\partial \gamma_{i j} / \partial t=0$ ). Let us integrate the above equation over $\Sigma_{t}$ and use the Gauss-Ostrogradsky theorem for the divergence term $D^{j}\left(K_{i j} \beta^{i}\right)$, taking into account that the boundary of $\Sigma_{t}$ is made of the bifurcation sphere $\mathscr{S}$ (inner boundary) and the

[^43]sphere "at infinity" $\mathscr{S}_{\infty}$ (outer boundary), the latter being a $(n-2)$-sphere in $\Sigma_{t}$ of coordinate radius $r \rightarrow+\infty$ ( $r$ is defined from the asymptotic flatness property); we get
$$
\int_{\mathscr{S}_{\infty}} s^{j} K_{i j} \beta^{i} \sqrt{q} \mathrm{~d}^{n-2} x-\int_{\mathscr{S}} s^{j} K_{i j} \beta^{i} \sqrt{q} \mathrm{~d}^{n-2} x-\int_{\Sigma_{t}} N K_{i j} K^{i j} \sqrt{\gamma} \mathrm{~d}^{n-1} x=0
$$
where $s$ is the unit normal to $\mathscr{S}_{\infty}$ and $\mathscr{S}$ in $\Sigma_{t}$, oriented towards the asymptotic flat end of $\Sigma_{t}$. Now, each of the two surface integrals vanishes identically: the first one because on the asymptotically flat slice $\Sigma_{t}, \boldsymbol{K}$ decays as $O\left(r^{-2}\right)$ for $r \rightarrow+\infty$ and, still in this limit, $\boldsymbol{\beta} \rightarrow 0$ since $\boldsymbol{\xi}$ is asymptotically orthogonal to $\Sigma_{t}$ [cf. the orthogonal decomposition (5.57)]. As for the integral over $\mathscr{S}$, it is zero because $\left.\boldsymbol{\beta}\right|_{\mathscr{S}}=0$. Indeed, since $\mathscr{S}$ is the bifurcation surface of a bifurcate Killing horizon with respect to $\boldsymbol{\xi}$ (Property 5.23), one has $\left.\boldsymbol{\xi}\right|_{\mathscr{L}}=0$ (Property 3.12), which implies via Eq. (5.57) both $\left.N\right|_{\mathscr{S}}=0$ and $\left.\boldsymbol{\beta}\right|_{\mathscr{\mathscr { L }}}=0$. We therefore get
$$
\int_{\Sigma_{t}} N K_{i j} K^{i j} \sqrt{\gamma} \mathrm{~d}^{n-1} x=0
$$

Given that $N>0$ on $\Sigma_{t} \backslash \mathscr{S}$ and $K_{i j} K^{i j} \geq 0$ on $\Sigma_{t}\left(\right.$ for $K_{i j} K^{i j}=\gamma^{i k} \gamma^{j l} K_{i j} K_{k l}$ with $\gamma$ being a Riemannian metric), the vanishing of the above integral implies $K_{i j}=0$. Now, $\boldsymbol{K}=-(2 N)^{-1} \mathcal{L}_{\boldsymbol{m}} \boldsymbol{\gamma}$ (cf. Eq. (4.30) in Ref. [207]), where $\boldsymbol{m}:=N \boldsymbol{n}$ is the evolution vector along the normal to $\Sigma_{t}$ (cf. Sec. 4.3 of Ref. [207]). The vanishing of $\boldsymbol{K}$ implies then

$$
\begin{equation*}
\dot{\gamma}:=\mathcal{L}_{m} \gamma=0 \quad \text { and } \quad \dot{\pi}:=\mathcal{L}_{m} \boldsymbol{\pi}=0, \tag{5.72}
\end{equation*}
$$

where $\boldsymbol{\pi}$ is the momentum canonically conjugate to $\gamma$ in the ADM Hamiltonian formulation of general relativity $[18,178] . \boldsymbol{\pi}$ is a tensor density that is related to the extrinsic curvature tensor $\boldsymbol{K}$ by $\pi^{i j}=\sqrt{\gamma}\left(K_{k}^{k} \gamma^{i j}-K^{i j}\right)$. Hence, $\boldsymbol{K}=0$ implies $\boldsymbol{\pi}=0$ so that $\dot{\boldsymbol{\pi}}=0$ in Eq. (5.72) is trivially fulfilled. In the Hamiltonian formulation, the spacetime dynamics is entirely described by the "time development" (i.e. the variation across the $\Sigma_{t}$ foliation) of $(\gamma, \boldsymbol{\pi})$, which are the ( $q, p$ ) pairs of Hamiltonian mechanics. Hamilton's equations (5.72) shows that $(\boldsymbol{\gamma}, \boldsymbol{\pi})$ do not evolve at all. This means that $\boldsymbol{m}$ is a Killing vector of the spacetime metric $\boldsymbol{g}$. Since $\boldsymbol{m}=N \boldsymbol{n}$ is by construction timelike and hypersurface-orthogonal, this proves that the part of spacetime foliated by the $\left(\Sigma_{t}\right)_{t \in \mathbb{R}}$, i.e. the domain of outer communications, is strictly static. The connection between $\boldsymbol{m}$ and $\boldsymbol{\xi}$ is given by Eq. (5.57): $\boldsymbol{\xi}=\boldsymbol{m}+\boldsymbol{\beta}$. Hence the Killing vectors $\boldsymbol{\xi}$ and $\boldsymbol{m}$ coincide iff the shift vector $\boldsymbol{\beta}$ vanishes. If $\boldsymbol{\beta}$ would not vanish identically, it would be a Killing vector itself, as the difference $\boldsymbol{\xi}-\boldsymbol{m}$ of two Killing vectors. However, as seen above, $\boldsymbol{\beta}$ vanishes at the inner boundary $\mathscr{S}$ of $\Sigma_{t}$ and at the "outer boundary", i.e. for $r \rightarrow+\infty$. In most cases, these constraints will result in $\boldsymbol{\beta}=0$ (for instance, they exclude $\boldsymbol{\beta}$ being a rotational Killing vector), so that we conclude that $\boldsymbol{m}=\boldsymbol{\xi}$.

Remark 1: In the original formulation by Sudarsky \& Wald (Theorem 2 of Ref. [418]), the non-degeneracy of $\mathscr{H}$ is replaced by $\mathscr{H}$ being part of a bifurcate Killing horizon. However, as mentioned in the above proof, these two properties are essentially equivalent.

Remark 2: Sudarsky \& Wald stated the staticity theorem for the dimension $n=4$ but, as pointed out in Refs. [105, 110, 255], the theorem straightforwardly generalizes to $n \geq 4$. Actually, the proof given above ${ }^{13}$ does not rely on $n=4$.
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(a)

(b)

Figure 5.1: Two equivalent representations of an event horizon $\mathscr{H}$ with cross-sections of $\mathbb{S}^{n}$ topology and with a stationary Killing vector field $\boldsymbol{\xi}$ that is spacelike on $\mathscr{H}$ : (a) Representation with the null geodesic generators of $\mathscr{H}$ drawn as vertical lines; two of them are actually depicted, in dark green and light green respectively, with a null normal $\boldsymbol{\ell}$ along them; besides, two field lines of $\boldsymbol{\xi}$ (orbits of the stationary group) are depicted, in black and brown respectively. (b) Representation with the field lines of $\boldsymbol{\xi}$ as vertical lines. The color code is the same as in (a) and labelled points ( $a, b$, etc.) help to identify the two figures. A few light cones are drawn in each figure; note that $\boldsymbol{\xi}$, being spacelike, lies outside of them, while the null normal $\boldsymbol{\ell}$ is tangent to them. The strong rigidity theorem (Property 5.25) states that $\ell$ is collinear to a Killing vector field $\chi$, making $\mathscr{H}$ a Killing horizon.

Remark 3: Given the definition of a non-rotating horizon given in Property 5.2, the staticity theorem can be summarized as follows: an electrovacuum spacetime containing a non-rotating and non-degenerate black hole is static.

### 5.4.2 Spacelike stationary Killing field on $\mathscr{H}$ : the strong rigidity theorem

When the stationary Killing vector $\boldsymbol{\xi}$ is spacelike on some part of a connected component $\mathscr{H}$ of the event horizon, it obviously cannot be collinear to a null normal $\ell$ of $\mathscr{H}$. Assuming that $\mathscr{H}$ has cross-sections of spherical topology (as it must in dimension $n=4$ according to Property 5.4), we observe that, with respect to the null geodesic generators of $\mathscr{H}$, the field lines of $\boldsymbol{\xi}$ form helices, as depicted in Fig. 5.1a. By reciprocity, with respect to the field lines of $\boldsymbol{\xi}$, the null geodesic generators form helices as well, as depicted in Fig. 5.1b: observe that Fig. 5.1b can be obtained from Fig. 5.1a by "untwisting" the field lines of $\boldsymbol{\xi}$. Since asymptotically the field lines of $\boldsymbol{\xi}$ are worldlines of inertial observers, Fig. 5.1b leads us to say that $\mathscr{H}$ is rotating, thereby justifying the terminology introduced in Sec. 5.2.3 (Property 5.2).

When the Killing field $\boldsymbol{\xi}$ is not null on $\mathscr{H}$, we cannot say a priori that $\mathscr{H}$ is a Killing horizon.

However, modulo some additional hypotheses, it turns out that $\mathscr{H}$ is still a Killing horizon, albeit with respect to a Killing vector distinct from $\boldsymbol{\xi}$. This result is due to S.W. Hawking (1972) [237, 242] and is known as the (strong) rigidity theorem. We give below a modern version of this theorem, due to Hollands, Ishibashi \& Wald (2007) [256] and Moncrief \& Isenberg (2008) [332] (see also Theorem 8.1 p. 470 of Choquet-Bruhat's textbook [97]).

## Property 5.25: strong rigidity theorem

Let $(\mathscr{M}, \boldsymbol{g})$ be a stationary spacetime of dimension $n \geq 4$ containing a black hole. Let $\mathscr{H}$ be a connected component of the black hole event horizon. Let us assume that the stationary Killing vector $\boldsymbol{\xi}$ is spacelike on some parts of $\mathscr{H}$. If

1. $\mathscr{M}$ and $\mathscr{H}$ are (real) analytic manifolds (cf. Remark 4 in Sec. A.2.1), with $\boldsymbol{g}$ being an analytic field,
2. $\boldsymbol{g}$ fulfills the vacuum Einstein equation (1.44) or the electrovacuum Einstein equation (1.54),
3. $n=4$ or $\mathscr{H}$ has a null geodesic generator that is incomplete,
4. $\mathscr{H}$ has compact cross-sections,
5. $\boldsymbol{\xi}$ is transverse to some cross-sections,
then the spacetime $(\mathscr{M}, \boldsymbol{g})$ admits a second Killing vector, $\boldsymbol{\chi}$ say, such that $\boldsymbol{\xi}$ and $\boldsymbol{\chi}$ commute: $[\boldsymbol{\xi}, \boldsymbol{\chi}]=0$ and $\mathscr{H}$ is a Killing horizon with respect to $\boldsymbol{\chi}$.

Sketch of proof. The proof of the strong rigidity theorem is pretty long and we give here only a sketch for $n=4$, referring to Hawking \& Ellis' textbook [242] (Proposition 9.3.6) for full details and to Refs. [256, 255, 332] for $n>4$. Let us thus assume $n=4$ and that the (electro)vacuum Einstein equation holds. The null dominant energy condition is then satisfied and, since $\mathscr{H}$ is connected, the topology theorem 1 (Property 5.4) implies that the complete cross-sections of $\mathscr{H}$ have the topology of $\mathbb{S}^{2}$, or equivalently that the topology of $\mathscr{H}$ is $\mathbb{R} \times \mathbb{S}^{2}$.

Let us first show that the spacetime stationary action $\Phi: \mathbb{R} \times \mathscr{M} \rightarrow \mathscr{M},(t, p) \mapsto \Phi_{t}(p)$ induces a $\mathrm{SO}(2)$ action $\hat{\Phi}$ on the set $\mathscr{G}$ of null geodesic generators of $\mathscr{H}$. Each $\Phi_{t}$ being an isometry of $(\mathscr{M}, \boldsymbol{g})$, it maps any null geodesic $\mathscr{L}$ of $\mathscr{H}$ to a null geodesic $\hat{\Phi}_{t}(\mathscr{L}):=\Phi_{t}(\mathscr{L})$. Morever, since $\Phi_{t}$ leaves $\mathscr{H}$ globally invariant (Property 5.1), $\hat{\Phi}_{t}(\mathscr{L}) \subset \mathscr{H}$, i.e. $\hat{\Phi}_{t}(\mathscr{L}) \in \mathscr{G}$. Let check that $\hat{\Phi}$ obeys the laws of a group action: obviously $\hat{\Phi}_{0}(\mathscr{L})=\mathscr{L}$ and for any $\left(t_{1}, t_{2}\right) \in \mathbb{R}^{2}$ and $p \in \mathscr{L}$, we have $\Phi_{t_{2}+t_{1}}(p) \in \hat{\Phi}_{t_{2}+t_{1}}(\mathscr{L})$ but $\Phi_{t_{2}+t_{1}}(p)=\Phi_{t_{2}}\left(\Phi_{t_{1}}(p)\right) \in \hat{\Phi}_{t_{2}}\left(\hat{\Phi}_{t_{1}}(\mathscr{L})\right)$ as well, from which we conclude that $\hat{\Phi}_{t_{2}+t_{1}}(\mathscr{L})=\hat{\Phi}_{t_{2}}\left(\hat{\Phi}_{t_{1}}(\mathscr{L})\right)$, given that there is only one null geodesic generator through the point $\Phi_{t_{2}+t_{1}}(p)$. Since the stationary generator $\boldsymbol{\xi}$ is assumed to be spacelike on some parts of $\mathscr{H}$, the group action is not trivial: there exist some null generators $\mathscr{L}$ for which $\hat{\Phi}_{t}(\mathscr{L}) \neq \mathscr{L}$ (when $\boldsymbol{\xi}$ is null on a part of $\mathscr{H}$, it is necessarily tangent to a null generator $\mathscr{L}$, which is then a fixed point of the group action: $\left.\forall t \in \mathbb{R}, \hat{\Phi}_{t}(\mathscr{L})=\mathscr{L}\right)$. Moreover, the group action $\hat{\Phi}$ is periodic: due to the topology $\mathbb{R} \times \mathbb{S}^{2}$ of $\mathscr{H}$, there exists a smallest $T>0$


Figure 5.2: Action $\Psi$ induced by the spacetime stationary action $\Phi$ (Killing vector $\boldsymbol{\xi}$ ) on a cross-section $\mathscr{S}$ of a rotating event horizon $\mathscr{H}$ : for $p \in \mathscr{S}$ and $t \in \mathbb{R}, \Psi_{t}(p)$ is denoted by $p_{1}$ on the figure, while $p_{0}=\Phi_{-t}(p)$. Similarly, for a point $q \in \mathscr{S}$ close to $p, q_{0}=\Phi_{-t}(q)$ and $q_{1}=\Psi_{t}(q)$. Note that this figure is drawn following the same convention as Fig. 5.1a, namely the null geodesic generators of $\mathscr{H}$ appear as vertical lines.
such that for any null generator $\mathscr{L}, \hat{\Phi}_{T}(\mathscr{L})=\mathscr{L}$ (cf. Fig. 5.1, where $a^{\prime}=\Phi_{T}(a), b^{\prime}=\Phi_{T}(b)$, $c^{\prime}=\Phi_{T}(c)$ and $d^{\prime}=\Phi_{T}(d)$, noticing that each pair $\left(p, p^{\prime}\right)$, where $p$ stands for $a, b, c$ or $d$, lie on the same null generator). Hence $\Phi$ is a $\mathrm{SO}(2)$ action on the set $\mathscr{G}$ of null generators of $\mathscr{H}$, the standard angle parameter $\varphi \in[0,2 \pi)$ of $\mathrm{SO}(2)$ being related to $t \in[0, T)$ by $\varphi=2 \pi t / T$. Moreover, the $\mathrm{SO}(2)$ action must have exactly two fixed points, $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ say, for $\mathscr{G}$ has the topology of $\mathbb{S}^{2}$ : one can identify $\mathscr{G}$ with an arbitrary complete cross-section $\hat{\mathscr{S}}$ of $\mathscr{H}$ (each $\mathscr{L} \in \mathscr{G}$ intersects $\hat{\mathscr{S}}$ at a single point and through each $p \in \hat{\mathscr{S}}$ there is a single $\mathscr{L} \in \mathscr{G}$ ) and, as recalled above, all cross-sections have the topology of $\mathbb{S}^{2}$.

Let $\mathscr{S}$ be a complete cross-section of $\mathscr{H}$ such that the stationary Killing vector $\boldsymbol{\xi}$ is nowhere tangent to $\mathscr{S}$. Let $\boldsymbol{q}$ be the metric induced by $\boldsymbol{g}$ on $\mathscr{S}$. We are going to show that the spacetime stationary action $\Phi$ induces a $\mathrm{SO}(2)$ action $\Psi:[0, T) \times \mathscr{S} \rightarrow \mathscr{S},(t, p) \mapsto \Psi_{t}(p)$ such that each $\Psi_{t}$ is an isometry of $(\mathscr{S}, \boldsymbol{q})$. For $t \in \mathbb{R}$ and $p \in \mathscr{S}$, the point $\Phi_{-t}(p)$ lies in $\mathscr{H}$ since $\mathscr{H}$ is globally invariant by $\Phi_{t}$ (Property 5.1). Let then $\mathscr{L}$ be the unique null generator of $\mathscr{H}$ through $\Phi_{-t}(p)$. Since $\mathscr{S}$ is a complete cross-section of $\mathscr{H}, \mathscr{L}$ intersects $\mathscr{S}$ at a unique point, which we define as $\Psi_{t}(p)$ (cf. Fig. 5.2, where $\mathscr{L}$ is denoted $\hat{\Phi}_{-t}\left(\mathscr{L}_{p}\right)$ ). In other words, $\Psi_{t}(p)$ is obtained by displacing $p$ by a parameter $-t$ along the field lines of $\boldsymbol{\xi}$ and then going back to $\mathscr{S}$ along a null generator of $\mathscr{H}$. Equivalently, we may write

$$
\begin{equation*}
\Psi_{t}(p)=\hat{\Phi}_{-t}\left(\mathscr{L}_{p}\right) \cap \mathscr{S} \tag{5.73}
\end{equation*}
$$

where $\mathscr{L}_{p}$ is the null geodesic generator through $p$ (cf. Fig. 5.2). Let us check that $\Psi$ is a 1-parameter group action on $\mathscr{S}$, i.e. fulfills $\Psi_{0}(p)=p$ and $\Psi_{t_{2}+t_{1}}(p)=\Psi_{t_{2}}\left(\Psi_{t_{1}}(p)\right)$ for
any $p \in \mathscr{S}$ (cf. Sec. 3.3.1) and $\left(t_{1}, t_{2}\right) \in \mathbb{R}^{2}$. The first property is trivial. Regarding the second one, $\Psi_{t_{1}}(p)$ lies on the same null generator $\mathscr{L}$ as $\Phi_{-t_{1}}(p)$ (by definition of $\Psi_{t_{1}}$ ). It follows that both $\Phi_{-t_{2}}\left(\Psi_{t_{1}}(p)\right)$ and $\Phi_{-t_{2}}\left(\Phi_{-t_{1}}(p)\right)$ lie on the null generator $\hat{\Phi}_{-t_{2}}(\mathscr{L})$. But $\Phi_{-t_{2}}\left(\Phi_{-1}(p)\right)=\Phi_{-t_{2}-t_{1}}(p)$, so that $\Psi_{t_{2}+t_{1}}(p)=\hat{\Phi}_{-t_{2}}(\mathscr{L}) \cap \mathscr{S}=\Psi_{t_{2}}\left(\Psi_{t_{1}}(p)\right)$. Hence $\Psi:$ $\mathbb{R} \times \mathscr{S} \rightarrow \mathscr{S},(t, p) \mapsto \Psi_{t}(p)$ is 1-parameter group action on $\mathscr{S}$. Moreover this group action inherits the $T$-periodicity from $\hat{\Phi}$ and thus is a $\mathrm{SO}(2)$ action. Indeed, Eq. (5.73) implies $\Psi_{T}(p)=\hat{\Phi}_{-T}\left(\mathscr{L}_{p}\right) \cap \mathscr{S}=\mathscr{L}_{p} \cap \mathscr{S}=p$ (see also Fig. 5.2, where $\Phi_{-T}(p)$ lies on the same null generator as $p$ ).

Let us now show that for any $t \in[0, T), \Psi_{t}$ is an isometry of $(\mathscr{S}, \boldsymbol{g})$. Let $p$ and $q$ be infinitely close points of $\mathscr{S}$. Because $\Phi_{-t}$ is a spacetime isometry, we have

$$
\begin{equation*}
\boldsymbol{q}(\overrightarrow{p q}, \overrightarrow{p q})=\left.\boldsymbol{g}\right|_{p}(\overrightarrow{p q}, \overrightarrow{p q})=\left.\boldsymbol{g}\right|_{p_{0}}\left(\overrightarrow{p_{0} q_{0}}, \overrightarrow{p_{0} q_{0}}\right) \tag{5.74}
\end{equation*}
$$

where $p_{0}:=\Phi_{-t}(p)$ and $q_{0}:=\Phi_{-t}(q)$ (cf. Fig. 5.2). Now, $p_{0}$ and $q_{0}$ are two points of $\mathscr{S}_{0}:=$ $\Phi_{-t}(\mathscr{S})$, which is a complete cross-section of $\mathscr{H}$ that has no intersection with $\mathscr{S}$ for $t \neq 0$, given that $\boldsymbol{\xi}$ is transverse to $\mathscr{S}$. One can then choose a parametrization $\lambda$ of the null generators $\mathscr{L}$ of $\mathscr{H}$ such that $\lambda=0$ on $\mathscr{S}_{0}$ and $\lambda=1$ on $\mathscr{S}$. Let $\ell=\mathrm{d} \boldsymbol{x} /\left.\mathrm{d} \lambda\right|_{\mathscr{L}}$ be the associated tangent vector. One may consider that $\mathscr{S}_{0}$ and $\mathscr{S}$ are the two ends of a foliation of $\mathscr{H}$ by a family $\left(\mathscr{S}_{\lambda}\right)_{\lambda \in[0,1]}$ of complete cross-sections (same construction as in the proof of Property 3.1). By denoting by $\boldsymbol{q}$ the metric induced by $\boldsymbol{g}$ on each of the surfaces $\mathscr{S}_{\lambda}$, we have $\left.\boldsymbol{g}\right|_{p_{0}}\left(\overrightarrow{p_{0} q_{0}}, \overrightarrow{p_{0} q_{0}}\right)=$ $\boldsymbol{q}\left(\overrightarrow{p_{0} q_{0}}, \overrightarrow{p_{0} q_{0}}\right)$. Now, since $\mathscr{H}$ is a non-expanding horizon (Property 5.3) and the null energy condition is fulfilled (since we are considering the (electro)vacuum Einstein equation), the metric $\boldsymbol{q}$ is preserved along $\boldsymbol{\ell}: \overrightarrow{\boldsymbol{q}}^{*} \mathcal{L}_{\ell} \boldsymbol{q}=0$ [Property 3.2]. Since $p_{1}:=\Psi_{t}(p)$ and $q_{1}:=\Psi_{t}(q)$ are obtained from $p_{0}$ and $q_{0}$ by the same displacement $\delta \lambda=1$ along $\ell$ (cf. Fig. 5.2), it follows that $\boldsymbol{q}\left(\overrightarrow{p_{0} q_{0}}, \overrightarrow{p_{0} q_{0}}\right)=\boldsymbol{q}\left(\overrightarrow{p_{1} q_{1}}, \overrightarrow{p_{1} q_{1}}\right)$. By combining with Eq. (5.74), we get $\boldsymbol{q}(\overrightarrow{p q}, \overrightarrow{p q})=\boldsymbol{q}\left(\overrightarrow{p_{1} q_{1}}, \overrightarrow{p_{1} q_{1}}\right)$, which proves that $\Psi_{t}$ is an isometry of $(\mathscr{S}, \boldsymbol{q})$.

At this stage, we have shown that each cross-section of $\mathscr{H}$ admits an isometry group isomorphic to $\mathrm{SO}(2)$, i.e. is axisymmetric. One thus may say that, in addition to be stationary, $\mathscr{H}$ is axisymmetric, although the concept of axisymmetry as the result of the metric invariance under a group action (cf. Sec. 3.3.1) is ill-defined for $\mathscr{H}$, given that, as a null manifold, $\mathscr{H}$ is not endowed with a proper (nondegenerate) metric tensor.

The major step is to show that there exists a Killing vector field $\chi$ of $(\mathscr{M}, \boldsymbol{g})$ that, on $\mathscr{H}$, is tangent to the null generators; it will then follow that the whole spacetime $(\mathscr{M}, \boldsymbol{g})$ is axisymmetric, the generator of the $\mathrm{SO}(2)$ isometry being $T /(2 \pi)(\boldsymbol{\chi}-\boldsymbol{\xi})$. We first define $\chi$ on $\mathscr{H}$ only, by demanding that $\chi$ is the tangent vector to the null generators $\mathscr{L}$ of $\mathscr{H}$ corresponding to a parameter $v$ of $\mathscr{L}$ that is connected to the parameter $t$ of the stationary action $\Phi$, in the sense that for any point $p$ of a given null generator ${ }^{14} \mathscr{L}$,

$$
\begin{equation*}
v\left(\Phi_{T}(p)\right)=v(p)+T \tag{5.75}
\end{equation*}
$$

The above condition is not sufficient to fully specify the parameter $v$, and hence $\chi$, along $\mathscr{L}$. We require in addition that the non-affinity coefficient $\kappa$ of $\chi$ is constant along $\mathscr{L}: \nabla_{\chi} \kappa=0$. In view of Eq. (2.21), this is equivalent to $\boldsymbol{\chi}=-\mathrm{e}^{\rho} \vec{\nabla} u$ with $\mathrm{d}^{2} \rho / \mathrm{d} v^{2}=0$ along $\mathscr{L}$, where $u$ is

[^45]a scalar field such that $\mathscr{H}$ is the hypersurface $u=0$. By construction, the vector field $\chi$ on $\mathscr{H}$ is invariant under the stationary action, i.e. $\mathcal{L}_{\boldsymbol{\xi}} \boldsymbol{\chi}=0$, so that $\boldsymbol{\xi}$ and $\boldsymbol{\chi}$ commute: $[\boldsymbol{\xi}, \boldsymbol{\chi}]=0$. Let then define the following vector field on $\mathscr{H}$ :
\[

$$
\begin{equation*}
\boldsymbol{\eta}:=\frac{1}{\Omega_{\mathscr{H}}}(\chi-\boldsymbol{\xi}), \quad \text { with } \quad \Omega_{\mathscr{H}}:=\frac{2 \pi}{T} \tag{5.76}
\end{equation*}
$$

\]

By construction, $\boldsymbol{\eta}$ has closed field lines of period $2 \pi$. Indeed, since $\boldsymbol{\xi}$ and $\boldsymbol{\chi}$ commute, moving by a parameter $2 \pi$ along $\boldsymbol{\eta}$ is equivalent to moving by a parameter $t=-T$ along the field lines of $\boldsymbol{\xi}$ and then by a parameter $v=T$ along the field lines of $\boldsymbol{\chi}$; the property (5.75) ensures that one is back to the starting point. The vector field $\boldsymbol{\eta}$ vanishes at points where $\boldsymbol{\xi}=\boldsymbol{\chi}$, i.e. at points where $\xi$ is tangent to some null generator of $\mathscr{H}$. This occurs along null generators that are fixed points of the group action $\hat{\Phi}$ on $\mathscr{G}$. As discussed above, there are only two such fixed points, $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$. These two null generators of $\mathscr{H}$ define thus the common "axis" of all the rotations generated by $\boldsymbol{\eta}$. Let $\mathscr{C}$ be a curve in $\mathscr{H}$ from $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$, orthogonal to $\boldsymbol{\eta}$ and such that the field lines of $\boldsymbol{\eta}$ from $\mathscr{C}$ form a smooth cross-section $\mathscr{S}$ of $\mathscr{H}$. Let us then denote by $\mathscr{S}_{v}$ the cross-section obtained by displacing $\mathscr{S}$ by a parameter $v$ along $\chi$. Finally, let $\boldsymbol{k}$ be the future-directed null vector orthogonal to $\mathscr{S}_{v}$ and complementary to $\boldsymbol{\chi}$, normalized such that $\boldsymbol{\chi} \cdot \boldsymbol{k}=-1$ ( $\boldsymbol{k}$ is transverse to $\mathscr{H}$ and is pointing towards the black hole region). In a neighborhood of $\mathscr{H}$, we introduce a spacetime coordinate system $(v, r, \theta, \varphi)$, named Gaussian null coordinates, as follows. First of all, we choose spherical coordinates $(\theta, \varphi)$ on the cross-section $\mathscr{S}$, such that $\boldsymbol{\eta}=\boldsymbol{\partial}_{\varphi}$ and $\theta$ is a parameter along the "meridional" curve $\mathscr{C}$. To any point $p \in \mathscr{H}$, we assign then the coordinates $(v, \theta, \varphi)$ where $v$ is such that $p \in \mathscr{S}_{v}$ and $(\theta, \varphi)$ are the coordinates of the intersection of $\mathscr{S}$ and the null generator $\mathscr{L}$ through $p$. Let us then consider the null geodesics $\mathscr{L}^{\prime}$ of tangent vector $\boldsymbol{k}$, which are transverse to $\mathscr{H}$ and an affine parameter $r$ along each of them such that, on $\mathscr{H}, r=0$ and $\boldsymbol{k}=-\mathrm{d} \boldsymbol{x} / \mathrm{d} r$. To any point $p \in \mathscr{L}^{\prime}$ in the vicinity of $\mathscr{H}$, we assign the coordinates $(v, r, \theta, \varphi)$ such that $r$ is the affine parameter of $p$ along $\mathscr{L}^{\prime}$ and $(v, \theta, \varphi)$ are the coordinates of the intersection of $\mathscr{L}^{\prime}$ and $\mathscr{H}$. We may then extend the vector fields $\boldsymbol{\chi}, \boldsymbol{\eta}$ and $\boldsymbol{k}$ away from $\mathscr{H}$ by setting

$$
\chi:=\boldsymbol{\partial}_{v}, \quad \eta:=\boldsymbol{\partial}_{\varphi}, \quad \boldsymbol{k}:=-\boldsymbol{\partial}_{r} .
$$

By means of the (electro)vacuum Einstein equation, one can then show by induction that,

$$
\begin{equation*}
\forall N \in \mathbb{N}, \quad \underbrace{\mathcal{L}_{k} \cdots \mathcal{L}_{k}}_{N \text { times }} \mathcal{L}_{\chi} \boldsymbol{g} \stackrel{\mathscr{H}}{=} 0 \tag{5.77}
\end{equation*}
$$

This is the lengthy part of the computation (see p. 343 of Ref. [242]). Once (5.77) is established, one can use the analyticity hypothesis to conclude that $\mathcal{L}_{\chi} \boldsymbol{g}=0$ in all $\mathscr{M}$, i.e. that $\chi$ is a Killing vector of $(\mathscr{M}, \boldsymbol{g})$. Since, on $\mathscr{H}, \chi$ is normal to $\mathscr{H}$, it follows that $\mathscr{H}$ is a Killing horizon with respect to $\chi$.

Remark 4: For $n \neq 4$, the Killing horizon $\mathscr{H}$ is necessarily non-degenerate, given that $\mathscr{H}$ must have an incomplete null geodesic generator in that case (third hypothesis of the theorem).

Remark 5: For $n=4$, the stationary Killing vector $\boldsymbol{\xi}$ cannot be spacelike on the whole of $\mathscr{H}$ : it is indeed null on the rotation axis, i.e. at the points where $\boldsymbol{\eta}=0$, given that Eq. (5.76) implies $\boldsymbol{\xi}=\boldsymbol{\chi}$ for $\boldsymbol{\eta}=0$.

Remark 6: In some formulations [256, 242], the hypothesis of $\boldsymbol{\xi}$ being transverse to some cross-sections is replaced by $\mathscr{H}$ lying in the future of the past infinity $\mathscr{I}^{-}$. Actually it can be shown that the latter implies the former (see e.g. the proof of Proposition 9.3.1 in Ref. [242]).

Remark 7: The strong ridigity theorem may not hold in theories of gravity distinct from general relativity (hypothesis 2 of Property 5.25). For instance, the so-called disformed Kerr solution [14, 46] describes a $n=4$ stationary black hole in a higher-order scalar-tensor theory (belonging to the so-called DHOST family, for Degenerate Higher-Order Scalar-Tensor [303]), the event horizon of which does not seem to be a Killing horizon [14].

Historical note : Stephen Hawking first established the strong rigidity theorem in 1972 [237] for a spacetime of dimension $n=4$ and assuming that there exists a past event horizon (i.e. a white hole region) in addition to the future event horizon $\mathscr{H}$. The theorem was restated and proved without the white hole hypothesis in Hawking \& Ellis' famous textbook published in 1973 [242] (Proposition 9.3.6). An account by Hawking himself about this reformulation can be found in Sec. 8 of Ref. [238]. The demonstration presented in Ref. [242] relies on the vacuum Einstein equation, but it is noted there that "similar arguments hold in the presence of matter fields, like the electromagnetic or scalar fields, which obey well-behaved hyperbolic equations". Some details in Hawking's proof have been fixed by Piotr T. Chruściel in 1997 [103]. The extension to spacetimes of dimension $n \geq 4$ has been performed independently by Stefan Hollands, Akihiro Ishibashi and Robert M. Wald in 2007 [256] and by Vincent Moncrief and James Isenberg in 2008 [332]. The treatment of the electrovacuum case is done explicitly in Hollands, Ishibashi \& Wald's work [256].

The strong rigidity theorem relies on the rather strong assumption that the manifolds and fields are analytic. On physical grounds, it would be desirable to assume only smooth manifolds and fields. In 1999, H. Friedrich, I. Rácz, and R.M. Wald [182] could remove the analyticity hypothesis but only towards the interior of the black hole, i.e. they could prove that the vector $\chi$ normal to $\mathscr{H}$ can be extended to a Killing vector of the black hole interior. Another partial success has been achieved in 2014 by S. Alexakis, A.D. Ionescu and S. Klainerman [10], who proved the strong rigidity theorem without the analyticity assumption, but only for slowly rotating black holes. See Ref. [259] for a review of the progresses in removing the analyticity hypothesis.

It turns out that, for each connected component of the even horizon, the Killing vector $\chi$ is expressible as a linear combination of the stationary Killing vector $\boldsymbol{\xi}$ and some Killing vectors generating axisymmetries:

## Property 5.26: axisymmetry of stationary black holes

Under the same hypotheses as in Property 5.25, there exist $L$ Killing vectors $\boldsymbol{\eta}_{(1)}, \ldots, \boldsymbol{\eta}_{(L)}$ with $1 \leq L \leq[(n-1) / 2]$, which have closed orbits of period $2 \pi$, such that

$$
\begin{equation*}
\left[\boldsymbol{\xi}, \boldsymbol{\eta}_{(i)}\right]=0 \quad \text { and } \quad\left[\boldsymbol{\eta}_{(i)}, \boldsymbol{\eta}_{(j)}\right]=0 \quad(1 \leq i, j \leq L) \tag{5.78}
\end{equation*}
$$

and the Killing vector $\chi$ normal to $\mathscr{H}$ writes

$$
\begin{equation*}
\boldsymbol{\chi}=\boldsymbol{\xi}+\Omega^{(1)} \boldsymbol{\eta}_{(1)}+\cdots \Omega^{(L)} \boldsymbol{\eta}_{(L)} \tag{5.79}
\end{equation*}
$$

where $\Omega^{(1)}, \ldots, \Omega^{(L)}$ are $L$ constants, all of whose ratios are irrational.
For $n=4$, one has $[(n-1) / 2]=1$, so that necessarily $L=1$. Denoting $\boldsymbol{\eta}_{(1)}$ simply by $\eta$ and $\Omega^{(1)}$ by $\Omega_{\mathscr{H}}$, Eq. (5.79) reduces to

$$
\begin{equation*}
\boldsymbol{\chi}=\boldsymbol{\xi}+\Omega_{\mathscr{H}} \boldsymbol{\eta} . \tag{5.80}
\end{equation*}
$$

The constant $\Omega_{\mathscr{H}}$ is then called the black hole rotation velocity if $\mathscr{H}$ coincides with the whole event horizon (i.e. if the event horizon is connected).

Since it has closed orbits, the isometry group generated by each Killing vector $\boldsymbol{\eta}_{(i)}$ is $\mathrm{SO}(2)$. Each isometry is thus an axisymmetry, according to the definition given in Sec. 5.3.6. For $n=4$, Eq. (5.80) is equivalent to Eq. (5.76). The constancy of $\Omega_{\mathscr{H}}$ in Eq. (5.80) can be interpreted by saying that the event horizon is rotating rigidly (no differential rotation) and justifies the name rigidity theorem. For $n>4$, we refer to the original articles [ 256,332 ] for the proof of Property 5.26.
Remark 8: Property 5.26 is often considered as the second part of the strong rigidity theorem. In some statements, it is even incorporated into the strong rigidity theorem (e.g. Proposition 9.3.6 of Ref. [242]).

Remark 9: If the event horizon has various connected components, the Killing vectors $\boldsymbol{\eta}_{(i)}$ and the constants $\Omega^{(i)}$ may vary from one connected component to the other. In particular, the horizongenerating Killing vector $\chi$ may not be the same for each connected component. For instance, in dimension $n=5$, the black saturn found by H. Elvang and P. Figueras in 2007 [167] is a stationary black hole, the event horizon of which has two connected components: $\mathscr{H}_{\mathrm{p}}$ (the "planet") and $\mathscr{H}_{\mathrm{r}}$ (the "ring"), with topology $\mathbb{R} \times \mathbb{S}^{3}$ and $\mathbb{R} \times \mathbb{S}^{1} \times \mathbb{S}^{2}$ respectively. For both $\mathscr{H}_{\mathrm{p}}$ and $\mathscr{H}_{\mathrm{r}}, L=1$ and the two components share the same axisymmetry Killing vector $\boldsymbol{\eta}_{(1)}$, but they may have different angular velocities: $\Omega_{\mathscr{H}_{\mathrm{p}}}^{(1)} \neq \Omega_{\mathscr{H}_{\mathrm{r}}}^{(1)}$, and hence different normal Killing vectors: $\chi_{\mathscr{H}_{\mathrm{P}}} \neq \chi_{\mathscr{H}_{r}}$.

In the literature, the strong rigidity theorem is sometimes called simply the rigidity theorem, without the qualifier strong (e.g. Refs. [97, 255]). The terminology strong rigidity, employed in Refs. [92, 110, 250], aims to distinguish from the so-called weak rigidity theorem proved by Carter in 1969 (corollary to Theorem 1 in Ref. [81]; see also [83], Sec. 4.5 of Ref. [90] and Sec. 6.3 of Ref. [250]). The latter asserts that the event horizon of a black hole in a stationary, axisymmetric and circula ${ }^{15}$ spacetime must be a Killing horizon. The strong rigidity theorem is stronger in that it assumes only the stationarity of the spacetime, the axisymmetry becoming a consequence (Property 5.26). On the other hand, the weak rigidity theorem is stronger in so far as it does not rely on the Einstein equation, nor on the assumption of analyticity.

By the very definition of stationarity, the Killing vector field $\boldsymbol{\xi}$ is timelike in the vicinity of $\mathscr{I}^{+}$and $\mathscr{I}^{-}$. If $\boldsymbol{\xi}$ is spacelike on some parts of $\mathscr{H}$, as assumed in this section, by continuity it must be spacelike in some part of the domain of outer communications $\langle\langle\mathscr{M}\rangle\rangle$ near $\mathscr{H}$. The simplest configuration is when $\boldsymbol{\xi}$ is spacelike in some connected region $\mathscr{G} \subset\langle\langle\mathscr{M}\rangle\rangle$ around $\mathscr{H}$, null at the boundary of $\mathscr{G}$ and timelike outside $\mathscr{G}$ up to $\mathscr{I}^{+}$and $\mathscr{I}^{-}$. The subset $\mathscr{G}$ is called the ergoregion and its boundary $\mathscr{E}:=\partial \mathscr{G}$ the ergosphere. We shall discuss it further in Chap. 10, especially in connection with the so-called Penrose process (Sec. 11.3.2).

[^46]
### 5.5 The generalized Smarr formula

As shown in the previous section, under some hypotheses, the connected components of the event horizon of a stationary black hole are Killing horizons; this gives rise to a nice formula connecting the mass, angular momentum and area of these objects. After having established the formula in the most general case (Sec. 5.5.1), we shall specialize it to electrovacuum black holes (Sec. 5.5.2).

### 5.5.1 General form

## Property 5.27: generalized Smarr formula

Let $(\mathscr{M}, \boldsymbol{g})$ be a stationary spacetime of dimension $n \geq 4$ (stationary Killing vector $\boldsymbol{\xi}$ ) that contains a black hole, the event horizon of which has $K \geq 1$ connected components $\mathscr{H}_{1}$, $\ldots, \mathscr{H}_{K}$. We shall assume that each $\mathscr{H}_{k}$ is a Killing horizon with respect to a Killing vector $\boldsymbol{\chi}_{k}$. This is guaranteed with $\boldsymbol{\chi}_{k}=\boldsymbol{\xi}$ if $\mathscr{H}_{k}$ is non-rotating ( $\boldsymbol{\xi}$ null on all $\mathscr{H}_{k}$; Property 5.23), while if $\mathscr{H}_{k}$ is rotating ( $\boldsymbol{\xi}$ spacelike on some parts of $\mathscr{H}_{k}$ ), this holds under the hypotheses of the strong rigidity theorem (Property 5.25), with $\boldsymbol{\chi}_{k}=\boldsymbol{\xi}+\sum_{i=1}^{L_{k}} \Omega_{\mathscr{H}_{k}}^{(i)} \boldsymbol{\eta}_{\mathscr{H}_{k}(i)}$, where the $\Omega_{\mathscr{H}_{k}}^{(i)}$ are constants and the $\boldsymbol{\eta}_{\mathscr{H}_{k}(i)}$ are axisymmetric Killing vectors (Property 5.26). Being a non-expanding horizon, each $\mathscr{H}_{k}$ has a well defined area $A_{k}$ (Property 3.1). Let $\kappa_{k}$ be the surface gravity of $\mathscr{H}_{k}$, i.e. the coefficient such that $\nabla_{\chi_{k}} \chi_{k}=\kappa_{k} \chi_{k}$ on $\mathscr{H}_{k}$ [cf. Eq. (3.29)]. Let us assume that the null dominance condition (3.43) is fulfilled on $\mathscr{H}_{k}$ or that $\mathscr{H}_{k}$ is part of a bifurcate Killing horizon; by the zeroth law of black hole dynamics (Property 3.10 or Property 3.16), this implies that $\kappa_{k}$ is constant. Then the Komar mass $M_{\mathscr{H}_{k}}$ over any cross-section of $\mathscr{H}_{k}$, as defined by Eq. (5.34), obeys

$$
\begin{equation*}
M_{\mathscr{H}_{k}}=\frac{n-2}{2(n-3)}\left(\frac{\kappa_{k} A_{k}}{4 \pi}+2 \sum_{i=1}^{L_{k}} \Omega_{\mathscr{H}_{k}}^{(i)} J_{\mathscr{\mathscr { H } _ { k }}}^{(i)}\right) \tag{5.81}
\end{equation*}
$$

where $J_{\mathscr{H}}^{(i)}$ is the Komar angular momentum with respect to the axisymmetric Killing vector $\boldsymbol{\eta}_{\mathscr{H}_{k}(i)}$ over any cross-section of $\mathscr{H}_{k}$ as given by Eq. (5.61). In Eq. (5.81), it is intended that $L_{k}=0$ if $\boldsymbol{\chi}_{k}=\boldsymbol{\xi}$, so that there is no sum over $i$ in that case. Furthermore, the Komar mass at infinity (cf. Property 5.16) obeys the generalized Smarr formula:

$$
\begin{equation*}
\frac{2(n-3)}{n-2} M_{\infty}=\sum_{k=1}^{K}\left(\frac{\kappa_{k} A_{k}}{4 \pi}+2 \sum_{i=1}^{L_{k}} \Omega_{\mathscr{\mathscr { H } _ { k }}}^{(i)} J_{\mathscr{\mathscr { C } _ { k }}}^{(i)}\right)+\frac{1}{4 \pi} \int_{\Sigma} \boldsymbol{R}(\boldsymbol{\xi}, \boldsymbol{n}) \sqrt{\gamma} \mathrm{d}^{n-1} x, \tag{5.82}
\end{equation*}
$$

where $\Sigma$ is any asymptotically flat spacelike hypersurface, the inner boundary of which is a cross-section of the event horizon, i.e. some union of cross-sections of the connected components $\mathscr{H}_{k}, \boldsymbol{R}$ is the Ricci tensor of $\boldsymbol{g}$ and $\boldsymbol{n}$ is the future-directed unit normal to $\Sigma$.

If $\boldsymbol{g}$ obeys the Einstein equation (1.42) with $\Lambda=0$, this formula can be rewritten as

$$
\begin{align*}
\frac{2(n-3)}{n-2} M_{\infty}= & \sum_{k=1}^{K}\left(\frac{\kappa_{k} A_{k}}{4 \pi}+2 \sum_{i=1}^{L_{k}} \Omega_{\mathscr{H}_{k}}^{(i)} J_{\mathscr{H}_{k}}^{(i)}\right) \\
& +2 \int_{\Sigma}\left(\boldsymbol{T}(\boldsymbol{\xi}, \boldsymbol{n})-\frac{T \boldsymbol{\xi} \cdot \boldsymbol{n}}{n-2}\right) \sqrt{\gamma} \mathrm{d}^{n-1} x \tag{5.83}
\end{align*}
$$

where $\boldsymbol{T}$ is the matter energy-momentum tensor.
Proof. Let us evaluate the Komar mass $M_{\mathscr{H}_{k}}$ via formula (5.42). If we denote the cross-section of $\mathscr{H}_{k}$ by $\mathscr{S}_{k}$ and we substitute $\boldsymbol{\xi}$ by its expression arising from Eq. (5.79), we get ${ }^{16}$

$$
\begin{aligned}
M_{\mathscr{H}_{k}} & =-\frac{n-2}{16 \pi(n-3)} \int_{\mathscr{S}_{k}} \nabla_{\mu}\left(\chi_{\nu}-\sum_{i=1}^{L_{k}} \Omega^{(i)} \eta_{(i) \nu}\right) \mathrm{d} S^{\mu \nu} \\
& =-\frac{n-2}{16 \pi(n-3)}[\underbrace{\int_{\mathscr{S}_{k}} \nabla_{\mu} \chi_{\nu} \mathrm{d} S^{\mu \nu}}_{-2 \kappa_{k} A_{k}}-\sum_{i=1}^{L_{k}} \Omega^{(i)} \underbrace{\int_{\mathscr{S}_{k}} \nabla_{\mu} \eta_{(i) \nu} \mathrm{d} S^{\mu \nu}}_{16 \pi J_{\mathscr{\mathscr { C } _ { k }}}^{(i)}}] .
\end{aligned}
$$

The second surface integral being $16 \pi J_{\mathscr{H}_{k}}^{(i)}$ follows directly from Eq. (5.63). As for the first integral, the value $-2 \kappa_{k} A_{k}$ is obtained by introducing a null vector $\boldsymbol{k}$ normal to $\mathscr{S}_{k}$ such that $\boldsymbol{\chi} \cdot \boldsymbol{k}=-1$. At each point $p \in \mathscr{S}_{k}$, the pair $(\boldsymbol{\chi}, \boldsymbol{k})$ is then a null basis of the 2-plane $T_{p}^{\perp} \mathscr{S}_{k}(\mathrm{cf}$. Fig. 2.10 where $\ell$ stands for $\chi$ ) and we may rewrite the area element normal bivector $\mathrm{d} S^{\alpha \beta}$ as $^{17}$

$$
\begin{equation*}
\mathrm{d} S^{\alpha \beta}=\left(\chi^{\alpha} k^{\beta}-k^{\alpha} \chi^{\beta}\right) \sqrt{q} \mathrm{~d}^{n-2} x . \tag{5.84}
\end{equation*}
$$

We have then

$$
\begin{aligned}
\nabla_{\mu} \chi_{\nu} \mathrm{d} S^{\mu \nu} & =(\chi^{\mu} \nabla_{\mu} \chi_{\nu} k^{\nu}-k^{\mu} \chi^{\nu} \underbrace{\nabla_{\mu} \chi_{\nu}}_{-\nabla_{\nu} \chi_{\mu}}) \sqrt{q} \mathrm{~d}^{n-2} x=2 \underbrace{\chi^{\mu} \nabla_{\mu} \chi_{\nu}}_{\kappa_{k} \chi_{\nu}} k^{\nu} \sqrt{q} \mathrm{~d}^{n-2} x \\
& =2 \kappa_{k} \underbrace{\chi_{\nu} k^{\nu}}_{-1} \sqrt{q} \mathrm{~d}^{n-2} x=-2 \kappa_{k} \sqrt{q} \mathrm{~d}^{n-2} x .
\end{aligned}
$$

Given that $\kappa_{k}$ is constant (Property 3.10 or Property 3.16), the integral of the above expression over $\mathscr{S}_{k}$ reduces to $-2 \kappa_{k} A_{k}$, by the very definition of the area $A_{k}$ [cf. Eq. (3.3)]. This establishes Eq. (5.81). Finally, Eq. (5.82) follows from Eqs. (5.56), (5.52) and (5.81), once one has noticed that $\mathscr{S}_{\text {int }}=\bigcup_{k=1}^{K} \mathscr{S}_{k}$, so that $M_{\mathscr{S}_{\text {int }}}=\sum_{k=1}^{K} M_{\mathscr{H}_{k}}$.

For vacuum black holes of general relativity, $\boldsymbol{T}=0$, the null dominance condition is trivially fulfilled and the generalized Smarr formula (5.83) simplifies since the integral term disappears.

[^47]Example 8 (black saturn): For the black saturn solution discussed in Remark 9, one has $n=5, K=2$, $L_{1}=L_{2}=1$ and formula (5.81) reduces to

$$
\begin{equation*}
M_{\mathscr{H}_{k}}=\frac{3}{32 \pi} \kappa_{k} A_{k}+\frac{3}{2} \Omega_{\mathscr{H}_{k}} J_{\mathscr{H}_{k}}, \quad k \in\{1,2\} \tag{5.85}
\end{equation*}
$$

where $k=1$ corresponds to the "planet" component of the event horizon and $k=2$ corresponds to the "ring" component. Equation (5.85) coincides with the two formulas given in Eq. (3.43) of the discovery article [167], which were obtained from the explicit expressions of $M_{\mathscr{H}_{k}}, A_{k}, J_{\mathscr{H}_{k}}, \kappa_{k}$ and $\Omega_{\mathscr{H}_{k}}$ in terms of the solution parameters. For the same solution, the Smarr formula (5.83) with $\boldsymbol{T}=0$ is recovered by combining Eqs. (3.36) and (3.43) of Ref. [167].

It is worth to specialize the generalized Smarr formula to a 4-dimensional spacetime and to a connected event horizon, by setting $n=4, K=1$ and $L_{1}=1$ (cf. Property 5.26) in Eqs. (5.81), (5.82) and (5.83):

## Property 5.28: 4-dimensional generalized Smarr formula

Let $(\mathscr{M}, \boldsymbol{g})$ be a 4-dimensional stationary spacetime (stationary Killing vector $\boldsymbol{\xi}$ ) containing a black hole with a connected event horizon $\mathscr{H}$. If $\mathscr{H}$ is non-rotating $(\boldsymbol{\xi}$ null on all $\mathscr{H})$, it is necessarily a Killing horizon with respect to $\boldsymbol{\xi}$. If $\mathscr{H}$ is rotating ( $\boldsymbol{\xi}$ partly spacelike on $\mathscr{H}$ ), we shall assumes that the hypotheses of the strong rigidity theorem (Property 5.25) are fulfilled, so that $\mathscr{H}$ is a Killing horizon with respect to the Killing vector $\boldsymbol{\chi}=\boldsymbol{\xi}+\Omega_{\mathscr{H}} \boldsymbol{\eta}$ [Eq. (5.80)], where $\Omega_{\mathscr{H}}$ is the angular velocity of $\mathscr{H}$ and $\boldsymbol{\eta}$ is an axisymmetric Killing vector. We shall combine these two cases by stating that the former corresponds to $\Omega_{\mathscr{H}}=0$, so that $\boldsymbol{\chi}=\boldsymbol{\xi}$. The surface gravity $\kappa$ of $\mathscr{H}$ is defined by the identity $\nabla_{\chi} \chi \stackrel{\mathscr{H}}{=} \kappa \chi$ [cf. Eq. (3.29)]. Assuming that the null dominance condition (3.43) is fulfilled on $\mathscr{H}$ or that $\mathscr{H}$ is part of a bifurcate Killing horizon, the zeroth law of black hole dynamics (Property 3.10 or 3.16) leads to $\kappa=$ const. Then the Komar mass $M_{\mathscr{H}}$ over any cross-section of $\mathscr{H}$ [cf. Eq. (5.34)] obeys

$$
\begin{equation*}
M_{\mathscr{H}}=\frac{\kappa}{4 \pi} A+2 \Omega_{\mathscr{H}} J_{\mathscr{H}} \tag{5.86}
\end{equation*}
$$

where $A$ is the area of $\mathscr{H}$ (cf. Property 3.1) and $J_{\mathscr{H}}$ is the Komar angular momentum over any cross-section of $\mathscr{H}$ [cf. Eq. (5.61)]. Furthermore, the Komar mass at infinity (cf. Property 5.16) obeys

$$
\begin{equation*}
M_{\infty}=\frac{\kappa}{4 \pi} A+2 \Omega_{\mathscr{H}} J_{\mathscr{H}}+\frac{1}{4 \pi} \int_{\Sigma} \boldsymbol{R}(\boldsymbol{\xi}, \boldsymbol{n}) \sqrt{\gamma} \mathrm{d}^{3} x, \tag{5.87}
\end{equation*}
$$

where $\Sigma$ is an asymptotically flat spacelike hypersurface, the inner boundary of which is a cross-section of $\mathscr{H}, \boldsymbol{R}$ is the Ricci tensor of $\boldsymbol{g}$ and $\boldsymbol{n}$ is the future-directed unit normal to
$\Sigma$. If $\boldsymbol{g}$ obeys the Einstein equation (1.42) with $\Lambda=0$, this formula can be rewritten as

$$
\begin{equation*}
M_{\infty}=\frac{\kappa}{4 \pi} A+2 \Omega_{\mathscr{H}} J_{\mathscr{H}}+\int_{\Sigma}(2 \boldsymbol{T}(\boldsymbol{\xi}, \boldsymbol{n})-T \boldsymbol{\xi} \cdot \boldsymbol{n}) \sqrt{\gamma} \mathrm{d}^{3} x \tag{5.88}
\end{equation*}
$$

where $\boldsymbol{T}$ is the matter energy-momentum tensor.

Example 9 (Schwarzschild black hole): The Schwarzschild black hole will be discussed in details in Chap. 6; however, we have sufficiently studied its event horizon in various examples of the preceding chapters to check that the Smarr formula holds for it. From Example 10 of Chap. 2, we have $\kappa=1 /(4 m)$ [Eq. (2.29)], while from Example 3 of Chap. 3 we have $A=16 \pi m^{2}$ [Eq. (3.4)]. Hence $\kappa A /(4 \pi)=m$. Since we have seen in Example 5 of the current chapter that the parameter $m$ is nothing but the Komar mass at infinity $M_{\infty}$, we get

$$
\begin{equation*}
M_{\infty}=\frac{\kappa}{4 \pi} A . \tag{5.89}
\end{equation*}
$$

This is nothing but the Smarr formula (5.88) for a static $\left(\Omega_{\mathscr{H}}=0\right)$ black hole in vaccum $(\boldsymbol{T}=0)$.

### 5.5.2 Smarr formula for charged black holes

Beside the vacuum case, the generalized Smarr formulas (5.83) and (5.88) simplifies significantly for electrovacuum spacetimes, i.e. spacetimes ruled by general relativity and for which $\boldsymbol{T}$ is the energy-momentum tensor of a source-free electromagnetic field (cf. Sec. 1.5.2). To perform the computation of the integral involving $\boldsymbol{T}$, we need first to characterize a stationary electromagnetic field on a Killing horizon:

## Property 5.29: electromagnetic field on a Killing horizon

Let $(\mathscr{M}, \boldsymbol{g})$ be a $n$-dimensional asymptotically flat spacetime endowed with some Killing vector field $\chi$ and containing a Killing horizon $\mathscr{H}$ with respect to $\chi$. Let us assume that $(\mathscr{M}, \boldsymbol{g})$ is endowed with an electromagnetic field $\boldsymbol{F}$ that respects the symmetry generated by $\chi$, i.e. that obeys $\mathcal{L}_{\chi} \boldsymbol{F}=0$. Furthermore let us assume that the electrovacuum Einstein equation is fulfilled by $(\boldsymbol{g}, \boldsymbol{F})$ (cf. Sec. 1.5.2). Then the pseudo-electric field ${ }^{a} \boldsymbol{E}$ defined by

$$
\begin{equation*}
\boldsymbol{E}:=\boldsymbol{F}(., \chi) \Longleftrightarrow E_{\alpha}:=F_{\alpha \mu} \chi^{\mu} \tag{5.90}
\end{equation*}
$$

is an exact 1-form:

$$
\begin{equation*}
\boldsymbol{E}=-\mathbf{d} \Phi, \tag{5.91}
\end{equation*}
$$

where the scalar potential $\Phi$ is expressible in terms of any electromagnetic potential $\boldsymbol{A}$ that obeys the $\chi$-symmetry (i.e. any 1 -form $\boldsymbol{A}$ such that $\boldsymbol{F}=\mathbf{d} \boldsymbol{A}$ and $\mathcal{L}_{\chi} \boldsymbol{A}=0$ ) by

$$
\begin{equation*}
\Phi=-\langle\boldsymbol{A}, \boldsymbol{\chi}\rangle+\text { const } \Longleftrightarrow \Phi=-A_{\mu} \chi^{\mu}+\text { const. } \tag{5.92}
\end{equation*}
$$

We shall choose the additive constant so that $\Phi \rightarrow 0$ in the asymptotic flat end of $(\mathscr{M}, \boldsymbol{g})$. This determines $\Phi$ uniquely and we shall call it the Killing electric potential associated
to $\boldsymbol{\chi}$. Furthermore, on $\mathscr{H}$, the vector field $\overrightarrow{\boldsymbol{E}}$ is collinear to the null normal $\chi$ :

$$
\begin{equation*}
\overrightarrow{\boldsymbol{E}} \stackrel{\mathscr{H}}{=} \mu_{0} \sigma \boldsymbol{\chi} \Longleftrightarrow E^{\alpha} \stackrel{\mathscr{H}}{=} \mu_{0} \sigma \chi^{\alpha}, \tag{5.93}
\end{equation*}
$$

where the scalar field $\sigma$ defined on $\mathscr{H}$ can be interpreted as the effective electric charge density of any cross-section $\mathscr{S}$ of $\mathscr{H}$ (Eq. (5.95) below). Finally, the Killing electric potential $\Phi$ is constant on $\mathscr{H}$ :

$$
\begin{equation*}
\Phi \stackrel{\mathscr{H}}{=} \Phi_{\mathscr{H}}=\text { const. } \tag{5.94}
\end{equation*}
$$

The constant $\Phi_{\mathscr{H}}$ is called the electric potential of the Killing horizon $\mathscr{H}$.

[^48]Proof. Let $\boldsymbol{A}$ be some electromagnetic potential associated to $\boldsymbol{F}(\boldsymbol{F}=\mathrm{d} \boldsymbol{A})$ such that $\mathcal{L}_{\chi} \boldsymbol{A}=0$. Thanks to the Cartan identity (A.100), we get $0=\mathcal{L}_{\chi} \boldsymbol{A}=\boldsymbol{\chi} \cdot \mathbf{d} \boldsymbol{A}+\mathbf{d}(\boldsymbol{\chi} \cdot \boldsymbol{A})=\boldsymbol{\chi} \cdot \boldsymbol{F}+$ $\mathbf{d}\langle\boldsymbol{A}, \boldsymbol{\chi}\rangle=-\boldsymbol{E}+\mathbf{d}\langle\boldsymbol{A}, \boldsymbol{\chi}\rangle$. This proves Eq. (5.91) with $\Phi$ given by Eq. (5.92). Let $\boldsymbol{A}^{\prime}$ be another electromagnetic potential associated to $\boldsymbol{F}$ such that $\mathcal{L}_{\chi} \boldsymbol{A}^{\prime}=0$. We have the change-of-gauge relation $\boldsymbol{A}^{\prime}=\boldsymbol{A}+\mathbf{d} \Psi$, where $\Psi$ is a scalar field. Then $\mathcal{L}_{\chi} \mathbf{d} \Psi=\mathcal{L}_{\chi} \boldsymbol{A}^{\prime}-\mathcal{L}_{\chi} \boldsymbol{A}=0-0=0$. Invoking the commutation relation (A.101), we get $\mathbf{d} \mathcal{L}_{\chi} \Psi=0$. Hence, $\mathcal{L}_{\chi} \Psi=$ const. Given the identity $\langle\mathbf{d} \Psi, \boldsymbol{\chi}\rangle=\mathcal{L}_{\chi} \Psi$, it follows that $\left\langle\boldsymbol{A}^{\prime}, \boldsymbol{\chi}\right\rangle=\langle\boldsymbol{A}, \boldsymbol{\chi}\rangle+\langle\mathbf{d} \Psi, \boldsymbol{\chi}\rangle=\langle\boldsymbol{A}, \boldsymbol{\chi}\rangle+$ const. This proves that, up to some additive constant, the scalar field $\Phi$ defined by Eq. (5.92) does not depend on the choice of the electromagnetic potential $\boldsymbol{A}$. Let us now turn to relation (5.93). First, it is trivial that $\overrightarrow{\boldsymbol{E}}$ is tangent to $\mathscr{H}$, given that $\boldsymbol{\chi} \cdot \overrightarrow{\boldsymbol{E}}=\langle\boldsymbol{E}, \boldsymbol{\chi}\rangle=\boldsymbol{F}(\boldsymbol{\chi}, \boldsymbol{\chi})=0$ by antisymmetry of $\boldsymbol{F}$. Second, given that the Killing horizon $\mathscr{H}$ is a non-expanding horizon and that any electromagnetic field obeys the null energy condition (cf. Sec. 2.4.2), property (3.8) holds: $\boldsymbol{R}(\boldsymbol{\chi}, \boldsymbol{\chi}) \stackrel{\mathscr{H}}{=} 0$. Since $\boldsymbol{\chi}$ is null on $\mathscr{H}$, we can invoke the Einstein equation (1.40) to transform this relation into $\boldsymbol{T}(\boldsymbol{\chi}, \boldsymbol{\chi}) \stackrel{\mathscr{H}}{=} 0$, where $\boldsymbol{T}$ is the energy-momentum tensor of the electromagnetic field. Using expression (1.52) for $\boldsymbol{T}$, we get

$$
\underbrace{F_{\mu \rho} \chi^{\rho}}_{E_{\mu}} \underbrace{F^{\mu} \chi^{\sigma}}_{E^{\mu}}-\frac{1}{4} F_{\mu \nu} F^{\mu \nu} \underbrace{g_{\rho \sigma} \chi^{\rho} \chi^{\sigma}}_{0} \stackrel{\mathscr{H}}{=} 0
$$

i.e. $\overrightarrow{\boldsymbol{E}} \cdot \overrightarrow{\boldsymbol{E}} \stackrel{\mathscr{H}}{=} 0$. Thus $\overrightarrow{\boldsymbol{E}}$ is null vector on $\mathscr{H}$. Being tangent to $\mathscr{H}$, it is then necessarily collinear to the null normal to $\mathscr{H}$, namely $\chi$, hence there exists a scalar field $\sigma$ on $\mathscr{H}$ such that Eq. (5.93) holds. Finally, since on $\mathscr{H}, \overrightarrow{\boldsymbol{E}}$ is collinear to $\mathscr{H}$ 's null normal $\chi$, we have $\overrightarrow{\boldsymbol{E}} \cdot \boldsymbol{v}=0$ for any vector field $\boldsymbol{v}$ tangent to $\mathscr{H}$. This identity can be rewritten as $\langle\boldsymbol{E}, \boldsymbol{v}\rangle=0$ or, in view of Eq. (5.91), as $\langle\mathbf{d} \Phi, \boldsymbol{v}\rangle=0$. It follows that the scalar field $\Phi$ is constant on $\mathscr{H}$, hence Eq. (5.94).

The fact that $\sigma$ is an effective ${ }^{18}$ surface charge density follows from:

[^49]
## Property 5.30: electric charge of a Killing horizon

Under the same assumptions as in Property 5.29, the electric charge within any cross-section $\mathscr{S}$ of the Killing horizon $\mathscr{H}$ is

$$
\begin{equation*}
Q_{\mathscr{H}}=\frac{1}{\mu_{0}} \int_{\mathscr{S}} \star \boldsymbol{F}=\frac{1}{2 \mu_{0}} \int_{\mathscr{S}} F_{\mu \nu} \mathrm{d} S^{\mu \nu}=\int_{\mathscr{S}} \sigma \sqrt{q} \mathrm{~d}^{n-2} x \tag{5.95}
\end{equation*}
$$

The quantity $Q_{\mathscr{H}}$ is independent of the choice of the cross-section $\mathscr{S}$ and is called the electric charge of the Killing horizon $\mathscr{H}$.

Proof. The first equality in Eq. (5.95) is the Gauss-law expression of the electric charge (see e.g. Eq. (8.201) of Ref. [415] or Eq. (18.40) of Ref. [208]), while the second equality results from Lemma 5.10. Now, using expression (5.84) for $\mathrm{d} S^{\mu \nu}$, we have

$$
\begin{align*}
F_{\mu \nu} \mathrm{d} S^{\mu \nu} & =F_{\mu \nu}\left(\chi^{\mu} k^{\nu}-k^{\mu} \chi^{\nu}\right) \sqrt{q} \mathrm{~d}^{n-2} x=\left(-E_{\nu} k^{\nu}-k^{\mu} E_{\mu}\right) \sqrt{q} \mathrm{~d}^{n-2} x \\
& =-2 \mu_{0} \sigma \underbrace{\chi_{\mu} k^{\mu}}_{-1} \sqrt{q} \mathrm{~d}^{n-2} x=2 \mu_{0} \sigma \sqrt{q} \mathrm{~d}^{n-2} x, \tag{5.96}
\end{align*}
$$

where we have used successively Eqs. (5.90) and (5.93). This establishes the last equality in Eq. (5.95). To show that $Q_{\mathscr{H}}$ is independent of the choice of $\mathscr{S}$, it suffices to consider the part $\mathscr{W}$ of $\mathscr{H}$ that is delineated by two cross-sections $\mathscr{S}$ and $\mathscr{S}^{\prime}$, as in Fig. 2.9. $\mathscr{W}$ is then a $(n-1)$-dimensional manifold with boundary $\partial \mathscr{W}=\mathscr{S} \cup \mathscr{S}^{\prime}$ and we may apply Stokes' theorem (A.99) on $\mathscr{W}$ to the $(n-2)$-form $\star \boldsymbol{F}$; taking into account the outward orientation of $\partial \mathscr{W}$ involved in Stokes formula (A.99), we get

$$
\underbrace{\int_{\mathscr{S}^{\prime}} \star \boldsymbol{F}}_{\mu_{0} Q_{\mathscr{Y}}^{\prime}}-\underbrace{\int_{\mathscr{S}} \star \boldsymbol{F}}_{\mu_{0} Q_{\mathscr{H}}}=\int_{\mathscr{W}} \mathbf{d} \star \boldsymbol{F} \text {. }
$$

Now, thanks to the second source-free Maxwell equation, $\mathbf{d} \star \boldsymbol{F}=0$ [Eq. (1.50) with $\boldsymbol{j}=0$ ], so that the right-hand side of the above equation identically vanishes. Hence $Q_{\mathscr{H}}^{\prime}=\overline{Q_{\mathscr{H}}}$.

We are now in position to state:

## Property 5.31: generalized Smarr formula for charged black holes

Let $(\mathscr{M}, \boldsymbol{g})$ be a stationary spacetime of dimension $n \geq 4$, with stationary Killing vector $\boldsymbol{\xi}$, endowed with a source-free electromagnetic field $\boldsymbol{F}$ such that $(\boldsymbol{g}, \boldsymbol{F})$ obeys the electrovacuum Einstein equation (1.54). Let us assume that $(\mathscr{M}, \boldsymbol{g})$ contains a black hole, the event horizon of which has $K \geq 1$ connected components $\mathscr{H}_{1}, \ldots, \mathscr{H}_{K}$. Each $\mathscr{H}_{k}(1 \leq k \leq K)$ is assumed to be a Killing horizon with respect to the Killing vector $\boldsymbol{\chi}=\boldsymbol{\xi}+\sum_{i=1}^{L} \Omega^{(i)} \boldsymbol{\eta}_{(i)}$, where $0 \leq L \leq[(n-1) / 2]$, the $\Omega^{(i)}$ are constants and the $\boldsymbol{\eta}_{(i)}$ are axisymmetric Killing
vectors $^{a}$. One may have $L=0$, i.e. $\boldsymbol{\chi}=\boldsymbol{\xi}$ (static configuration). The Smarr formula is then

$$
\begin{equation*}
\frac{2(n-3)}{n-2} M_{\infty}=\sum_{k=1}^{K}\left(\frac{\kappa_{k} A_{k}}{4 \pi}+\frac{2(n-3)}{n-2} \Phi_{\mathscr{H}_{k}} Q_{\mathscr{H}_{k}}\right)+2 \sum_{i=1}^{L} \Omega^{(i)} J_{\infty}^{(i)}, \tag{5.97}
\end{equation*}
$$

where $M_{\infty}$ is the Komar mass at infinity, $J_{\infty}^{(i)}$ is the Komar angular momentum at infinity with respect to the axisymmetric Killing vector $\boldsymbol{\eta}_{(i)}, \kappa_{k}$ is the surface gravity of $\mathscr{H}_{k}, A_{k}$ is the area of $\mathscr{H}_{k}, \Phi_{\mathscr{H}_{k}}$ is the electric potential of $\mathscr{H}_{k}$, as defined by Property 5.29, and $Q_{\mathscr{H}_{k}}$ is the electric charge of $\mathscr{H}_{k}$, as defined by Property 5.30.

[^50]Proof. The electromagnetic field energy-momentum tensor (1.52) obeys the null dominant energy condition (3.46) [287], so that the surface gravities $\kappa_{k}$ are constant over each Killing horizon $\mathscr{H}_{k}$ (cf. Property 3.10). All the hypotheses of Property 5.27 are thus fulfilled and the Smarr formula (5.82) holds. Thanks to the independence of $\Omega^{(i)}$ and $\boldsymbol{\eta}_{(i)}$ from $\mathscr{H}_{k}$, we may permute the sums over $k$ and $i$ in it and write

$$
\frac{2(n-3)}{n-2} M_{\infty}=\sum_{k=1}^{K} \frac{\kappa_{k} A_{k}}{4 \pi}+2 \sum_{i=1}^{L} \Omega^{(i)} \sum_{k=1}^{K} J_{\mathscr{H}_{k}}^{(i)}+\frac{1}{4 \pi} \int_{\Sigma} \boldsymbol{R}(\boldsymbol{\xi}, \boldsymbol{n}) \sqrt{\gamma} \mathrm{d}^{n-1} x
$$

where $\Sigma$ is an asymptotically flat spacelike hypersurface, of future-directed unit normal $\boldsymbol{n}$ to $\Sigma$ and of inner boundary a cross-section $\mathscr{S}_{\text {int }}$ of the event horizon, i.e. $\mathscr{S}_{\text {int }}=\bigcup_{k=1}^{K} \mathscr{S}_{k}$, where $\mathscr{S}_{k}$ is a cross-section of $\mathscr{H}_{k}$. Now, according to Eq. (5.67) with $\mathscr{S}_{\text {ext }}$ going to infinity, we have

$$
\sum_{k=1}^{K} J_{\mathscr{H}_{k}}^{(i)}=J_{\mathscr{S}_{\text {int }}}^{(i)}=J_{\infty}^{(i)}+\frac{1}{8 \pi} \int_{\Sigma} \boldsymbol{R}\left(\boldsymbol{\eta}_{(i)}, \boldsymbol{n}\right) \sqrt{\gamma} \mathrm{d}^{n-1} x
$$

Hence

$$
\begin{equation*}
\frac{2(n-3)}{n-2} M_{\infty}=\sum_{k=1}^{K} \frac{\kappa_{k} A_{k}}{4 \pi}+2 \sum_{i=1}^{L} \Omega^{(i)} J_{\infty}^{(i)}+\frac{1}{4 \pi} \int_{\Sigma} \boldsymbol{R}(\boldsymbol{\chi}, \boldsymbol{n}) \sqrt{\gamma} \mathrm{d}^{n-1} x \tag{5.98}
\end{equation*}
$$

where we have used the identity $\boldsymbol{\xi}+\sum_{i=1}^{L} \Omega^{(i)} \boldsymbol{\eta}_{(i)}=\boldsymbol{\chi}$ to collect all the integrals on $\Sigma$. Let us evaluate the integral by using the electrovacuum Einstein equation (1.54), which yields

$$
\begin{equation*}
\frac{1}{4 \pi} \boldsymbol{R}(\boldsymbol{\chi}, \boldsymbol{n})=\frac{2 n^{\mu}}{\mu_{0}}\left(F_{\sigma \mu} F_{\nu}^{\sigma} \chi^{\nu}-\frac{1}{2(n-2)} F_{\rho \sigma} F^{\rho \sigma} \chi_{\mu}\right) \tag{5.99}
\end{equation*}
$$

We recognize the pseudo-electric field $E^{\sigma}=F_{\nu}^{\sigma} \chi^{\nu}$ [cf. Eq. (5.90)] in the first term in the right-hand side; thanks to Eq. (5.91), we may re-express it in terms of the Killing electric potential $\Phi$ :

$$
\begin{equation*}
F_{\sigma \mu} F_{\nu}^{\sigma} \chi^{\nu}=F_{\sigma \mu} E^{\sigma}=-F_{\sigma \mu} \nabla^{\sigma} \Phi=-\nabla_{\sigma} \Phi F_{\mu}^{\sigma}=-\nabla_{\sigma}\left(\Phi F_{\mu}^{\sigma}\right)=\nabla^{\sigma}\left(\Phi F_{\mu \sigma}\right), \tag{5.100}
\end{equation*}
$$

where the last but one equality stems from the source-free Maxwell equation $\nabla_{\sigma} F^{\alpha \sigma}=0$ [Eq. (1.48)]. As for the second term in the integrand (5.99), let us rewrite it in terms of some electromagnetic potential 1-form $\boldsymbol{A}$ that obeys $\mathcal{L}_{\chi} \boldsymbol{A}=0$ and such that $\Phi=-\langle\boldsymbol{A}, \boldsymbol{\chi}\rangle$ (i.e. such that the constant in Eq. (5.92) is zero). Then $F_{\rho \sigma}=\nabla_{\rho} A_{\sigma}-\nabla_{\sigma} A_{\rho}$, so that, using the antisymmetry of $F^{\rho \sigma}$ and again the source-free Maxwell equation $\nabla_{\sigma} F^{\sigma \rho}=0$,

$$
F_{\rho \sigma} F^{\rho \sigma} \chi_{\mu}=2 \nabla_{\sigma} A_{\rho} F^{\sigma \rho} \chi_{\mu}=2\left[\nabla_{\sigma}\left(A_{\rho} F^{\sigma \rho} \chi_{\mu}\right)-A_{\rho} F^{\sigma \rho} \nabla_{\sigma} \chi_{\mu}\right] .
$$

Now, expressing the property $\mathcal{L}_{\chi} \boldsymbol{F}=0$ via formula (A.89), we have $\mathcal{L}_{\chi} F^{\mu \rho}=\chi^{\sigma} \nabla_{\sigma} F^{\mu \rho}-$ $F^{\sigma \rho} \nabla_{\sigma} \chi^{\mu}-F^{\mu \sigma} \nabla_{\sigma} \chi^{\rho}=0$, from which

$$
\begin{aligned}
A_{\rho} F^{\sigma \rho} \nabla_{\sigma} \chi_{\mu} & =A_{\rho} F^{\sigma}{ }_{\mu} \nabla_{\sigma} \chi^{\rho}-A_{\rho} \chi^{\sigma} \nabla_{\sigma} F^{\rho}{ }_{\mu}=A_{\rho} F^{\sigma}{ }_{\mu} \nabla_{\sigma} \chi^{\rho}-\nabla_{\sigma}\left(\chi^{\sigma} A_{\rho} F^{\rho}{ }_{\mu}\right)+F^{\rho}{ }_{\mu} \chi^{\sigma} \nabla_{\sigma} A_{\rho} \\
& =-\nabla_{\sigma}\left(\chi^{\sigma} A_{\rho} F^{\rho}{ }_{\mu}\right)+F^{\rho}{ }_{\mu}(\underbrace{\chi^{\sigma} \nabla_{\sigma} A_{\rho}+A_{\sigma} \nabla_{\rho} \chi^{\sigma}}_{0})=-\nabla_{\sigma}\left(A_{\rho} F^{\rho}{ }_{\mu} \chi^{\sigma}\right),
\end{aligned}
$$

where we have used $\nabla_{\sigma} \chi^{\sigma}=0$, as implied by the Killing equation for $\chi$, in the first line and $\mathcal{L}_{\chi} A_{\rho}=0$ in the second line. Hence, we get

$$
F_{\rho \sigma} F^{\rho \sigma} \chi_{\mu}=2 \nabla_{\sigma}\left(A_{\rho} F^{\sigma \rho} \chi_{\mu}+A_{\rho} F_{\mu}^{\rho} \chi^{\sigma}\right)=2 \nabla^{\sigma}\left(A_{\rho} F_{\mu}^{\rho} \chi_{\sigma}-A_{\rho} F_{\sigma}^{\rho} \chi_{\mu}\right) .
$$

Together with Eq. (5.100), this expression allows us to rewrite Eq. (5.99) as

$$
\frac{1}{4 \pi} \boldsymbol{R}(\boldsymbol{\chi}, \boldsymbol{n})=\frac{2 n^{\mu}}{\mu_{0}} \nabla^{\nu} \Omega_{\mu \nu} \quad \text { with } \quad \Omega_{\mu \nu}:=\Phi F_{\mu \nu}+\frac{1}{n-2}\left(\chi_{\mu} A_{\rho} F_{\nu}^{\rho}-\chi_{\nu} A_{\rho} F_{\mu}^{\rho}\right) .
$$

Note that $\Omega_{\mu \nu}$ defines a 2-form, since $\Omega_{\mu \nu}=-\Omega_{\nu \mu}$. It follows then from Lemma 5.12 that

$$
\begin{aligned}
I & :=\frac{1}{4 \pi} \int_{\Sigma} \boldsymbol{R}(\boldsymbol{\chi}, \boldsymbol{n}) \sqrt{\gamma} \mathrm{d}^{n-1} x=\frac{2}{\mu_{0}} \int_{\Sigma} \nabla^{\nu} \Omega_{\mu \nu} n^{\mu} \sqrt{\gamma} \mathrm{d}^{n-1} x=-\frac{2}{\mu_{0}} \int_{\Sigma} \nabla^{\nu} \Omega_{\mu \nu} \mathrm{d} V^{\mu} \\
& =-\frac{1}{\mu_{0}}(\underbrace{\int_{\mathscr{S}_{\infty}} \Omega_{\mu \nu} \mathrm{d} S^{\mu \nu}}_{0}-\int_{\mathscr{S}_{\text {int }}} \Omega_{\mu \nu} \mathrm{d} S^{\mu \nu})
\end{aligned}
$$

We have set the integral on $\mathscr{S}_{\infty}$ to zero because $\boldsymbol{F}$ decays to zero sufficiently fast at the asymptotically flat end of $\Sigma$ (otherwise $(\mathscr{M}, \boldsymbol{g})$ could not be asymptotically flat). Since $\mathscr{S}_{\text {int }}=$ $\bigcup_{k=1}^{K} \mathscr{S}_{k}$, we may write

$$
I=\frac{1}{\mu_{0}} \sum_{k=1}^{K} \int_{\mathscr{S}_{k}} \Omega_{\mu \nu} \mathrm{d} S^{\mu \nu}
$$

Now, thanks to the antisymmetry of $\mathrm{d} S^{\mu \nu}$,

$$
\begin{aligned}
\Omega_{\mu \nu} \mathrm{d} S^{\mu \nu} & =\Phi F_{\mu \nu} \mathrm{d} S^{\mu \nu}+\frac{2}{n-2} A_{\rho} F^{\rho}{ }_{\nu} \chi_{\mu} \mathrm{d} S^{\mu \nu} \\
& =\Phi F_{\mu \nu} \mathrm{d} S^{\mu \nu}+\frac{2}{n-2} A_{\rho} F^{\rho}{ }_{\nu}(\underbrace{\chi_{\mu} \chi^{\mu}}_{0} k^{\nu}-\underbrace{\chi_{\mu} k^{\mu}}_{-1} \chi^{\nu}) \sqrt{q} \mathrm{~d}^{n-2} x \\
& =\Phi F_{\mu \nu} \mathrm{d} S^{\mu \nu}+\frac{2}{n-2} A_{\rho} E^{\rho} \sqrt{q} \mathrm{~d}^{n-2} x,
\end{aligned}
$$

where use has been made of expression (5.84) for $\mathrm{d} S^{\mu \nu}$, of the null character of $\chi$ on $\mathscr{H}_{k}$ and of the definition (5.90) of $\boldsymbol{E}$. Since the latter obeys (5.93), we have $A_{\rho} E^{\rho}=\mu_{0} \sigma A_{\rho} \chi^{\rho}=-\mu_{0} \sigma \Phi$. Hence

$$
\Omega_{\mu \nu} \mathrm{d} S^{\mu \nu}=\Phi\left(F_{\mu \nu} \mathrm{d} S^{\mu \nu}-\frac{2 \mu_{0}}{n-2} \sigma \sqrt{q} \mathrm{~d}^{n-2} x\right)
$$

Given that $\Phi$ is a constant $\Phi_{\mathscr{H}_{k}}$ on each $\mathscr{H}_{k}$ [Eq. (5.94)], the above expression yields

$$
I=\sum_{k=1}^{K} \Phi_{\mathscr{H}_{k}}(\underbrace{\frac{1}{\mu_{0}} \int_{\mathscr{K}_{k}} F_{\mu \nu} \mathrm{d} S^{\mu \nu}}_{2 Q \mathscr{H}_{k}}-\frac{2}{n-2} \underbrace{\int_{\mathscr{S}_{k}} \sigma \sqrt{q} \mathrm{~d}^{n-2} x}_{Q \mathscr{H}_{k}})=\frac{2(n-3)}{n-2} \sum_{k=1}^{K} \Phi_{\mathscr{H}_{k}} Q_{\mathscr{H}_{k}},
$$

where we have used two expressions of the electric charge of $\mathscr{H}_{k}$ given by Eq. (5.95). In view of Eq. (5.98), the above value for $I$ proves the Smarr formula (5.97).

Property 5.32: 4-dimensional Smarr formula for a connected charged black hole
For $n=4$ (which implies $L \leq 1$ ) and for a connected black hole event horizon $\mathscr{H}(K=1)$ of surface gravity $\kappa$, area $A$, angular velocity $\Omega_{\mathscr{H}}$, electric charge $Q$ and electric potential $\Phi_{\mathscr{H}}$, the electrovacuum Smarr formula (5.97) simplifies to

$$
\begin{equation*}
M_{\infty}=\frac{\kappa}{4 \pi} A+2 \Omega_{\mathscr{H}} J_{\infty}+\Phi_{\mathscr{H}} Q \text {. } \tag{5.101}
\end{equation*}
$$

Historical note : Formula (5.101) has been first derived in 1972 (published: 1973) by Larry Smarr [411] in the case of the Kerr-Newman black hole. Actually, Smarr did not obtain it from integral formulas for $M_{\infty}$ and $J_{\infty}$, as presented here; rather he used an explicit expression of $M_{\infty}$ in terms of $A, J_{\infty}$ and $Q$, which holds for the Kerr-Newman solution. After noticing that this expression is a homogeneous function of degree $1 / 2$ of $\left(A, J_{\infty}, Q^{2}\right)$, he applied Euler's homogeneous function theorem to get Eq. (5.101). The derivation of Smarr formula from generic Komar-type integral formulas for mass and angular momentum, possibly with some non-vacuum exterior, is due to James Bardeen, Brandon Carter and Stephen Hawking in 1973 [34]. They obtained Eq. (5.88) [their Eq. (13)]. The general (i.e. not assuming the Kerr-Newmann metric) $n=4$ electrovacuum Smarr formula (5.101) has been derived by Brandon Carter in 1973 [85] [his Eq. (9.29)]. Actually, the formula obtained by Carter is more general than Eq. (5.101) since it allows for electric sources (non-vanishing electric 4-current $j$ ) and matter in the black hole exterior (see also Carter's review articles [88] [Eq. (6.323)] and [90] [Eq. (4.68)]). The generalization of the Smarr formula to dimensions $n \geq 4$ has been obtained by Robert Myers and Malcolm Perry in 1986 [336] for connected event horizons in vacuum: they obtained Eq. (5.83) for $K=1$ and $\boldsymbol{T}=0$ [their Eq. (4.6), where $N:=n-1]$. The $n \geq 4$ generalization of the electrovacuum Smarr formula has been obtained by Rabin Banerjee, Bibhas Majhi, Sujoy Modak, and Saurav Samanta in 2010 [27], but only for electrically charged Myers-Perry black holes, which are approximate solutions for small rotation velocities and a single angular momentum parameter, i.e. they obtained Eq. (5.97) for $K=1$ (connected horizon) and $L=1$ (single angular momentum) [their Eq. (66)].

### 5.6 The no-hair theorem

Arguably, the most beautiful achievement in general relativity is the no-hair theorem. This is a uniqueness theorem, which basically states that all stationary black holes in our (4-dimensional) Universe are described by the same rather simple solution of the Einstein equation: the Kerr metric (or the Kerr-Newman metric if one allows for an electric charge), which depends on only two numbers: the mass and the angular momentum (plus the electric charge for Kerr-Newman). The absence of any functional degree of freedom justifies the "no-hair" qualifier. Actually, there are various uniqueness theorems, depending on various assumptions on the equilibrium state (static versus rotating), the matter/field content (vacuum, electrovacuum, scalar field, etc.), the Killing-horizon type of the event horizon (non-degenerate versus degenerate) and the spacetime dimension. We shall discuss first uniqueness theorems that regard static black holes in any spacetime dimension (Sec. 5.6.1), before theorems about axisymmetric rotating black holes in dimension 4 (Sec. 5.6.2) and finally "the" no-hair theorem itself, which regards rotating black holes in dimension 4 (Sec. 5.6.3).

### 5.6.1 Uniqueness theorems for static black holes

The uniqueness theorems for static (i.e. non-rotating) black holes orginate from two famous theorems by Werner Israel at the end of the sixties, regarding respectively vacuum [260] and electrovacuum configurations [261]. Both were derived in dimension 4 and for non-degenerate horizons. They have been generalized to higher dimensions and to degenerate horizons; we present these generalized versions here.

Property 5.33: generalized Israel uniqueness theorem (vacuum)
Let $(\mathscr{M}, \boldsymbol{g})$ be a static and asymptotically flat spacetime of dimension $n \geq 4$ containing a black hole of event horizon $\mathscr{H}$. If

- $\boldsymbol{g}$ fulfills the vacuum Einstein equation (1.44),
- $n=4$ or all the connected components of $\mathscr{H}$ are non-degenerate (i.e. have non-zero surface gravity),
then the domain of outer communications $\langle\langle\mathscr{M}\rangle\rangle$ of $(\mathscr{M}, \boldsymbol{g})$ is isometric to the domain of outer communications of a n-dimensional Schwarzschild spacetime, also known as a Schwarzschild-Tangherlini spacetime. This means that there exists a coordinate system $\left(t, r, \theta_{1}, \ldots, \theta_{n-3}, \varphi\right)$ on $\langle\langle\mathscr{M}\rangle\rangle$ such that $t \in \mathbb{R}, r \in(\mu,+\infty), \theta_{i} \in(0, \pi)(1 \leq i \leq n-3)$, $\varphi \in(0,2 \pi)$ and

$$
\begin{equation*}
\boldsymbol{g}=-\left(1-\frac{\mu}{r^{n-3}}\right) \mathbf{d} t^{2}+\left(1-\frac{\mu}{r^{n-3}}\right)^{-1} \mathbf{d} r^{2}+r^{2} \stackrel{\circ}{\boldsymbol{Q}} \tag{5.102}
\end{equation*}
$$

where $\stackrel{\circ}{\boldsymbol{q}}$ is the standard round metric ${ }^{a}$ on the unit sphere $\mathbb{S}^{n-2}$, which is spanned by $\left(\theta_{1}, \ldots, \theta_{n-3}, \varphi\right)$, and the constant $\mu>0$ is related to the spacetime Komar mass (or ADM
mass, cf. Property 5.18) $M$ by

$$
\begin{equation*}
\mu=\frac{16 \pi M}{(n-2) \Omega_{n-2}} \tag{5.103}
\end{equation*}
$$

$\Omega_{n-2}$ is the area of $\mathbb{S}^{n-2}$, as given by Eqs. (5.19)-(5.20), so that $\mu=2 M$ for $n=4$, $\mu=8 M /(3 \pi)$ for $n=5$ and $\mu=3 M /(2 \pi)$ for $n=6$. In particular, the event horizon $\mathscr{H}$ is connected and is a non-degenerate Killing horizon.

$$
{ }^{a} \text { for } n=4, \stackrel{\circ}{\boldsymbol{q}}=\mathbf{d} \theta_{1}^{2}+\sin ^{2} \theta_{1} \mathbf{d} \varphi^{2} ; \text { for } n=5, \stackrel{\circ}{\boldsymbol{q}}=\mathbf{d} \theta_{1}^{2}+\sin ^{2} \theta_{1}\left(\mathbf{d} \theta_{2}^{2}+\sin ^{2} \theta_{2} \mathbf{d} \varphi^{2}\right) ; \text { etc. }
$$

The proof can be found in Ref. [199], which relies on the assumption that the connected components of $\mathscr{H}$ are non-degenerate Killing horizons. The fact that this assumption is not necessary for $n=4$ has been proven in Ref. [114]. The proof in Ref. [199] relies on the positive mass theorem. An elementary proof specific to the case $n=4$ can be found in Sec. 8.2 of Straumann's textbook [415] and well as in Chap. 9 of Heusler's textbook [250] and in Robinson's articles [392] and [393] (appendix). See also Ref. [349] for a recent alternative proof.
Remark 1: The fact that $\mathscr{H}$ is connected means that there does not exist any static solution in vacuum general relativity with "multiple black holes" ${ }^{19}$. Intuitively, two or more black holes in vacuum would attract each other, making a static configuration impossible.

Historical note : The uniqueness theorem 5.33 has been first proven in the case $n=4$ by Werner Israel in 1967 [260] under the additional hypotheses that (i) the spacetime is analytic (cf. Remark 4 in Sec. A.2.1), (ii) the isosurfaces $t=$ const, $V:=\sqrt{-\boldsymbol{\xi} \cdot \boldsymbol{\xi}}=$ const are regular and topologically 2 -spheres in $\langle\langle\mathscr{M}\rangle\rangle$ (in particular, $\mathrm{d} V \neq 0$ in $\langle\langle\mathscr{M}\rangle\rangle$ ), (iii) the event horizon $\mathscr{H}$ is connected, (iv) $\mathscr{H}$ is non-degenerate and (v) $\mathscr{H}$ 's cross-sections are topologically 2 -spheres. Property (v) actually follows from the topology theorem for $n=4$ (Properties 5.4 and 5.5), which has been established 5 years later by Stephen Hawking [237]; it can therefore be removed from the hypotheses of the theorem. The hypothesis (ii) has been shown unnecessary by David Robinson in 1977 [392] (see also the work [333]). The requirement (iii) ( $\mathscr{H}$ connected) has been removed as unnecessary by Gary Bunting and Abul Masood-ul-Alam in 1987 [69], while the requirement (iv) ( $\mathscr{H}$ non-degenerate) has been removed by Piotr Chruściel, Harvey Reall and Paul Tod in 2006 [114]. Finally the analyticity hypothesis (i), which was implicit in Israel's study, has been removed in 2010 by Piotr Chruściel and Gregory Galloway [108]. The generalization to dimensions $n \geq 4$ has been achieved by Seungsu Hwang in 1998 [258] and by Gary Gibbons, Daisuke Ida and Tetsuya Shiromizu in 2002 [199]. The generalization (5.102) of Schwarzschild metric to dimensions $n \geq 4$ has been found by Frank Tangherlini in 1963 [423].

For the static electrovacuum uniqueness theorem, we shall distinguish the dimension $n=4$ from $n \geq 5$. Starting by the former, we have:

## Property 5.34: generalized Israel uniqueness theorem ( $n=4$ electrovacuum)

Let $(\mathscr{M}, \boldsymbol{g})$ be a 4-dimensional static and asymptotically flat spacetime endowed with an electromagnetic field $\boldsymbol{F}$ such that $(\boldsymbol{g}, \boldsymbol{F})$ fulfills the electrovacuum Einstein equation (1.54). If $(\mathscr{M}, \boldsymbol{g})$ contains a black hole, then the domain of outer communications $\langle\langle\mathscr{M}\rangle\rangle$ is isometric to the domain of outer communications of either a Reissner-Nordström black

[^51]hole or a Majumdar-Papapetrou black hole.
The Reissner-Nordström black hole is defined by the event horizon being connected and the existence of a coordinate system $(t, r, \theta, \varphi)$ on $\langle\langle\mathscr{M}\rangle\rangle$ such that $t \in \mathbb{R}, r \in$ $\left(r_{\mathscr{H}},+\infty\right), \theta \in(0, \pi), \varphi \in(0,2 \pi)$ and
\[

$$
\begin{align*}
\boldsymbol{g}= & -\left(1-\frac{2 M}{r}+\frac{\mu_{0}}{4 \pi} \frac{Q^{2}+P^{2}}{r^{2}}\right) \mathbf{d} t^{2}+\left(1-\frac{2 M}{r}+\frac{\mu_{0}}{4 \pi} \frac{Q^{2}+P^{2}}{r^{2}}\right)^{-1} \mathbf{d} r^{2} \\
& +r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)  \tag{5.104a}\\
\boldsymbol{F}= & -\frac{\mu_{0}}{4 \pi}\left(\frac{Q}{r^{2}} \mathbf{d} t \wedge \mathbf{d} r-P \sin \theta \mathbf{d} \theta \wedge \mathbf{d} \varphi\right) \tag{5.104b}
\end{align*}
$$
\]

where $M$ is the Komar mass at infinity (or ADM mass), $Q$ is the black hole electric charge (cf. Property 5.30) and $P$ is its magnetic monopole charge (cf. Remark 2 below). The three constants $M, Q$ and $P$ must fulfill $\sqrt{Q^{2}+P^{2}} \leq \sqrt{\frac{4 \pi}{\mu_{0}}} M$ and the lower bound of $r$ on $\langle\langle\mathscr{M}\rangle\rangle$ is $r_{\mathscr{H}}=M+\sqrt{M^{2}-\mu_{0} /(4 \pi)\left(Q^{2}+P^{2}\right)}$.

The Majumdar-Papapetrou black hole is defined by (i) the event horizon being disconnected, with $K \geq 2$ connected components $\left(\mathscr{H}_{k}\right)_{1 \leq k \leq K}$, which are all degenerate Killing horizons, and (ii) the existence of a coordinate system $(t, x, y, z)$ on $\langle\langle\mathscr{M}\rangle\rangle$ such that

$$
\begin{align*}
& \boldsymbol{g}=-U^{-2} \mathbf{d} t^{2}+U^{2}\left(\mathbf{d} x^{2}+\mathbf{d} y^{2}+\mathbf{d} z^{2}\right), \quad \boldsymbol{F}= \pm \sqrt{\frac{\mu_{0}}{4 \pi}} U^{-2} \mathbf{d} U \wedge \mathbf{d} t  \tag{5.105a}\\
& U:=1+\sum_{k=1}^{K} \frac{\mu_{k}}{\sqrt{\left(x-x_{k}\right)^{2}+\left(y-y_{k}\right)^{2}+\left(z-z_{k}\right)^{2}}} \tag{5.105b}
\end{align*}
$$

This solution is characterized by $K$ positive constants $\mu_{k}$, which can be interpreted as the masses of each component $\mathscr{H}_{k}$ for widely separated configurations, and $3 K$ constants $\left(x_{k}, y_{k}, z_{k}\right)$, which are the coordinate locations of the $K$ degenerate Killing horizons $\mathscr{H}_{k}$. Note that each $\left(x_{k}, y_{k}, z_{k}\right)$ corresponds to a coordinate singularity of the $(t, x, y, z)$ system, so that $\mathscr{H}_{k}$ appears as the curve $(t, x, y, z)=\left(t, x_{k}, y_{k}, z_{k}\right)$, while it is actually a hypersurface. The electric charge $Q_{k}$ of $\mathscr{H}_{k}$ is proportional to $\mu_{k}$ :

$$
\begin{equation*}
Q_{k}= \pm \sqrt{\frac{4 \pi}{\mu_{0}}} \mu_{k} \tag{5.106}
\end{equation*}
$$

where the $\pm$ sign is the same as in expression (5.105a) for $\boldsymbol{F}$; in particular it must be the same for all the components $\mathscr{H}_{k}$, i.e. the charges $Q_{k}$ are either all positive or all negative.

For a proof, see Secs. 9.3 and 9.4 of Heusler's textbook [250] for the case where all connected components of the event horizon are assumed to be non-degenerate and Ref. [115] for the complementary case.
Remark 2: At the level of elementary particles, a magnetic monopole is a particle that generates the radial magnetic field $\boldsymbol{B}=\mu_{0} P /\left(4 \pi r^{2}\right) \boldsymbol{\partial}_{r}$ in its inertial rest frame, where $P$ is the magnetic charge. Although predicted by some grand unified theories and string theories, no magnetic monopole has
ever been detected and standard electromagnetism postulates that magnetic monopoles do not exist (see Refs. [321, 380] for reviews). From a formal point of view, magnetic monopoles would render the Maxwell equations more symmetric, since instead of Eq. (1.50), they would write

$$
\begin{equation*}
\mathbf{d} \boldsymbol{F}=\mu_{0} \star \underline{\boldsymbol{j}}_{\mathrm{m}} \quad \text { and } \quad \mathbf{d} \star \boldsymbol{F}=\mu_{0} \star \underline{\boldsymbol{j}} \tag{5.107}
\end{equation*}
$$

where $\underline{\boldsymbol{j}}_{\mathrm{m}}$ is the 1-form associated to the magnetic current density vector $\boldsymbol{j}_{\mathrm{m}}$, which describes the distribution of elementary magnetic monopoles. In the electrovacuum black hole framework, we are considering the source-free Maxwell equations $\mathbf{d} \boldsymbol{F}=0$ and $\mathbf{d} \star \boldsymbol{F}=0$, which are perfectly symmetric in terms of $\boldsymbol{F}$ and $\star \boldsymbol{F}$. As the Reissner-Nordström solution (5.104) shows, a black hole with a non-vanishing magnetic monopole charge can exist even if magnetic monopoles are excluded as elementary particles, i.e. even if $\boldsymbol{j}_{\mathrm{m}}=0$.

Remark 3: The constraint $\sqrt{Q^{2}+P^{2}} \leq \sqrt{\frac{4 \pi}{\mu_{0}}} M$ in the Reissner-Nordström case enforces the existence of a black hole. If one relaxes it, Eqs. (5.104) still define a valid solution of the electrovacuum Einstein equation, but it corresponds to a naked singularity, not to a black hole.

Remark 4: The Majumdar-Papapetrou solution (5.105) with $K=1$ is still a valid static solution of the electrovacuum Einstein equation. It is actually a member of the first family given by the uniqueness theorem, namely the Reissner-Nordström one. More precisely, it is an extremal Reissner-Nordström spacetime, i.e. a solution (5.104) for which $|Q|=\sqrt{4 \pi / \mu_{0}} M$ and $P=0$, or equivalently a ReissnerNordström solution with $P=0$ and a degenerate event horizon. To see this, it suffices to choose $\left(x_{1}, y_{1}, z_{1}\right)=(0,0,0)$, to move from coordinates $(x, y, z)$ to spherical coordinates $(\bar{r}, \theta, \varphi)$ via the standard formulas (in particular $\bar{r}^{2}=x^{2}+y^{2}+z^{2}$ ) and to introduce a new radial coordinate $r:=\bar{r}+\mu_{1}$. Then $U=r /\left(r-\mu_{1}\right)$ and the Majumdar-Papapetrou solution (5.105) coincides with the ReissnerNordström solution (5.104) with $M=\mu_{1}, Q= \pm \sqrt{4 \pi / \mu_{0}} \mu_{1}$ and $P=0$.

In higher dimensions, the static electrovacuum uniqueness theorem is

## Property 5.35: generalized Israel uniqueness theorem ( $n \geq 5$ electrovacuum)

Let $(\mathscr{M}, \boldsymbol{g})$ be a static and asymptotically flat spacetime of dimension $n \geq 5$. Let us assume that $(\mathscr{M}, \boldsymbol{g})$ is endowed with an electromagnetic field $\boldsymbol{F}$ and contains a black hole of event horizon $\mathscr{H}$. If

- $(\boldsymbol{g}, \boldsymbol{F})$ fulfills the electrovacuum Einstein equation (1.54),
- all the connected components of $\mathscr{H}$ are non-degenerate (i.e. have non-zero surface gravity),
then the domain of outer communications $\langle\langle\mathscr{M}\rangle\rangle$ of $(\mathscr{M}, \boldsymbol{g})$ is isometric to the domain of outer communications of a $\boldsymbol{n}$-dimensional Reissner-Nordström spacetime with vanishing magnetic monopole, also known as a Reissner-Nordström-Tangherlini spacetime. This means that there exists a coordinate system $\left(t, r, \theta_{1}, \ldots, \theta_{n-3}, \varphi\right)$ on $\langle\langle\mathscr{M}\rangle\rangle$ such that
$t \in \mathbb{R}, r \in\left(r_{\mathscr{H}},+\infty\right), \theta_{i} \in(0, \pi)(1 \leq i \leq n-3), \varphi \in(0,2 \pi)$ and

$$
\begin{align*}
\boldsymbol{g} & =-\left(1-\frac{\mu}{r^{n-3}}+\frac{q^{2}}{r^{2(n-3)}}\right) \mathbf{d} t^{2}+\left(1-\frac{\mu}{r^{n-3}}+\frac{q^{2}}{r^{2(n-3)}}\right)^{-1} \mathbf{d} r^{2}+r^{2} \stackrel{\circ}{\boldsymbol{q}}  \tag{5.108a}\\
\boldsymbol{F} & =-\frac{\mu_{0}}{\Omega_{n-2}} \frac{Q}{r^{n-2}} \mathbf{d} t \wedge \mathbf{d} r \tag{5.108b}
\end{align*}
$$

where $\stackrel{\circ}{\boldsymbol{q}}$ is the standard round metric on the unit sphere $\mathbb{S}^{n-2}$, which is spanned by $\left(\theta_{1}, \ldots, \theta_{n-3}, \varphi\right), Q$ is the black hole electric charge (cf. Property 5.30) and the constants $\mu$ and $q$ are related to the Komar mass at infinity (or ADM mass) $M$ and to the electric charge $Q$ by

$$
\begin{equation*}
\mu=\frac{16 \pi M}{(n-2) \Omega_{n-2}} \quad \text { and } \quad q^{2}=\frac{8 \pi \mu_{0} Q^{2}}{(n-2)(n-3) \Omega_{n-2}^{2}} \tag{5.109}
\end{equation*}
$$

where $\Omega_{n-2}$ is the area of $\mathbb{S}^{n-2}$ [Eqs. (5.19)-(5.20)]. The constants $\mu$ and $q$ must fulfill the constraint $\mu>2 q$ and the lower bound of $r$ on $\langle\langle\mathscr{M}\rangle\rangle$ is $r_{\mathscr{H}}=\left(\mu / 2+\sqrt{\mu^{2} / 4-q^{2}}\right)^{1 /(n-3)}$.

For a proof, see Ref. [198] under the additional assumption that the magnetic field vanishes (i.e. that $\boldsymbol{\xi} \cdot \star \boldsymbol{F}=0$ ) and Ref. [294] for relaxing this assumption.
Example 10: For $n=5, \Omega_{n-2}=\Omega_{3}=2 \pi^{2}$ [Eq. (5.20)] and Eqs. (5.108)-(5.109) become

$$
\begin{aligned}
\boldsymbol{g} & =-\left(1-\frac{\mu}{r^{2}}+\frac{q^{2}}{r^{4}}\right) \mathbf{d} t^{2}+\left(1-\frac{\mu}{r^{2}}+\frac{q^{2}}{r^{4}}\right)^{-1} \mathbf{d} r^{2}+r^{2}\left[\mathbf{d} \theta_{1}^{2}+\sin ^{2} \theta_{1}\left(\mathbf{d} \theta_{2}^{2}+\sin ^{2} \theta_{2} \mathbf{d} \varphi^{2}\right)\right] \\
\boldsymbol{F} & =-\frac{\mu_{0}}{2 \pi^{2}} \frac{Q}{r^{3}} \mathbf{d} t \wedge \mathbf{d} r \\
\mu & =\frac{8 M}{3 \pi} \quad \text { and } \quad q^{2}=\frac{\mu_{0} Q^{2}}{3 \pi^{3}} .
\end{aligned}
$$

Remark 5: A static and asymptotically flat black hole spacetime cannot carry a nonzero magnetic monopole $P$ for $n \geq 5$ [168]. Hence Property 5.35 is not a direct generalization of Property 5.34 to $n>4$, even if $\mathscr{H}$ is assumed to be made of non-degenerate components.

Historical note (electrovacuum static solutions): The Reissner-Nordström solution (5.104) of the Einstein-Maxwell system with a vanishing magnetic monopole charge $(P=0)$ has been found independently by Hans Reissner in 1916 [384], Hermann Weyl in 1917 [456] and Gunnar Nordström in 1918 [345]. The generalization to $P \neq 0$ can be found in Brandon Carter's lecture at Les Houches (1972) [84]. The generalization to dimensions $n>4$ with $P=0$, i.e. the solution (5.108), has been obtained by Frank Tangherlini in 1963 [423]. The Majumdar-Papapetrou solution (5.105) has been found in 1947 independently by Sudhansu Datta Majumdar [314] and Achilles Papapetrou [359], as solutions of the electrovacuum Einstein equation describing $K$ charged point masses in gravito-electrostatic equilibrium. The extremal Reissner-Nordström solution seems to have been discussed in details first by Papapetrou in his 1947 article [359]. It was actually the starting point that lead him to the Majumdar-Papapetrou solution (cf. Remark 4 above). The black hole character of the Majumdar-Papapetrou solution has been truely recognized and analyzed by James Hartle and Stephen Hawking in 1972 [235]. The generalization
of the Majumdar-Papapetrou solution to spacetime dimensions $n>4$ is due to Robert Myers in 1987 [335].

Historical note (uniqueness theorems for static electrovacuum black holes): The ReissnerNordström part (with $P=0$ ) of the 4 -dimensional uniqueness theorem 5.34 has been first proven by Werner Israel in 1968 [261], under the same additional hypotheses as the ones used in his proof of the vacuum theorem (cf. historical note on p. 168), notably that the event horizon $\mathscr{H}$ is connected, has the topology $\mathbb{R} \times \mathbb{S}^{2}$ and is non-degenerate. The connectedness hypothesis has been removed by Abul Masood-ul-Alam in 1992 [319]. The allowance for a magnetic charge $(P \neq 0)$ has been acheived by Markus Heusler in 1994 [249] (see also Sec. 9.4 of Ref. [250]). Three years later, Heusler obtained the Majumdar-Papapetrou part of the theorem by assuming that all the connected components of $\mathscr{H}$ are degenerate [251]. This assumption has been relaxed by Piotr Chruściel and Paul Tod in 2007 [115], who could exclude configurations with both degenerate and non-degenerate components of $\mathscr{H}$. The higher-dimensional uniqueness theorem 5.35 has been established by Gary Gibbons, Daisuke Ida and Tetsuya Shiromizu in 2002 [198] with the extra assumption of a vanishing magnetic field. This assumption has been relaxed by Hari Kunduri and James Lucietti in 2018 [294].

### 5.6.2 Uniqueness theorems for stationary and axisymmetric black holes

In this section, we restrict ourselves to the standard spacetime dimension $n=4$. The strong rigidity theorem discussed in Sec. 5.4 (Properties 5.25 and 5.26) basically states that any stationary black hole spacetime obeying the (electro)vacuum Einstein equation has to be axisymmetric. A crucial step towards the no-hair theorem is then the following uniqueness theorem for axisymmetric stationary black holes:

Property 5.36: Carter-Robinson theorem (Carter 1971 [82], Robinson 1975 [391])
Let $(\mathscr{M}, \boldsymbol{g})$ be a 4-dimensional asymptotically flat spacetime containing a black hole of event horizon $\mathscr{H}$. If

- $(\mathscr{M}, \boldsymbol{g})$ is stationary and axisymmetric,
- $\boldsymbol{g}$ fulfills the vacuum Einstein equation (1.44),
- $\mathscr{H}$ is connected,
- there is no closed causal curve in the domain of outer communications $\langle\langle\mathscr{M}\rangle\rangle$,
then $\langle\langle\mathscr{M}\rangle\rangle$ is isometric to the domain of outer communications of the Kerr spacetime ${ }^{a}$.
${ }^{a}$ We shall not define the Kerr spacetime here; this will be done in Chap. 10.

Remark 6: In their original works, Carter and Robinson assumed that $\mathscr{H}$ is a non-degenerate Killing horizon (i.e. has non-zero surface gravity). However, this hypothesis can be relaxed [112] (see [110] for an extended discussion).

The proof of Property 5.36 can be found in Chap. 10 of Heusler's textbook [250] (see also Sec. 5 of Carter's review article [90]) with the additional assumption that the horizon is non-degenerate; see Ref. [112] for the degenerate case.
Remark 7: The causality condition (absence of closed causal (i.e. null of timelike) curves in the black hole exterior), which is one of the assumptions of Carter-Robinson's theorem (cf. [92] for a discussion), does not appear in Israel's theorem (Property 5.33) because a static spacetime, which by definition has hypersurface-orthogonal timelike curves, cannot contain any closed timelike curve.

The electrovacuum version of the Carter-Robinson theorem is

## Property 5.37: Bunting-Mazur theorem (Bunting 1983 [68], Mazur 1982 [322])

Let $(\mathscr{M}, \boldsymbol{g})$ be a 4-dimensional asymptotically flat spacetime containing a black hole of event horizon $\mathscr{H}$. If

- $(\mathscr{M}, \boldsymbol{g})$ is stationary and axisymmetric,
- $\boldsymbol{g}$ fulfills the electrovacuum Einstein equation (1.54),
- $\mathscr{H}$ is connected,
- there is no closed causal curve in the domain of outer communications $\langle\langle\mathscr{M}\rangle\rangle$,
then $\langle\langle\mathscr{M}\rangle\rangle$ is isometric to the domain of outer communications of the Kerr-Newman spacetime ${ }^{a}$.

[^52]The proof of Property 5.37 with the additional assumption that the horizon is non-degenerate can be found in Chap. 10 of Heusler's textbook [250] as well as in Carter's articles [89, 90] and Mazur's review article [325]; the degenerate case is treated in Ref. [112].
Remark 8: Some of the Majumdar-Papapetrou solutions (5.105) are axisymmetric (those for which all the points $\left(x_{k}, y_{k}, z_{k}\right)$ are aligned). However, they are excluded from the conclusion of the above theorem because they do not fulfill the hypothesis of $\mathscr{H}$ being connected.

Historical note : The first stationary-axisymmetric uniqueness result has been obtained by Brandon Carter in 1971 [82]. Under the assumptions of a non-degenerate horizon with spherical cross-sections, Carter reduced the 4-dimensional stationary-axisymmetric vacuum Einstein equation to a 2 -dimensional non-linear elliptic system of two partial differential equations, with boundary conditions depending on only two parameters: the mass $M$ and $c:=\kappa A /(4 \pi)$, where $\kappa$ is the surface gravity and $A$ is the horizon area ( $\kappa \neq 0$ since the horizon was assumed non-degenerate). Then Carter could show that the solutions of this system form disjoint 2-parameter families and that within one family, the members are fully specified by the pair $(M, c)$. The Kerr family is such a family and is the only one containing the Schwarzschild solution, but Carter could not exclude that other families exist. This
step has been achieved by David Robinson in 1975 [391], who, via a tour de force [92], showed that the solution has to belong to the Kerr family. The electrovacuum case turned out to be too complicated to be dealt with the same techniques; only a result similar to Carter's one (i.e. reduction to disjoint 4 -parameter families of solutions) could be achieved by Robinson in 1974 [390]. New techniques have been introduced independently by Paweł Mazur in 1982 [322] and Gary Bunting in 1983 [68], which enabled them to get the uniqueness theorem 5.37 under the non-degeneracy assumption. The case of a degenerate horizon has been dealt with only in 2010, when Piotr Chruściel and Luc Nguyen [112] showed that electrovacuum rotating black holes with a degenerate horizon necessarily belong to the Kerr-Newman family (they are the so-called extremal members of that family). For further details, see the historical accounts [92, 325, 393] by the actors themselves. As for the Kerr-Newman solution itself, it has been discovered by Ezra Newman and his collaborators in 1965 [340], two years after Roy Kerr found his famous solution [279]. A historical note about the discovery of the Kerr metric is to be found in Chap. 10, p. 322.

### 5.6.3 The 4-dimensional no-hair theorem

We are now is position to state the famous theorem:

## Property 5.38: no-hair theorem

Let $(\mathscr{M}, \boldsymbol{g})$ be a spacetime that

- is 4-dimensional,
- is analytic,
- is asymptotically flat,
- is stationary,
- fulfills the electrovacuum Einstein equation (1.54) (with the vacuum Einstein equation (1.44) considered as a subcase),
- contains a black hole with a connected event horizon that is either (i) rotating ${ }^{a}$ or (ii) non-rotating and non-degenerate,
- does not contain any closed causal curve in the domain of outer communications $\langle\langle\mathscr{M}\rangle\rangle$.

Then $\langle\langle\mathscr{M}\rangle\rangle$ is isometric to the domain of outer communications of a Kerr-Newman spacetime. The latter depends on four parameters: the total mass $M$, the total angular momentum $J$, the electric charge $Q$ and the magnetic monopole charge $P$, with the following subcases:

- $J=0$ : Reissner-Nordström spacetime;
- $Q=0, P=0$ : Kerr spacetime;
- $Q=0, P=0, J=0$ : Schwarzschild spacetime.

In the last two cases, the electromagnetic field vanishes and $\boldsymbol{g}$ fulfills the vacuum Einstein equation (1.44).
${ }^{a}$ Let us recall that the concepts of rotating and non-rotating horizons have been defined in Property 5.2.
Proof. Let $\mathscr{H}$ be the black hole event horizon. In case (i) ( $\mathscr{H}$ rotating), we may invoke the strong rigidity theorem 5.25 to get that $(\mathscr{M}, \boldsymbol{g})$ is axisymmetric, in addition to being stationary. Then the Bunting-Mazur theorem 5.37 leads to $\langle\langle\mathscr{M}\rangle\rangle$ being isometric to the domain of outer communications of a Kerr-Newman spacetime. In case (ii) ( $\mathscr{H}$ is non-rotating and non-degenerate), we may invoke the staticity theorem 5.24 to assert that $(\mathscr{M}, \boldsymbol{g})$ is static. Then the generalized Israel theorem 5.34 leads to $\langle\langle\mathscr{M}\rangle\rangle$ being isometric to the domain of outer communications of a Reissner-Nordström spacetime (the Majumdar-Papapetrou case in theorem 5.34 is excluded since $\mathscr{H}$ is assumed non-degenerate). Since the Reissner-Nordström family is a subfamily of the Kerr-Newman one, this completes the proof.

Remark 9: A stationary black hole spacetime with a non-rotating degenerate event horizon and not belonging to the Kerr-Newman family is not excluded by the above no-hair theorem. Such a spacetime cannot be static, otherwise the generalized Israel theorem 5.34 would imply that it belongs to the Reissner-Nordström subfamily. The existence of such a black hole is not excluded by the staticity theorem 5.24 due to the degeneracy hypothesis and is an open question.

Remark 10: The no-hair theorem does not hold for dimensions $n>4$, even if one restricts oneself to the vacuum Einstein equation. Indeed, for $n>4$, the Kerr solution is generalized to the Myers-Perry solution discussed in Sec. 5.2.3, but there exist other families of black holes solutions. For $n=5$, some of these families are the black rings (cf. Sec. 5.2.3) and the black saturns (cf. Remark 9 on p. 157).

From an astrophysical perspective, the weaknesses of the no-hair theorem are the hypotheses of analyticity and of absence of any closed causal curve in the domain of outer communications. The analyticity hypothesis is inherited from the strong rigidity theorem (Property 5.25). In physics, one usually assumes that the fields are smooth, not necessarily analytic. As discussed in Sec. 5.4.2, the only successful attempt to date to get rid of the analyticity requirement regards slowly rotating black hole [10]. As for the hypothesis of non-existence of closed causal curves in $\langle\langle\mathscr{M}\rangle\rangle$, which holds if $\langle\langle\mathscr{M}\rangle\rangle$ is assumed globally hyperbolic (cf. p. 123), it would be much more satisfactory if this would be a consequence ${ }^{20}$ of the theorem and not one of its premises. In the current state, we cannot exclude that there is somewhere in our Universe a stationary black hole that is distinct from a Kerr-Newman one and around which one can travel backward in time...

Historical note : The first hints towards the "hairlessness" of black holes arised in 1964-65 from studies by Vitaly Ginzburg [202] and by Andrei Doroshkevich, Yakov Zeldovich and Igor Novikov [156] (cf. Chap. 7 of Thorne's book [428] for some historical details). Ginzburg showed that the gravitational collapse of a (electrically neutral) magnetized star gives birth to an unmagnetized black hole, while Doroshkevich, Zeldovich and Novikov showed that the collapse of a non-rotating body slightly departing from spherical symmetry leads to a perfectly spherical (i.e. Schwarzschild) black hole; the deformations

[^53]away from spherical symmetry (the "hairs") in the external metric are decaying to zero as the black hole forms. These authors have also shown in the same article [156] that any static quadrupolar deformation of the Schwarzschild metric leads to a curvature singularity at the event horizon and hence cannot provide a regular black hole solution of the vacuum Einstein equation. This result is quoted as a motivation for proving the uniqueness of the Schwarzschild solution by Werner Israel in his famous 1967 article [260] presenting the theorem that bears his name (Property 5.33). In the same article, he raised the question about the uniqueness of the Kerr solution. In 1968, Brandon Carter [79] conjectured that the Kerr-Newman family - which contains the Schwarzschild one - may represent all stationary black holes. This conjecture became known as the Carter-Israel conjecture [393, 242]. It has been popularized by the phrase "a black hole has no hair" by John Wheeler in a review article published in 1971 [395], as well as in the famous 1973 MTW textbook [331] (Box 33.1). In a 1996 interview, Wheeler [458] stated that Jacob Bekenstein (then his PhD student) coined that phrase. The conjecture made most of its way in becoming a theorem in 1972 when Stephen Hawking [237] established the first version of the strong rigidity theorem (Property 5.25). Indeed the latter basically states that all stationary black holes are necessarily axisymmetric and a year before, Brandon Carter [82] had shown that all axisymmetric stationary and 4-dimensional black holes belong either to the Kerr family or to a disconnected 2-parameter family, the latter possibility being eventually excluded by David Robinson in 1975 [391] (cf. the historical note on p. 173). The no-hair theorem has been strengthened in the following years by making explicit and/or relaxing certain hypotheses (cf. the historical notes on p. 168, 172 and 173). A critical review of the theorem as of 1994, distinguishing the folklore around it from what has been mathematically established, has been performed by Piotr Chruściel [102]. Further details about the theorem history can be found in the accounts by Carter [92] and Robinson [393].

### 5.6.4 To go further

See Heusler's textbook (1996) [250] and the review articles by Chruściel, Lopes Costa \& Heusler (2012) [110], Hollands \& Ishibashi (2012) [255] and Ionescu \& Klainerman (2015) [259].
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### 6.1 Introduction

After having discussed stationary black holes in Chap. 5, we examine here the simplest of them: the Schwarzschild black hole. Let us recall that the prime importance of this object in general relativity stems from Israel uniqueness theorem (Property 5.33, Sec. 5.6), which states that any static black hole in an asymptotically flat 4-dimensional vacuum spacetime ruled by general relativity must be a Schwarzschild black hole.

In this chapter, we derive the Schwarzschild metric as a solution of the Einstein equation, possibly with a non-vanishing cosmological constant $\Lambda$ (Sec. 6.2); we then focus on the case $\Lambda=0$ (the true Schwarzschild solution) and explore it by means of the Eddington-Finkelstein coordinates, which have the advantage to be regular on the horizon (Sec. 6.3). Finally, in Sec. 6.4, we check formally that the Schwarzschild spacetime has a region that obeys the general definition of a black hole given in Sec. 4.4.2. The maximal extension of the Schwarzschild spacetime and its bifurcate Killing horizon is discussed Chap. 9, after two chapters (Chap. 7 and 8) devoted to the timelike and null geodesics in Schwarzschild spacetime.

### 6.2 The Schwarzschild-(anti-)de Sitter solution

### 6.2.1 Vacuum Einstein equation with a cosmological constant

Let us search for a static and spherically symmetric solution of the Einstein equation (1.43) in a vacuum 4-dimensional spacetime $(\mathscr{M}, \boldsymbol{g})$ with some arbitrary cosmological constant $\Lambda$. For
$n=4$, Eq. (1.43) becomes

$$
\begin{equation*}
\boldsymbol{R}=\Lambda \boldsymbol{g} . \tag{6.1}
\end{equation*}
$$

An equivalent form is obtained by setting $\boldsymbol{T}=0$ in the original Einstein equation (1.40):

$$
\begin{equation*}
\boldsymbol{R}+\left(\Lambda-\frac{1}{2} R\right) \boldsymbol{g}=0 \tag{6.2}
\end{equation*}
$$

### 6.2.2 Static and spherically symmetric metric

Let us assume that the spacetime $(\mathscr{M}, \boldsymbol{g})$ is static, in the sense defined in Sec. 5.2.1: the translation group $(\mathbb{R},+)$ is a isometry group of $(\mathscr{M}, \boldsymbol{g})$ (cf. Sec. 3.3.1), with orbits that are timelike, at least near some conformal boundary (stationarity property) and hypersurfaceorthogonal (staticity property). Let us denote by $\boldsymbol{\xi}$ the associated Killing vector field (unique up to some constant rescaling), i.e. the generator of the isometry group $(\mathbb{R},+)$ (cf. Sec. 3.3.1).

We may foliate $\mathscr{M}$ by a 1-parameter family of hypersurfaces $\left(\Sigma_{t}\right)_{t \in \mathbb{R}}$, such that $\boldsymbol{\xi}$ is normal to all $\Sigma_{t}$ 's and $t$ is a parameter associated to $\xi$ :

$$
\begin{equation*}
\boldsymbol{\xi}(t)=1 \tag{6.3}
\end{equation*}
$$

or equivalently, $\langle\mathbf{d} t, \boldsymbol{\xi}\rangle=1$ [cf. Eq. (5.4)].
In addition to being static, we assume that $(\mathscr{M}, \boldsymbol{g})$ is spherically symmetric, i.e. that it is invariant under the action of the rotation group $\mathrm{SO}(3)$, whose orbits are spacelike 2 -spheres (cf. Sec. 3.3.1). Let $\mathscr{S}$ be some generic 2 -sphere orbit. The static Killing vector field $\boldsymbol{\xi}$ must be orthogonal to $\mathscr{S}$, otherwise the orthogonal projection of $\boldsymbol{\xi}$ onto $\mathscr{S}$ would define some privileged direction on $\mathscr{S}$, which is incompatible with spherical symmetry. The orthogonality of $\boldsymbol{\xi}$ and $\mathscr{S}$ implies that $\mathscr{S} \subset \Sigma_{t}$. Let $\left(x^{a}\right)=(\theta, \varphi)$ be spherical coordinates on $\mathscr{S}$. The (Riemannian) metric $\boldsymbol{q}$ induced by $\boldsymbol{g}$ on $\mathscr{S}$ is given by

$$
\begin{equation*}
\boldsymbol{q}=r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) . \tag{6.4}
\end{equation*}
$$

The positive coefficient $r^{2}$ in front of the standard spherical element must be constant over $\mathscr{S}$, by virtue of spherical symmetry. The area of $\mathscr{S}$ is then $A=4 \pi r^{2}$. For this reason, $r$ is called the areal radius of $\mathscr{S}$. Letting $\mathscr{S}$ vary, $r$ can be considered as a scalar field on $\mathscr{M}$. If $\mathbf{d} r \neq 0$, we may use it as a coordinate ${ }^{1}$. Since $\mathscr{S} \subset \Sigma_{t},(r, \theta, \varphi)$ is a coordinate system on each hypersurface $\Sigma_{t}$. The set $(t, r, \theta, \varphi)$, where $t$ is adapted to $\boldsymbol{\xi}$ thanks to (6.3), is then a spacetime coordinate system and, by construction, the expression of the metric tensor with respect to this system is

$$
\begin{equation*}
\boldsymbol{g}=-A(r) \mathbf{d} t^{2}+B(r) \mathbf{d} r^{2}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) . \tag{6.5}
\end{equation*}
$$

Note that this is a special case of the general static metric element (5.5) and that Eq. (5.4) holds:

$$
\begin{equation*}
\boldsymbol{\xi}=\partial_{t} \tag{6.6}
\end{equation*}
$$

[^54]In particular, $g_{t t}=-A(r)$ and $g_{r r}=B(r)$ do not depend on $t$ as a result of the spacetime stationarity, while $g_{t r}=g_{t \theta}=g_{t \varphi}=0$ expresses the orthogonality of $\boldsymbol{\xi}$ and $\Sigma_{t}$, i.e. the spacetime staticity. The coordinates $(t, r, \theta, \varphi)$ are called areal coordinates, reflecting the fact that $r$ is the areal radius.

### 6.2.3 Solving the Einstein equation

The Christoffel symbols of the metric (6.5) with respect to the areal coordinates are (cf. Sec. D.4.2 for the computation):

$$
\begin{align*}
& \Gamma^{t}{ }_{t r}=\Gamma^{t}{ }_{r t}=\frac{1}{2 A} \frac{\mathrm{~d} A}{\mathrm{~d} r} \quad \Gamma_{t t}^{r}=\frac{1}{2 B} \frac{\mathrm{~d} A}{\mathrm{~d} r} \quad \Gamma_{r r}^{r}=\frac{1}{2 B} \frac{\mathrm{~d} B}{\mathrm{~d} r} \quad \Gamma^{r}{ }_{\theta \theta}=-\frac{r}{B} \\
& \Gamma^{r}{ }_{\varphi \varphi}=-\frac{r \sin ^{2} \theta}{B} \quad \Gamma^{\theta}{ }_{r \theta}=\Gamma^{\theta}{ }_{\theta r}=\frac{1}{r} \quad \Gamma_{\varphi \varphi}^{\theta}{ }_{\varphi \varphi}=-\sin \theta \cos \theta  \tag{6.7}\\
& \Gamma^{\varphi}{ }_{r \varphi}=\Gamma^{\varphi}{ }_{\varphi r}=\frac{1}{r} \quad \Gamma_{\theta \varphi}^{\varphi}=\Gamma^{\varphi}{ }_{\varphi \theta}=\frac{1}{\tan \theta},
\end{align*}
$$

the Christoffel symbols not listed above being zero.
The $t t$ component of the Einstein equation (6.2) leads to (cf. Sec. D.4.2 for the computation)

$$
\begin{equation*}
r \frac{\mathrm{~d} B}{\mathrm{~d} r}-B+\left(1-\Lambda r^{2}\right) B^{2}=0 \tag{6.8}
\end{equation*}
$$

while the $r r$ component leads to

$$
\begin{equation*}
r \frac{\mathrm{~d} A}{\mathrm{~d} r}+A-\left(1-\Lambda r^{2}\right) A B=0 \tag{6.9}
\end{equation*}
$$

Finally, the $\theta \theta$ and $\varphi \varphi$ components lead to the same equation:

$$
\begin{equation*}
2 \frac{\mathrm{~d}^{2} A}{\mathrm{~d} r^{2}}+\frac{2}{r} \frac{\mathrm{~d} A}{\mathrm{~d} r}-\frac{1}{B}\left(\frac{\mathrm{~d} A}{\mathrm{~d} r}+\frac{2 A}{r}\right) \frac{\mathrm{d} B}{\mathrm{~d} r}-\frac{1}{A}\left(\frac{\mathrm{~d} A}{\mathrm{~d} r}\right)^{2}+4 \Lambda A B=0 . \tag{6.10}
\end{equation*}
$$

All the other components of the Einstein equation (6.2) are identically zero.
Adding Eq. (6.8) multiplied by $A$ to Eq. (6.9) multiplied by $B$ yields

$$
B \frac{\mathrm{~d} A}{\mathrm{~d} r}+A \frac{\mathrm{~d} B}{\mathrm{~d} r}=\frac{\mathrm{d}}{\mathrm{~d} r}(A B)=0
$$

The solution of this equation is obviously $A(r) B(r)=C$, where $C$ is a constant. Without any loss of generality, we may choose $C=1$. Indeed, substituting $C / B(r)$ for $A(r)$ in Eq. (6.5) results in

$$
\boldsymbol{g}=-\frac{C}{B(r)} \mathbf{d} t^{2}+B(r) \mathbf{d} r^{2}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)
$$

Assuming $C>0$, the change of variable $t^{\prime}=\sqrt{C} t$, which is equivalent to changing the stationary Killing vector from $\boldsymbol{\xi}$ to $\boldsymbol{\xi}^{\prime}=1 / \sqrt{C} \boldsymbol{\xi}$, yields

$$
\boldsymbol{g}=-\frac{1}{B(r)} \mathbf{d} t^{\prime 2}+B(r) \mathbf{d} r^{2}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)
$$

which is exactly the solution corresponding to $C=1$. Hence from now on, we set $C=1$, i.e.

$$
\begin{equation*}
B(r)=\frac{1}{A(r)} \tag{6.11}
\end{equation*}
$$

Substituting this expression in Eq. (6.9) yields an ordinary differential equation for $A(r)$ :

$$
r \frac{\mathrm{~d} A}{\mathrm{~d} r}+A-1+\Lambda r^{2}=0
$$

the solution of which is

$$
\begin{equation*}
A(r)=1-\frac{2 m}{r}-\frac{\Lambda}{3} r^{2} \tag{6.12}
\end{equation*}
$$

where $m$ is a constant. The general static and spherically symmetric solution of the vacuum Einstein equation (6.1) is therefore

$$
\begin{equation*}
\boldsymbol{g}=-\left(1-\frac{2 m}{r}-\frac{\Lambda}{3} r^{2}\right) \mathbf{d} t^{2}+\left(1-\frac{2 m}{r}-\frac{\Lambda}{3} r^{2}\right)^{-1} \mathbf{d} r^{2}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) . \tag{6.13}
\end{equation*}
$$

It is called the Kottler metric (cf. the historical note below). The Schwarzschild metric is the particular case $\Lambda=0$. If $\Lambda>0$, (6.13) is called the Schwarzschild-de Sitter metric, often abridged as $\boldsymbol{S c h} w a r z s c h i l d-\boldsymbol{d S}$ metric, while if $\Lambda<0$, it is called the $\boldsymbol{S c h}$ warzschild-anti-de Sitter metric, often abridged as Schwarzschild-AdS metric.

In the rest of this chapter, we will focus on the Schwarzschild metric, i.e. on the version $\Lambda=0$ of Eq. (6.13):

$$
\begin{equation*}
\boldsymbol{g}=-\left(1-\frac{2 m}{r}\right) \mathbf{d} t^{2}+\left(1-\frac{2 m}{r}\right)^{-1} \mathbf{d} r^{2}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{6.14}
\end{equation*}
$$

The areal coordinates $(t, r, \theta, \varphi)$ are then called the Schwarzschild-Droste coordinates ${ }^{2}$.
Since $A(r)=1-2 m / r$ and $B(r)=(1-2 m / r)^{-1}$ for the Schwarzschild metric, the non-vanishing Christoffel symbols (6.7) become ${ }^{3}$

$$
\begin{align*}
& \Gamma_{t r}^{t}=\Gamma^{t}{ }_{r t}=\frac{m}{r(r-2 m)} \quad \Gamma_{t t}^{r}=\frac{m(r-2 m)}{r^{3}} \quad \Gamma^{r}{ }_{r r}=-\frac{m}{r(r-2 m)} \\
& \Gamma^{r}{ }_{\theta \theta}=2 m-r \quad \Gamma^{r}{ }_{\varphi \varphi}=(2 m-r) \sin ^{2} \theta \quad \Gamma^{\theta}{ }_{r \theta}=\Gamma^{\theta}{ }_{\theta r}=\frac{1}{r}  \tag{6.15}\\
& \Gamma^{\theta}{ }_{\varphi \varphi}=-\sin \theta \cos \theta \quad \Gamma_{r \varphi}^{\varphi}=\Gamma_{\varphi r}^{\varphi}=\frac{1}{r} \quad \Gamma^{\varphi}{ }_{\theta \varphi}=\Gamma_{\varphi \theta}^{\varphi}=\frac{1}{\tan \theta} .
\end{align*}
$$

[^55]
### 6.2.4 The mass parameter

The Schwarzschild metric (6.14) depends on a single parameter: $m$. This parameter has a direct physical interpretation: it is the gravitational mass (or simply mass) that is felt by an observer located at large values of $r$. Indeed, we will see in Chap. 7 that an observer on a circular orbit at a large value of $r$ has an orbital period $T$ obeying Kepler's third law: $T^{2}=4 \pi^{2} r^{3} / m$. Without waiting for Chap. 7, we may notice that for $r \gg|m|$, the metric (6.14) takes the standard weak-field form (see e.g. [76, 331]):

$$
\begin{equation*}
\boldsymbol{g} \simeq-(1+2 \Phi(r)) \mathbf{d} t^{2}+(1-2 \Phi(r)) \mathbf{d} r^{2}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right), \tag{6.16}
\end{equation*}
$$

where $\Phi(r):=-m / r$ is the Newtonian gravitational potential outside a spherically symmetric body of mass $m$.

Another argument for identifying $m$ with a mass is provided by Example 3 of Sec. 5.3.3, where it has been shown that $m$ is nothing but the Komar mass associated with the stationarity of Schwarzschild spacetime.

Historical note : The Schwarzschild metric (6.14) is actually the first non-trivial (i.e. different from Minkowski metric) exact solution of the Einstein equation ever found. It has been obtained by the astrophysicist Karl Schwarzschild in the end of 1915 [401], only a few weeks after the publication of the articles funding general relativity by Albert Einstein. It is also quite remarkable that Schwarzschild found the solution while serving in the German army at the Russian front. Unfortunately, he died from a rare skin disease a few months later. The way Schwarzschild proceeded was quite different from that exposed above: instead of the coordinates $(t, r, \theta, \varphi)$ named today after him, he used the coordinates $\left(t, x^{1}, x^{2}, \varphi\right)$ where $x^{1}=r_{*}^{3} / 3$, with $r_{*}^{3}=r^{3}-8 m^{3}$, and $x^{2}=-\cos \theta$. Such a choice was made to enforce $\operatorname{det}\left(g_{\alpha \beta}\right)=-1$, a condition prescribed by Einstein in an early version of general relativity, which had been presented on 18 November 1915 and on which Schwarzschild was working. Only in the final version, published on 25 November 1915, did Einstein relax the condition $\operatorname{det}\left(g_{\alpha \beta}\right)=-1$, allowing for full covariance. Schwarzschild however exhibited the famous metric (6.14), via what he called the "auxiliary quantity" $r=\left(r_{*}^{3}+8 m^{3}\right)^{1 / 3}$. For him, the "center", namely the location of the "point mass" generating the field, was at $r_{*}=0$, i.e. at $r=2 m$. Independently of Schwarzschild, Johannes Droste, then PhD student of Hendrik Lorentz, arrived at the solution (6.14) in May 1916 [159]. Contrary to Schwarzschild, Droste performed the computation with a spherical coordinate system, $(t, \bar{r}, \theta, \varphi)$, yet distinct from the standard "Schwarzschild-Droste" coordinates $(t, r, \theta, \varphi)$ by the fact that the radial coordinate $\bar{r}$ was not chosen to be the areal radius, but instead a coordinate for which $g_{\bar{r} \bar{r}}=1$. At the end, by a change of variable, Droste exhibited the metric (6.14). The generalization to a non-vanishing cosmological constant, i.e. Eq. (6.13), has been obtained by Friedrich Kottler in 1918 [288] and, independently, by Hermann Weyl in 1919 [457]. We refer to Eisenstaedt's article [163] for a detailed account of the early history of the Schwarzschild solution.

### 6.2.5 The Schwarzschild-Droste domain

We immediately notice on (6.14) that the metric components are singular at $r=0$ and $r=2 \mathrm{~m}$. Accordingly, the Schwarzschild-Droste coordinates $(t, r, \theta, \varphi)$ cover the following subset of $\mathscr{M}$,
which we call the Schwarzschild-Droste domain:

$$
\begin{align*}
\mathscr{M}_{\mathrm{SD}} & :=\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\mathrm{II}},  \tag{6.17a}\\
\mathscr{M}_{\mathrm{I}} & :=\mathbb{R} \times(2 m,+\infty) \times \mathbb{S}^{2},  \tag{6.17b}\\
\mathscr{M}_{\mathrm{II}} & :=\mathbb{R} \times(0,2 m) \times \mathbb{S}^{2}, \tag{6.17c}
\end{align*}
$$

with the coordinate $t$ spanning $\mathbb{R}$, the coordinate $r$ spanning $(2 m,+\infty)$ on $\mathscr{M}_{\mathrm{I}}$ and $(0,2 m)$ on $\mathscr{M}_{\text {II }}$, and the coordinates $(\theta, \varphi)$ constituting a standard spherical chart of $\mathbb{S}^{2}$. Note that $\mathscr{M}_{\text {SD }}$ is a disconnected open subset of the full spacetime manifold $\mathscr{M}$ (to be specified later), whose connected components are $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\mathrm{II}}$.
Remark 1: To cover entirely $\mathbb{S}^{2}$ in a regular way, one needs a second chart, in addition to $(\theta, \varphi)$; this is related to the standard singularities of spherical coordinates at $\theta=0$ and $\theta=\pi$. It is fully understood that the metric $\boldsymbol{g}$, as expressed by (6.14), is fully regular on $\mathbb{S}^{2}$. The fact that $\operatorname{det}\left(g_{\alpha \beta}\right)=-r^{2} \sin ^{2} \theta$ is zero at $\theta=0$ and $\theta=\pi$ reflects merely the coordinate singularity of the $(\theta, \varphi)$ chart there. We shall not discuss this coordinate singularity any further.

The boundary value $r_{\mathrm{S}}:=2 m$ of $r$ between $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\text {II }}$ is conventionaly called the Schwarzschild radius. A more appropriate name would have been the Schwarzschild areal radius, for $r$ does not describe a radius (in the sense of a distance from some "origin") but rather an area, as discussed in Sec. 6.2.2.

Immediate properties of the Schwarzschild-Droste domain are:

## Property 6.1: the Schwarzschild exterior $\mathscr{M}_{\mathrm{I}}$

Region $\left(\mathscr{M}_{\mathrm{I}}, \boldsymbol{g}\right)$ is strictly static, in the sense defined in Sec. 5.2.1: the Killing vector $\boldsymbol{\xi}=\boldsymbol{\partial}_{t}$ is timelike on all $\mathscr{M}_{\mathrm{I}}$ and is orthogonal to the hypersurfaces $t=$ const. Moreover, $\left(\mathscr{M}_{\mathrm{I}}, \boldsymbol{g}\right)$ is asymptotically flat: the metric $\boldsymbol{g}$ tends to Minkowski metric when $r \rightarrow+\infty$.

Proof. From expression (6.14), we see that $g_{t t}<0$ for $r>2 m$. Since $g_{t t}=\boldsymbol{g}\left(\boldsymbol{\partial}_{t}, \boldsymbol{\partial}_{t}\right)$, this implies that $\partial_{t}$ is timelike. Moreover $\partial_{t}$ is orthogonal to any hypersurface $\Sigma_{t}$ defined by a constant value of $t$, since we read on (6.14) that $\boldsymbol{g}\left(\boldsymbol{\partial}_{t}, \boldsymbol{\partial}_{i}\right)=g_{t i}=0$ for $i \in\{1,2,3\}$ and by definition, the vectors $\left(\boldsymbol{\partial}_{i}\right)=\left(\boldsymbol{\partial}_{r}, \boldsymbol{\partial}_{\theta}, \boldsymbol{\partial}_{\varphi}\right)$ form a basis of the tangent planes to $\Sigma_{t}$. Finally, for $r \rightarrow+\infty$, all the metric components given by (6.14) tend to those of the Minkowksi metric (4.3) [see also Eq. (6.16)].

## Property 6.2: the Schwarzschild interior $\mathscr{M}_{\text {II }}$

In region $\mathscr{M}_{\mathrm{II}}$, the Killing vector $\boldsymbol{\xi}=\boldsymbol{\partial}_{t}$ is spacelike. It follows that $\left(\mathscr{M}_{\mathrm{II}}, \boldsymbol{g}\right)$ is not static: the translation group $(\mathbb{R},+)$ is still an isometry group of $\left(\mathscr{M}_{\mathrm{II}}, \boldsymbol{g}\right)$, but its orbits are spacelike curves (cf. Sec. 5.2.1). Besides, in $\mathscr{M}_{\mathrm{II}}, t$ is a spacelike coordinate (i.e. the hypersurfaces $t=$ const are timelike, cf. Sec. A.3.2) and $r$ is a timelike one (i.e. the hypersurfaces $r=$ const are spacelike).

Proof. We see from (6.14) that $g_{t t}>0$ for $r<2 m$, which implies that $\partial_{t}$ is spacelike there. Moreover, we have $g^{t t}>0$ and $g^{r r}<0$ in $\mathscr{M}_{\mathrm{II}}$, which, according to the criterion (A.56), implies that $t$ is a spacelike coordinate and $r$ a timelike one.

Remark 2: In the region $\mathscr{M}_{\mathrm{II}}, g_{r r}<0$, so that the metric $\boldsymbol{g}$ keeps a Lorentzian signature, as it should!
Remark 3: As a consequence of Property 6.2 and of the diagonal character of the metric components (6.14), the axes of the light cones are horizontal lines for $r<2 m$ in Fig. 6.1 below.

### 6.3 Radial null geodesics and Eddington-Finkelstein coordinates

### 6.3.1 Radial null geodesics

Let us search for the null geodesics of the Schwarzschild metric (6.14) that are radial, i.e. along which $\theta=$ const and $\varphi=$ const. They are found by setting $\mathrm{d} \theta=0$ and $\mathrm{d} \varphi=0$ in the line element (1.3) and searching for $\mathrm{d} s^{2}=g_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}=0$, with the $g_{\mu \nu}$ 's read on (6.14):

$$
\begin{equation*}
\mathrm{d} s^{2}=0 \Longleftrightarrow \mathrm{~d} t^{2}=\frac{\mathrm{d} r^{2}}{\left(1-\frac{2 m}{r}\right)^{2}} \tag{6.18}
\end{equation*}
$$

Hence the radial null geodesics are governed by

$$
\begin{equation*}
\mathrm{d} t= \pm \frac{\mathrm{d} r}{1-\frac{2 m}{r}} \tag{6.19}
\end{equation*}
$$

This equation is easily integrated:

$$
\begin{equation*}
t= \pm\left(r+2 m \ln \left|\frac{r}{2 m}-1\right|\right)+\text { const. } \tag{6.20}
\end{equation*}
$$

We have thus two families of curves, one for each choice of the sign $\pm$ :

- the outgoing radial null geodesics $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}$, whose equation is

$$
\begin{equation*}
\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}: \quad t=r+2 m \ln \left|\frac{r}{2 m}-1\right|+u \text {, } \tag{6.21}
\end{equation*}
$$

where $u \in \mathbb{R}$ is a constant along $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}$;

- the ingoing radial null geodesics $\mathscr{L}_{(v, \theta, \varphi)}^{\text {in }}$, whose equation is

$$
\begin{equation*}
\mathscr{L}_{(v, \theta, \varphi)}^{\text {in }}: \quad t=-r-2 m \ln \left|\frac{r}{2 m}-1\right|+v, \tag{6.22}
\end{equation*}
$$

where $v \in \mathbb{R}$ is a constant along $\mathscr{L}_{(v, \theta, \varphi)}^{\text {in }}$.


Figure 6.1: Radial null geodesics of Schwarzschild spacetime, plotted in terms of Schwarzschild-Droste coordinates $(t, r)$ : the solid (resp. dashed) lines correspond to outgoing (resp. ingoing) geodesics $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}$ (resp. $\mathscr{L}_{(v, \theta, \varphi)}^{\operatorname{in}}$ ), as given by Eq. (6.21) (resp. Eq. (6.22)). The interiors of some future light cones are depicted in yellow.

Note that along a given outgoing radial null geodesic, $(u, \theta, \varphi)$ are constant and that two outgoing radial null geodesics that have distinct $(u, \theta, \varphi)$ are distinct. We can thus use the triplet $(u, \theta, \varphi)$ to label the outgoing radial null geodesics, leading to the notation $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}$. Moreover, the family ( $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}$ ), with $u \in \mathbb{R}, \theta \in[0, \pi]$ and $\varphi \in[0,2 \pi)$, forms a congruence: there is one, and only one, such curve through every point of $\mathscr{M}_{\mathrm{SD}}$. Similar considerations apply to the ingoing radial null geodesics $\mathscr{L}_{(v, t, \varphi)}^{\text {in }}$.

By introducing the tortoise coordinate

$$
\begin{equation*}
r_{*}:=r+2 m \ln \left|\frac{r}{2 m}-1\right|, \tag{6.23}
\end{equation*}
$$

one may rewrite Eqs. (6.21)-(6.22) as respectively

$$
\begin{array}{ll}
\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}: & t=r_{*}+u \\
\mathscr{L}_{(v, \theta, \varphi)}^{\text {in }}: & t=-r_{*}+v . \tag{6.25}
\end{array}
$$

The parameter $u$ appears then as a retarded time: $u=t-r_{*}$ and $v$ as an advanced time: $v=t+r_{*}$.

Strictly speaking, we have found radial null curves only, i.e. solutions of Eq. (6.18). Since not all null curves are null geodesics ${ }^{4}$, there remains to prove that the curves defined by (6.21)

[^56]and (6.22) obey the geodesic equation [Eq. (B.10) in Appendix B]:
\[

$$
\begin{equation*}
\frac{\mathrm{d}^{2} x^{\alpha}}{\mathrm{d} \lambda^{2}}+\Gamma^{\alpha}{ }_{\mu \nu} \frac{\mathrm{d} x^{\mu}}{\mathrm{d} \lambda} \frac{\mathrm{~d} x^{\nu}}{\mathrm{d} \lambda}=0, \tag{6.26}
\end{equation*}
$$

\]

where $\lambda$ is an affine parameter (cf. Sec. B.2.1). Let us check that (6.26) is satisfied by choosing $\lambda=r$. For the curves defined by (6.21), we have

$$
\left(x^{\alpha}(r)\right)=\left(r+2 m \ln \left|\frac{r}{2 m}-1\right|+u, r, \theta, \varphi\right) .
$$

Hence

$$
\left(\frac{\mathrm{d} x^{\alpha}}{\mathrm{d} r}\right)=\left(\frac{r}{r-2 m}, 1,0,0\right) \quad \text { and } \quad\left(\frac{\mathrm{d}^{2} x^{\alpha}}{\mathrm{d} r^{2}}\right)=\left(-\frac{2 m}{(r-2 m)^{2}}, 0,0,0\right) .
$$

Given the Christoffel symbols (6.15), it is then a simple exercise to show that Eq. (6.26) is satisfied. The same property holds for the family (6.22). Hence we conclude

## Property 6.3: radial null geodesics

The radial null geodesics in the Schwarzschild-Droste domain form two congruences, $\left(\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}\right)$ and $\left(\mathscr{L}_{(v, \theta, \varphi)}^{\text {in }}\right)$, obeying Eqs. (6.21)-(6.22). Moreover, the areal radius $r$ is an affine parameter along them.

The two congruences of radial null geodesics are depicted in Fig. 6.1. The singularity of Schwarzschild-Droste coordinates at the Schwarzschild radius $r=2 m$ appears clearly on this figure.
Remark 1: Despite their name, geodesics of the outgoing family $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}$ are actually ingoing in the region $r<2 m$, in the sense that $r$ is decreasing along them when moving towards the future. Indeed, as noticed in Sec. 6.2.5, for $r<2 m, \boldsymbol{\partial}_{r}$ is a timelike vector and we shall see in Sec. 6.3.6 that $-\boldsymbol{\partial}_{r}$ is oriented towards the future (cf. the "tilted" light cone in Fig. 6.1).

### 6.3.2 Eddington-Finkelstein coordinates

The parameter $v$ is one of the three parameters labelling the ingoing radial null geodesics $\mathscr{L}_{(v, \theta, \varphi)}^{\text {in }}$. Let us promote it to a spacetime coordinate, instead of $t$, i.e. let us consider the coordinate system $(v, r, \theta, \varphi)$ that is related to the Schwarzschild-Droste coordinates $(t, r, \theta, \varphi)$ by Eq. (6.22):

$$
\begin{equation*}
v=t+r+2 m \ln \left|\frac{r}{2 m}-1\right| . \tag{6.27}
\end{equation*}
$$

By differentiation, it follows immediately that

$$
\begin{equation*}
\mathbf{d} t=\mathbf{d} v-\frac{\mathbf{d} r}{1-2 m / r}, \tag{6.28}
\end{equation*}
$$

the tensor square of which is

$$
\mathbf{d} t^{2}=\mathbf{d} v^{2}-\frac{2}{1-2 m / r} \mathbf{d} v \mathbf{d} r+\frac{1}{(1-2 m / r)^{2}} \mathbf{d} r^{2}
$$

Substituting this expression for $\mathrm{d} t^{2}$ in Eq. (6.14) yields the metric components with respect to the coordinates $\left(x^{\hat{\alpha}}\right):=(v, r, \theta, \varphi)$ :

$$
\begin{equation*}
\boldsymbol{g}=-\left(1-\frac{2 m}{r}\right) \mathbf{d} v^{2}+2 \mathbf{d} v \mathbf{d} r+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) . \tag{6.29}
\end{equation*}
$$

The coordinates $\left(x^{\hat{\alpha}}\right)=(v, r, \theta, \varphi)$ are called the null ingoing Eddington-Finkelstein (NIEF) coordinates. The qualifier null stems from the fact that $v$ is a null coordinate, i.e. the level sets $v=$ const are null hypersurfaces (cf. Sec. A.3.2). This can be seen from $g^{v v}=0$ [cf. Eq. (A.56)].

To deal with a timelike coordinate instead of a null one, let us set

$$
\begin{equation*}
\tilde{t}:=v-r \Longleftrightarrow v=\tilde{t}+r \tag{6.30}
\end{equation*}
$$

and define the ingoing Eddington-Finkelstein (IEF) coordinates to be

$$
\begin{equation*}
\left(x^{\tilde{\alpha}}\right):=(\tilde{t}, r, \theta, \varphi) . \tag{6.31}
\end{equation*}
$$

Remark 2: From (6.30), $v$ appears as the "time" $\tilde{t}$ "advanced" by $r$, while from (6.25), $v$ is the "time" $t$ "advanced" by $r_{*}$.

The relation between the ingoing Eddington-Finkelstein coordinates $(\tilde{t}, r, \theta, \varphi)$ and the Schwarzschild-Droste ones $(t, r, \theta, \varphi)$ is obtained by combining Eqs. (6.27) and (6.30):

$$
\begin{equation*}
\tilde{t}=t+2 m \ln \left|\frac{r}{2 m}-1\right| \text {. } \tag{6.32}
\end{equation*}
$$

The hypersurfaces $t=$ const are plotted in Fig. 6.2, in terms of the IEF coordinates.
From (6.30), we have $\mathbf{d} v=\mathbf{d} \tilde{t}+\mathbf{d} r$. Substituting into (6.29) yields

$$
\begin{equation*}
\boldsymbol{g}=-\left(1-\frac{2 m}{r}\right) \mathbf{d} \tilde{t}^{2}+\frac{4 m}{r} \mathbf{d} \tilde{t} \mathbf{d} r+\left(1+\frac{2 m}{r}\right) \mathbf{d} r^{2}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) . \tag{6.33}
\end{equation*}
$$

To avoid any ambiguity, we shall denote by $\boldsymbol{\partial}_{\tilde{r}}$ the coordinate vector of the IEF frame and by $\boldsymbol{\partial}_{r}$ the coordinate vector of the Schwarzschild-Droste frame:

$$
\begin{equation*}
\boldsymbol{\partial}_{\tilde{r}}:=\left.\frac{\partial}{\partial r}\right|_{\tilde{t}, \theta, \varphi} \quad \text { and } \quad \boldsymbol{\partial}_{r}:=\left.\frac{\partial}{\partial r}\right|_{t, \theta, \varphi} \tag{6.34}
\end{equation*}
$$

The relation between the two vectors is given by the chain rule:

$$
\left.\frac{\partial}{\partial r}\right|_{\tilde{t}, \theta, \varphi}=\left.\frac{\partial}{\partial t}\right|_{r, \theta, \varphi} \underbrace{\left.\frac{\partial t}{\partial r}\right|_{\tilde{t}, \theta, \varphi}}_{\left(1-\frac{r}{2 m}\right)^{-1}}+\left.\frac{\partial}{\partial r}\right|_{t, \theta, \varphi} \underbrace{\left.\frac{\partial r}{\partial r}\right|_{\tilde{t}, \theta, \varphi}}_{1}+\left.\frac{\partial}{\partial \theta}\right|_{t, r, \varphi} \underbrace{\left.\frac{\partial \theta}{\partial r}\right|_{\tilde{t}, \theta, \varphi}}_{0}+\left.\frac{\partial}{\partial \varphi}\right|_{t, r, \theta} \underbrace{\left.\frac{\partial \varphi}{\partial r}\right|_{\tilde{t}, \theta, \varphi}}_{0},
$$



Figure 6.2: Hypersurfaces of constant Schwarzschild-Droste coordinate $t$, drawn in terms of the ingoing Eddington-Finkelstein coordinates $(\tilde{t}, r)$. Since the dimensions along $\theta$ and $\varphi$ are not represented, these 3dimensional surfaces appear as curves.
where (6.32) has been used to evaluate $\partial t /\left.\partial r\right|_{\tilde{t}, \theta, \varphi}$. Hence

$$
\begin{equation*}
\boldsymbol{\partial}_{\tilde{r}}=\boldsymbol{\partial}_{r}+\left(1-\frac{r}{2 m}\right)^{-1} \boldsymbol{\partial}_{t} . \tag{6.35}
\end{equation*}
$$

On the other hand, we deduce from (6.32) that

$$
\left.\frac{\partial}{\partial \tilde{t}}\right|_{r, \theta, \varphi}=\left.\frac{\partial}{\partial t}\right|_{r, \theta, \varphi}
$$

which implies:

$$
\begin{equation*}
\partial_{\tilde{t}}=\boldsymbol{\partial}_{t} \tag{6.36}
\end{equation*}
$$

In particular, the vector $\boldsymbol{\partial}_{\tilde{t}}$ of the IEF frame coincides with the Killing vector $\boldsymbol{\xi}$ :

$$
\begin{equation*}
\partial_{\tilde{t}}=\boldsymbol{\xi} \text {. } \tag{6.37}
\end{equation*}
$$

Remark 3: The result (6.37) is not surprising since the metric components (6.33) are independent from $\tilde{t}$. This implies that $\boldsymbol{\partial}_{\tilde{t}}$ is a Killing vector. $\tilde{t}$ being a timelike coordinate in $\mathscr{M}_{\mathrm{I}}$, it follows that $\boldsymbol{\partial}_{\tilde{t}}=\alpha \boldsymbol{\xi}$, where $\alpha$ is a constant. Since $\tilde{t} \sim t$ when $r \rightarrow+\infty$, we get $\alpha=1$.

Remark 4: In region $\mathscr{M}_{\mathrm{II}}$, the four vectors $\left(\boldsymbol{\partial}_{\tilde{t}}, \boldsymbol{\partial}_{\tilde{r}}, \boldsymbol{\partial}_{\theta}, \boldsymbol{\partial}_{\varphi}\right)$ are spacelike ${ }^{5}$. There is nothing wrong about that; in particular this does not contradict the signature $(-,+,+,+)$ of the metric. The latter is related to the type of the basis vectors only when the metric components take a diagonal form, which is not the case here, since $g_{\tilde{t} r} \neq 0$ [Eq. (6.33)]. All that is demanded to ( $\tilde{t}, r, \theta, \varphi$ ) for being (locally) a regular coordinate system is that $\left(\boldsymbol{\partial}_{\tilde{t}}, \boldsymbol{\partial}_{\tilde{r}}, \boldsymbol{\partial}_{\theta}, \boldsymbol{\partial}_{\varphi}\right)$ form a basis of the tangent space $T_{p} \mathscr{M}$ at each point $p$. This can be achieved with any causal type of the vectors $\left(\boldsymbol{\partial}_{\tilde{t}}, \boldsymbol{\partial}_{\tilde{r}}, \boldsymbol{\partial}_{\theta}, \boldsymbol{\partial}_{\varphi}\right)$.

Remark 5: The IEF expression (6.33) for the metric can be recast in the following remarkable form:

$$
\begin{equation*}
\boldsymbol{g}=\underbrace{-\mathbf{d} \tilde{t}^{2}+\mathbf{d} r^{2}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)}_{\boldsymbol{f}}+\frac{2 m}{r} \underbrace{(\mathbf{d} \tilde{t}+\mathbf{d} r)^{2}}_{\underline{\boldsymbol{k}} \otimes \underline{\boldsymbol{k}}} \tag{6.38}
\end{equation*}
$$

where the $f$ is the (flat) Minkowski metric (expressed above in terms of the spherical coordinates $(\tilde{t}, r, \theta, \varphi))$ and $\underline{\boldsymbol{k}}=-\mathbf{d}(\tilde{t}+r)=-\mathbf{d} v$. The 1 -form $\underline{\boldsymbol{k}}$ is dual to a vector $\boldsymbol{k}$, which is null, as it can be seen from $g_{\tilde{\mu} \tilde{\nu} \tilde{\nu}}^{k_{\tilde{\mu}}} k_{\tilde{\nu}}=0$. The latter property is easily deduced from $k_{\tilde{\mu}}=(-1,-1,0,0)$ and expression (6.40) for $g^{\tilde{\mu} \tilde{\nu}}$ below. A metric of the type (6.38) is said to be a Kerr-Schild metric; these peculiar metrics are discussed in Appendix C.

Historical note : Eddington-Finkelstein coordinates have been introduced by Arthur Eddington in 1924 [161]. More precisely, Eddington introduced the outgoing version of these coordinates, while we have focused above on the ingoing version. Indeed Eddington's Eq. (2) is $\tilde{t}=t-2 m \ln (r-m)$, which mainly differs from our Eq. (6.32) by the minus sign in front of the logarithm ${ }^{6}$, which means that Eddington's time coordinate is actually $\tilde{t}=u+r$, instead of $\tilde{t}=v-r$ (our Eq. (6.30)). Eddington used his transformation to get the Kerr-Schild form (6.38) of Schwarzschild metric, with $(\mathrm{d} \tilde{t}+\mathrm{d} r)^{2}$ replaced by $(\mathrm{d} \tilde{t}-\mathrm{d} r)^{2}$ due to the change ingoing $\leftrightarrow$ outgoing. For a modern reader, it is quite surprising that Eddington did not point out that the metric components w.r.t. $(\tilde{t}, r, \theta, \varphi)$ are regular at $r=2 m$. Actually the main purpose of Eddington's article [161] was elsewhere, in the comparison of general relativity to an alternative theory proposed in 1922 by the mathematician Alfred N. Whitehead (see e.g. [201]). Only in 1958 did David Finkelstein reintroduce the Eddington transformation and conclude that the Schwarzschild metric is analytic over the whole domain $r \in(0,+\infty)$ [177]. Meanwhile the regularity of Schwarzschild metric at $r=2 m$ had been proven by Georges Lemaitre in 1932 [310], via another coordinate system, which we shall introduce in Sec. 14.2 .6 (see also [165] for a detailed discussion), as well as by John Synge in 1950 [419], by means of yet another coordinate system (cf. the historical note on p. 290).

Remark 6: In the literature, the terminology Eddington-Finkelstein coordinates is often used for the coordinates $(v, r, \theta, \varphi)$ (or $(u, r, \theta, \varphi)$ ), i.e. for what we have called the null Eddington-Finkelstein coordinates, and the regularity of the metric tensor at $r=2 m$ is demonstrated by considering the components (6.29). However, neither Eddington [161] nor Finkelstein [177] considered this null version: they used coordinates ( $\tilde{t}, r, \theta, \varphi$ ) and they exhibited (the outgoing version of) the metric components (6.33). Hence our terminology is more faithful to history.
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### 6.3.3 The Schwarzschild horizon

Contrary to the Schwarzschild-Droste components (6.14), the metric components (6.33) are regular as $r \rightarrow 2 m$. Hence (6.33) defines a regular non-degenerate metric on the whole ingoing Eddington-Finkelstein domain

$$
\begin{equation*}
\mathscr{M}_{\mathrm{IEF}}:=\mathbb{R} \times(0,+\infty) \times \mathbb{S}^{2}, \tag{6.39}
\end{equation*}
$$

with the coordinate $\tilde{t}$ spanning $\mathbb{R}$, the coordinate $r$ spanning $(0,+\infty)$ and the coordinates $(\theta, \varphi)$ forming the standard spherical chart of $\mathbb{S}^{2}$. The components of the inverse metric with respect to the IEF coordinates are

$$
g^{\tilde{\alpha} \tilde{\beta}}=\left(\begin{array}{cccc}
-\left(1+\frac{2 m}{r}\right) & \frac{2 m}{r} & 0 & 0  \tag{6.40}\\
\frac{2 m}{r} & 1-\frac{2 m}{r} & 0 & 0 \\
0 & 0 & \frac{1}{r^{2}} & 0 \\
0 & 0 & 0 & \frac{1}{r^{2} \sin ^{2} \theta}
\end{array}\right) .
$$

In particular, the components $g^{\tilde{\alpha} \tilde{\beta}}$ are regular at $r=2 m$. Moreover we notice that $g^{\tilde{t} \tilde{t}}<0$ for all $r \in(0,+\infty)$. In view of the criterion (A.56), we may assert

## Property 6.4: Timelike character of the IEF coordinate $\tilde{t}$

The coordinate $\tilde{t}$ is timelike in all $\mathscr{M}_{\text {IEF }}$.

This is in contrast with the Schwarzschild-Droste coordinate $t$, which is timelike in $\mathscr{M}_{\mathrm{I}}$ but spacelike in $\mathscr{M}_{\text {II }}$ (Property 6.2).

The IEF domain is an extension of the Schwarzschild-Droste domain introduced in Sec. 6.2.5:

$$
\begin{equation*}
\mathscr{M}_{\mathrm{IEF}}=\mathscr{M}_{\mathrm{SD}} \cup \mathscr{H}=\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\mathrm{II}} \cup \mathscr{H}, \tag{6.41}
\end{equation*}
$$

where $\mathscr{H}$ is the subset of $\mathscr{M}_{\text {IEF }}$ defined by $r=2 m$. Note that $\mathscr{H}$ has the topology

$$
\begin{equation*}
\mathscr{H} \simeq \mathbb{R} \times \mathbb{S}^{2} \tag{6.42}
\end{equation*}
$$

and that $(\tilde{t}, \theta, \varphi)$ is a coordinate system on $\mathscr{H}$. Actually $\mathscr{H}$ is nothing but what has been called the Schwarzschild horizon in the examples of Chaps. 2 and 3. Indeed, the metric (6.33) is nothing but the metric (2.5) introduced in Example 3 of Chap. 2 (p. 27), up to the change of notation $\tilde{t} \leftrightarrow t$ (compare (2.6) and (6.40) as well). We have thus the fundamental result, the proof of which is given in Example 10 of Chap. 3 (p. 66):

## Property 6.5

The hypersurface $\mathscr{H}$ defined by $r=2 m$ is a Killing horizon, the null normal of which is $\boldsymbol{\xi}$.

In particular, $\mathscr{H}$ is a null hypersurface, whose null geodesic generators admit $\boldsymbol{\xi}=\boldsymbol{\partial}_{\tilde{t}}$ as tangent vector. It is a non-expanding horizon, whose area, as defined in Sec. 3.2.2, is (cf. Example 3 of Chap. 3, p. 57)

$$
\begin{equation*}
A=16 \pi m^{2} \tag{6.43}
\end{equation*}
$$

$\mathscr{H}$ is depicted in Fig. 2.7. We shall see in Sec. 6.4 that $\mathscr{H}$ is actually a black hole event horizon in Schwarzschild spacetime.
Historical note: The first author to recognize that the hypersurface $r=2 m$ in Schwarzschild spacetime is a one-way membrane, i.e. a horizon, is David Finkelstein in 1958 [177]. Amazingly, Finkelstein stressed rather $r=2 m$ as a white hole boundary in a time-reversed version of ( $\left.\mathscr{M}_{\mathrm{IEF}}, \boldsymbol{g}\right)$. In particular, he wrote "causal influences propagating into the "future" can cross the Schwarzschild surface only in an outward direction" (see also his Fig. 1). The reason is that Finkelstein considered the extension of the $\mathscr{M}_{\mathrm{I}}$ region to $r \leq 2 m$ constructed with the outgoing coordinate $\tilde{\tilde{t}}=t-2 m \ln (r /(2 m)-1)$ [his Eq. (2.3) in our notations] instead of $\tilde{t}$ as given by Eq. (6.32). However, he noticed that another extension of $\mathscr{M}_{\mathrm{I}}$ can be obtained by time inversion, corresponding to a "surface that is permeable inwards". As we shall see in Chap. 9, both black hole and white hole regions actually exist in the maximal extension of Schwarzschild spacetime.

### 6.3.4 Coordinate singularity vs. curvature singularity

The above considerations show that the divergence of the metric component $g_{r r}$ in (6.14) when $r \rightarrow 2 m$ reflects a pathology of Schwarzschild-Droste coordinates and not a singularity in the metric tensor $\boldsymbol{g}$ by itself: $\left(\mathscr{M}_{\mathrm{IEF}}, \boldsymbol{g}\right)$ is perfectly regular spacetime, including at the Schwarzschild radius $r=2 \mathrm{~m}$. The bad behaviour of Schwarzschild-Droste coordinates is obvious in Fig. 6.2: the hypersurfaces $t=$ const fail to provide a regular slicing of spacetime. This pathology is called a coordinate singularity, since it is intrinsic a given coordinate system (here the Schwarzschild-Droste one).

Another pathology appears in the metric components in both the Schwarzschild-Droste coordinates and the ingoing Eddington-Finkelstein ones: $g_{t t}$ and $\tilde{g}_{t \tilde{t}}$ diverge when $r \rightarrow 0$. This type of singularity cannot be removed by a coordinate transformation. Indeed, the Kretschmann scalar, defined as the following "square" of the Riemann curvature tensor

$$
\begin{equation*}
K:=R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma}, \tag{6.44}
\end{equation*}
$$

is (cf. Sec. D.4.3 for the computation)

$$
\begin{equation*}
K=\frac{48 m^{2}}{r^{6}} . \tag{6.45}
\end{equation*}
$$

Hence $K \rightarrow+\infty$ when $r \rightarrow 0$. Since $K$ is a scalar field, its value is independent of any coordinate system used to express it. Hence the divergence of $K$ reflects a pathology of the Riemann tensor per se: it is called a curvature singularity. Physically, this means that unbounded tidal forces are felt by any system approaching $r=0$. This interpretation holds because tidal forces correspond to the acceleration of the separation vector between neighboring timelike geodesics and that acceleration is governed by the Riemann tensor, via the geodesic deviation equation, cf. Property B. 22 (see Chap. 11 of MTW [331] for more details).


Figure 6.3: Radial null geodesics of Schwarzschild spacetime, plottved in terms of ingoing Eddington-Finkelstein coordinates $(\tilde{t}, r)$ : the solid (resp. dashed) lines correspond to outgoing (resp. ingoing) geodesics $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}$ (resp. $\left.\mathscr{L}_{(v, \theta, \varphi)}^{\text {in }}\right)$, as given by Eq. (6.51) (resp. Eq. (6.47)). The interiors of some future light cones are depicted in yellow. Note that the hypersurfaces of constant $\tilde{t}$ (horizontal lines) always lie outside the light cones, i.e. are spacelike, in agreement with $\tilde{t}$ being everywhere a timelike coordinate (Property 6.4). Similarly the hypersurfaces of constant $r$ (vertical lines) lie outside the light cones for $r<2 m$, in agreement with $r$ being a timelike coordinate in $\mathscr{M}_{\text {II }}$ (Property 6.2).

### 6.3.5 Radial null geodesics in terms of the Eddington-Finkelstein coordinates

Let us search directly for the radial null geodesics on the IEF domain $\mathscr{M}_{\text {IEF }}$ by looking for the radial null curves of the metric (6.33). The vanishing of the line element $\mathrm{d} s^{2}=\boldsymbol{g}(\mathrm{d} \boldsymbol{x}, \mathrm{d} \boldsymbol{x})$ for the radial displacement $\mathrm{d} \boldsymbol{x}=\mathrm{d} \tilde{t} \boldsymbol{\partial}_{\tilde{t}}+\mathrm{d} r \boldsymbol{\partial}_{\tilde{r}}$ leads to

$$
-\left(\frac{\mathrm{d} r}{\mathrm{~d} \tilde{t}}\right)^{2}+\frac{4 m}{r+2 m} \frac{\mathrm{~d} r}{\mathrm{~d} \tilde{t}}-\frac{r-2 m}{r+2 m}=0 .
$$

The two solutions of this quadratic equation in $\mathrm{d} r / \mathrm{d} \tilde{t}$ are

$$
\begin{equation*}
\frac{\mathrm{d} r}{\mathrm{~d} \tilde{t}}=\frac{ \pm r-2 m}{r+2 m} . \tag{6.46}
\end{equation*}
$$

## Ingoing radial null geodesics

Choosing - for $\pm$ in Eq. (6.46), we get $\mathrm{d} r / \mathrm{d} \tilde{t}=-1$, so that the integration is immediate and leads to the ingoing radial null geodesics:

$$
\begin{equation*}
\mathscr{L}_{(v, \theta, \varphi)}^{\mathrm{in}}: \quad \tilde{t}=-r+v, \quad(\theta, \varphi)=\text { const }, \tag{6.47}
\end{equation*}
$$

where the constant $v \in \mathbb{R}$ labels the null curve, along with $(\theta, \varphi)$. The simplicity of Eq. (6.47) reflects the construction of the IEF coordinates on the ingoing radial null geodesics. Note that in $\mathscr{M}_{\mathrm{SD}}$, Eq. (6.47) is equivalent to Eq. (6.22), given relation (6.32) between $\tilde{t}$ and $t$.

We have seen in Sec. 6.3.1 that $r$ is an affine parameter along $\mathscr{L}_{(v, \theta, \varphi)}^{\text {in }}$. It follows that $\lambda=-r$ is an affine parameter as well, in terms of which the equation of $\mathscr{L}_{(v, \theta, \varphi)}^{\text {in }}$ deduced from Eq. (6.47) is

$$
\tilde{t}(\lambda)=\lambda+v, \quad r(\lambda)=-\lambda, \quad \theta(\lambda)=\theta=\text { const }, \quad \varphi(\lambda)=\varphi=\text { const. }
$$

The tangent vector $\boldsymbol{k}$ associated with this parametrization of $\mathscr{L}_{(v, \theta, \varphi)}^{\text {in }}$ has components $k^{\alpha}=$ $\mathrm{d} x^{\alpha} / \mathrm{d} \lambda=(1,-1,0,0)$ with respect to the IEF coordinates. We have therefore

$$
\begin{equation*}
k=\partial_{\tilde{t}}-\partial_{\tilde{r}} . \tag{6.48}
\end{equation*}
$$

The IEF components of the 1 -form $\underline{\boldsymbol{k}}$ metric-dual to $\boldsymbol{k}$ are $k_{\alpha}=g_{\alpha \mu} k^{\mu}$ with $g_{\alpha \mu}$ given by Eq. (6.33). We get $k_{\alpha}=(-1,-1,0,0)$, hence $\underline{\boldsymbol{k}}=-\mathbf{d} \tilde{t}-\mathbf{d} r$, i.e.

$$
\begin{equation*}
\underline{\boldsymbol{k}}=-\mathbf{d} v . \tag{6.49}
\end{equation*}
$$

## Outgoing radial null geodesics

For $\pm$ equal to + in Eq. (6.46), we get

$$
\begin{equation*}
\frac{\mathrm{d} r}{\mathrm{~d} \tilde{t}}=\frac{r-2 m}{r+2 m} \tag{6.50}
\end{equation*}
$$

To proceed, we have to distinguish two cases. First, if $r \neq 2 m$, Eq. (6.50) can be rewritten as

$$
\mathrm{d} \tilde{t}=\frac{r+2 m}{r-2 m} \mathrm{~d} r=\left(1+\frac{4 m}{r-2 m}\right) \mathrm{d} r
$$

the integration of which leads to the outgoing radial null geodesics:

$$
\begin{equation*}
\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}: \quad \tilde{t}=r+4 m \ln \left|\frac{r}{2 m}-1\right|+u, \quad(\theta, \varphi)=\text { const }, \tag{6.51}
\end{equation*}
$$

where the integration constant $u \in \mathbb{R}$ labels the null curve, along with $(\theta, \varphi)$. Since $r \neq 2 m$, Eq. (6.51) regards $\mathscr{M}_{\mathrm{SD}}$ and we actually recover Eq. (6.21), given relation (6.32) between $\tilde{t}$ and $t$. On can easily show that a curve defined by (6.51) never crosses $\mathscr{H}$, i.e. it either lies entirely in $\mathscr{M}_{\text {I }}$ or lies entirely in $\mathscr{M}_{\text {II }}$ (cf. Fig. 6.3). We have thus two families of outgoing radial null geodesics, each labelled by $(u, \theta, \varphi): \mathscr{L}_{(u, \theta, \varphi)}^{\text {out, }, ~ i n ~} \mathscr{M}_{\mathrm{I}}$ and $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out,II }}$ in $\mathscr{M}_{\mathrm{II}}$.

Let us now consider the case $r=2 m$ in Eq. (6.50); the equation reduces then to $\mathrm{d} r / \mathrm{d} \tilde{t}=0$, so that the equation of the radial null curve is $r=$ const. The constant being necessarily $2 m$, we get the family of curves $\mathscr{L}_{(\theta, \varphi)}^{\text {out }, \mathscr{H}}$ defined by

$$
\begin{equation*}
\mathscr{L}_{(\theta, \varphi)}^{\text {out }, \mathscr{H}}: \quad r=2 m, \quad(\theta, \varphi)=\text { const. } \tag{6.52}
\end{equation*}
$$

These null curves, which form a family labelled by $(\theta, \varphi)$, are actually the null geodesic generators of the Killing horizon $\mathscr{H}$ (cf. Secs. 6.3.3 and 2.3.3). Indeed, it follows from Eq. (6.52)
that a tangent vector to them is $\boldsymbol{\partial}_{\tilde{t}}=\boldsymbol{\xi}$, which, for $r=2 m$, is the null normal of $\mathscr{H}$. The null geodesics $\mathscr{L}_{(\theta, \varphi)}^{\text {out, } \mathscr{H} \text { e }}$ had not been found in Sec. 6.3.1 for they don't belong to $\mathscr{M}_{\text {SD }}$. They extend the outgoing family $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}$ since they obey the same differential equation (6.50) as the geodesics $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}$. Moreover, they correspond to the limiting case $r=$ const separating the two subfamilies of outgoing geodesics: $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out,I }}$, which have $r$ increasing towards the future (and therefore are truely "outgoing") and $\mathscr{L}_{(u, \theta, \varphi, \varphi}^{\text {out,II }}$, which have $r$ decreasing towards the future (cf. Fig. 6.3).

Given that both $\mathscr{L}_{(\theta, \varphi)}^{\text {out, }, \mathscr{H}}$ and $\mathscr{L}_{(\theta, \varphi)}^{\text {out, } \mathscr{H}}$ obey the differential equation (6.50), the vector field tangent to them when parametrized by $\tilde{t}$ is $\hat{\boldsymbol{\ell}}:=\boldsymbol{\partial}_{\tilde{t}}+(r-2 m) /(r+2 m) \boldsymbol{\partial}_{\tilde{r}}$. For future convenience, we shall actually consider the vector field $\boldsymbol{\ell}:=(1 / 2+m / r) \hat{\ell}$; we have then by construction:

## Property 6.6: outgoing radial null vector field

The vector field

$$
\begin{equation*}
\ell=\frac{1}{2}\left[\left(1+\frac{2 m}{r}\right) \boldsymbol{\partial}_{\tilde{t}}+\left(1-\frac{2 m}{r}\right) \boldsymbol{\partial}_{\tilde{r}}\right] \tag{6.53}
\end{equation*}
$$

is a null regular vector field in all $\mathscr{M}_{\text {IEF }}$, which is tangent to the outgoing radial null geodesics $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out,I }}$ in $\mathscr{M}_{\mathrm{I}}$, to $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out,II }}$ in $\mathscr{M}_{\text {II }}$ and to $\mathscr{L}_{(\theta, \varphi)}^{\text {out, } \mathscr{H}}$ on $\mathscr{H}$.

Note that, on $\mathscr{H}, \boldsymbol{\ell} \stackrel{\mathscr{H}}{=} \boldsymbol{\partial}_{\tilde{t}}=\boldsymbol{\xi}$.

### 6.3.6 Time orientation of the spacetime manifold

From now on, we consider as Schwarzschild spacetime $(\mathscr{M}, \boldsymbol{g})$ the spacetime whose manifold is the largest one considered so far, i.e. the ingoing Eddington-Finkelstein domain:

$$
\begin{equation*}
\mathscr{M}:=\mathscr{M}_{\mathrm{IEF}}=\mathscr{M}_{\mathrm{I}} \cup \mathscr{H} \cup \mathscr{M}_{\mathrm{II}} . \tag{6.54}
\end{equation*}
$$

We have then $\mathscr{M}=\mathbb{R} \times(0,+\infty) \times \mathbb{S}^{2}$ [Eq. (6.39)]. Note that we shall extend this spacetime in Chap. 9.

The vector $\boldsymbol{k}$ defined by Eq. (6.48) is a nonzero null vector field defined on the whole manifold $\mathscr{M}$. It may therefore be used to set the time orientation of the Schwarzschild spacetime $(\mathscr{M}, \boldsymbol{g})$ (cf. Sec. 1.2.2). Since for $r \rightarrow+\infty, \boldsymbol{k}$ clearly points towards increasing $\tilde{t}$, we declare that $\boldsymbol{k}$ defines the future direction:

## Property 6.7: time orientation of Schwarzschild spacetime

The time orientation of the Schwarzschild spacetime $(\mathscr{M}, \boldsymbol{g})$ is such that the null vector $\boldsymbol{k}$ defined by Eq. (6.48) is everywhere future-directed.

The above choice induces a time orientation of the subdomains $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\text {II }}$ of $\mathscr{M}$. We read on the metric components (6.14) that $g_{r r}<0$ for $r<2 m$, so that the coordinate vector $\boldsymbol{\partial}_{r}$
of Schwarzschild-Droste coordinates is timelike in $\mathscr{M}_{\text {II }}$. According to Lemma 1.2 (Sec. 1.2.2) with $\boldsymbol{u}=\boldsymbol{k}$, its time orientation is given by the scalar product $\boldsymbol{k} \cdot \boldsymbol{\partial}_{r}$. Given Eqs. (6.35) and (6.36), we have

$$
\boldsymbol{\partial}_{r}=-\left(1-\frac{2 m}{r}\right)^{-1} \boldsymbol{\partial}_{\tilde{t}}+\boldsymbol{\partial}_{\tilde{r}}
$$

Via (6.48) and (6.33), we deduce then that

$$
\boldsymbol{k} \cdot \boldsymbol{\partial}_{r}=\frac{r}{2 m}\left(1-\frac{r}{2 m}\right)^{-1}>0 \quad \text { in } \mathscr{M}_{\mathrm{II}} .
$$

In view of Eq. (1.6c) in Lemma 1.2, we conclude:

## Property 6.8: $\partial_{r}$ past-directed timelike in the black hole region

In region $\mathscr{M}_{\mathrm{II}}$, the vector $\boldsymbol{\partial}_{r}$ of Schwarzschild-Droste coordinates is a past-directed timelike vector.

This explains why $-\boldsymbol{\partial}_{r}$ lies within the future null cones in Fig. 6.1 for $r<2 m$.
A corollary is:

## Property 6.9: decreasing of $r$ in the black hole region

In region $\mathscr{M}_{\mathrm{II}}, r$ must decrease towards the future along any null or timelike worldline.

Proof. Let $\mathscr{L}$ be a causal curve in region $\mathscr{M}_{\mathrm{II}}$ and $\lambda$ a parameter along $\mathscr{L}$ increasing towards the future. The associated tangent vector $\boldsymbol{v}=\mathrm{d} \boldsymbol{x} / \mathrm{d} \lambda$ is then future-directed. According to Property 6.8, $-\boldsymbol{\partial}_{r}$ is a future-directed timelike vector in $\mathscr{M}_{\mathrm{II}}$, so that we can apply Lemma 1.1 (Sec. 1.2.2) with $\boldsymbol{u}=-\boldsymbol{\partial}_{r}$ and get $\boldsymbol{g}\left(-\boldsymbol{\partial}_{r}, \boldsymbol{v}\right)<0$. Now, using the Schwarzschild-Droste components (6.14), we have

$$
\boldsymbol{g}\left(-\boldsymbol{\partial}_{r}, \boldsymbol{v}\right)=-g_{r \mu} v^{\mu}=-g_{r r} v^{r}=-g_{r r} \frac{\mathrm{~d} r}{\mathrm{~d} \lambda}=\left(\frac{2 m}{r}-1\right)^{-1} \frac{\mathrm{~d} r}{\mathrm{~d} \lambda}
$$

Since $2 m / r-1>0$ in $\mathscr{M}_{\text {II }} \boldsymbol{g}\left(-\boldsymbol{\partial}_{r}, \boldsymbol{v}\right)<0$ is thus equivalent to $\mathrm{d} r / \mathrm{d} \lambda<0$, which proves that $r$ is decreasing along $\mathscr{L}$ as $\lambda$ increases.

Thus not only an observer in $\mathscr{M}_{\mathrm{II}}$ cannot cross $\mathscr{M}_{\mathrm{II}}$ 's outer boundary $\mathscr{H}$ to visit $\mathscr{M}_{\mathrm{I}}, \mathscr{H}$ being a null hypersurface, but he is forced to move to decreasing $r$ until he reaches the curvature singularity at $r \rightarrow 0$. We shall study this motion in detail in Sec. 7.3.2.

### 6.4 Black hole character

We have already seen in Sec. 6.3.3 that $\mathscr{H}$ is a Killing horizon. In particular, it is a null hypersurface, and thereby a one-way membrane (cf. Sec. 2.2.2). Since $\mathscr{H}$ is the boundary of $\mathscr{M}_{\text {II }}$, we conclude that no particle nor electromagnetic signal may emerge from $\mathscr{M}_{\text {II }}$ (this is


Figure 6.4: Manifold with boundary $\mathscr{M}^{\prime}=\mathscr{M}_{\text {II }} \cup \mathscr{H} \cup \mathscr{M}_{\mathrm{I}} \cup \mathscr{I}^{\prime}$, drawn in terms of the coordinates $x$ and (a compactified version of) $v$. The dashed lines are the ingoing radial null geodesics (as in Fig. 6.3), the arrows marking the future orientation.
pretty clear by looking to null geodesics on Fig. 6.3). Hence, with respect to the "outside" world, represented by the asymptotically flat region $\mathscr{M}_{\mathrm{I}}, \mathscr{M}_{\mathrm{II}}$ is a black hole.

It would be satisfactory though to check that $\mathscr{M}_{\text {II }}$ fulfills the formal definition of a black hole region that we have given in Sec. 4.4.2. The first step is to define a conformal completion at null infinity $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$ of the Schwarzschild spacetime ( $\mathscr{M}, \boldsymbol{g})$, as defined by Eq. (6.54). To this aim, let us start from the null ingoing Eddington-Finkelstein coordinates $\left(x^{\hat{\alpha}}\right)=(v, r, \theta, \varphi)$ introduced in Sec. 6.3.2; they cover entirely $\mathscr{M}$ and the metric tensor $\boldsymbol{g}$ is expressed in terms of them by Eq. (6.29). Performing the change of coordinates $\left(x^{\hat{\alpha}}\right)=(v, r, \theta, \varphi) \mapsto\left(x^{\alpha^{\prime}}\right)=(v, x, \theta, \varphi)$ with

$$
\begin{equation*}
x=1-\frac{2 m}{r} \Longleftrightarrow r=\frac{2 m}{1-x}, \quad x \in(-\infty, 1) \tag{6.55}
\end{equation*}
$$

we deduce from (6.29) that

$$
\begin{equation*}
\boldsymbol{g}=-x \mathbf{d} v^{2}+\frac{4 m}{(1-x)^{2}} \mathbf{d} v \mathbf{d} x+\frac{4 m^{2}}{(1-x)^{2}}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) . \tag{6.56}
\end{equation*}
$$

Defining

$$
\begin{equation*}
\Omega:=1-x=\frac{2 m}{r}, \tag{6.57}
\end{equation*}
$$

we may rewrite the metric tensor as

$$
\begin{equation*}
\boldsymbol{g}=\Omega^{-2} \tilde{\boldsymbol{g}} \tag{6.58}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{\boldsymbol{g}}=-x(1-x)^{2} \mathbf{d} v^{2}+4 m \mathbf{d} v \mathbf{d} x+4 m^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) . \tag{6.59}
\end{equation*}
$$

Since $(v, x, \theta, \varphi)$ is a global coordinate system on $\mathscr{M}$ (up to the trivial coordinate singularities of $(\theta, \varphi)$ ), we can identify $\mathscr{M}$ with the following open subset of $\mathbb{R}^{2} \times \mathbb{S}^{2}$ :

$$
\begin{equation*}
\mathscr{M}=\mathbb{R} \times(-\infty, 1) \times \mathbb{S}^{2} \tag{6.60}
\end{equation*}
$$

with $v$ spanning $\mathbb{R}, x$ spanning $(-\infty, 1)$ and $(\theta, \varphi)$ spanning $\mathbb{S}^{2}$. We can then extend $\mathscr{M}$ to the manifold with boundary ${ }^{7}$

$$
\begin{equation*}
\mathscr{M}^{\prime}:=\mathbb{R} \times(-\infty, 1] \times \mathbb{S}^{2} . \tag{6.61}
\end{equation*}
$$

Notice the change $(-\infty, 1) \rightarrow(-\infty, 1]$ with respect to $(6.60)$, which means that $x=1$ is an allowed value on $\mathscr{M}^{\prime}$; it actually defines the boundary of $\mathscr{M}^{\prime}, \mathscr{I}^{\prime}$ say. According to (6.55), $\mathscr{I}^{\prime}$ corresponds to $r \rightarrow+\infty$. A view of the manifold $\mathscr{M}^{\prime}$ is provided in Fig. 6.4. We note that the conformal metric (6.59) can be extended to the boundary $\mathscr{I}^{\prime}$, yielding a regular metric. Indeed, the determinant of the metric components (6.59) is

$$
\operatorname{det}\left(\tilde{g}_{\alpha^{\prime} \beta^{\prime}}\right)=-64 m^{6} \sin ^{2} \theta,
$$

which does not vanish at $x=1$ (except at the trivial coordinate singularity $\theta=0$ or $\theta=\pi$ ), showing that $\tilde{\boldsymbol{g}}$ is a non-degenerate symmetric bilinear form at $\mathscr{I}^{\prime}$ and hence a well-defined metric on all $\mathscr{M}^{\prime}$. Furthermore we have $\Omega>0$ on $\mathscr{M}$ and $\Omega=0$ at $\mathscr{I}^{\prime}$ [set $x=1$ in Eq. (6.57)], as well as

$$
\begin{equation*}
\mathbf{d} \Omega=-\mathbf{d} x \neq 0 \tag{6.62}
\end{equation*}
$$

Hence $\left(\mathscr{M}^{\prime}, \tilde{\boldsymbol{g}}\right)$ obeys all the conditions listed in Sec. 4.3 to be a conformal completion at infinity of $(\mathscr{M}, \boldsymbol{g})$. However, it is not adapted to the black hole definition given in Sec. 4.4.2. Indeed $\mathscr{I}^{\prime}$ does not include any future infinity $\left(\mathscr{I}^{+}\right)$. Actually, $\mathscr{I}^{\prime}$ is entirely a past infinity: a generic point of $\mathscr{I}^{\prime}$ has coordinates $(v, x, \theta, \varphi)=\left(v_{0}, 1, \theta_{0}, \varphi_{0}\right)$ and is the past end point of the ingoing radial null geodesic defined by $(v, \theta, \varphi)=\left(v_{0}, \theta_{0}, \varphi_{0}\right)$. Therefore, we shall extend $\mathscr{M}^{\prime}$ to include some $\mathscr{I}^{+}$part. To achieve this, we shall construct $\mathscr{I}^{+}$as the set of endpoints of the outgoing radial null geodesics in $\mathscr{M}_{\mathrm{I}}$. In terms of the null ingoing Eddington-Finkelstein coordinates $(v, r, \theta, \varphi)$, the equation of these geodesics is obtained by combining (6.51) and (6.47):

$$
\begin{equation*}
v=2 r+4 m \ln \left|\frac{r}{2 m}-1\right|+u, \tag{6.63}
\end{equation*}
$$

where $u \in \mathbb{R}$ is a constant parameter along a given geodesic. We notice that on $\mathscr{M}_{\mathrm{I}}$, we may use $\left(x^{\check{\alpha}}\right)=(u, r, \theta, \varphi)$ as a coordinate system, naturally called the null outgoing EddingtonFinkelstein coordinates. Since (6.63) implies

$$
\mathbf{d} v=\mathbf{d} u+\frac{2}{1-2 m / r} \mathbf{d} r
$$

we easily deduce from (6.29) the metric components in these coordinates:

$$
\begin{equation*}
\boldsymbol{g}=-\left(1-\frac{2 m}{r}\right) \mathbf{d} u^{2}-2 \mathbf{d} u \mathbf{d} r+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) . \tag{6.64}
\end{equation*}
$$



Figure 6.5: Manifold with boundary $\mathscr{M}_{\mathrm{I}}^{\prime \prime}=\mathscr{M}_{\mathrm{I}} \cup \mathscr{I}^{\prime \prime}$, drawn in terms of the coordinates $x$ and (a compactified version of) $u$. The green solid lines are the outgoing radial null geodesics (as in Fig. 6.3), the arrows marking the future orientation. Note that $\mathscr{H}$, which is drawn on this figure, is not part of $\mathscr{M}_{\mathrm{I}}^{\prime \prime}$.

Remark 1: Contrary to $(v, r, \theta, \varphi)$, the coordinates $(u, r, \theta, \varphi)$ do not cover all $\mathscr{M}=\mathscr{M}_{\text {IEF }}$, but only $\mathscr{M}_{\mathrm{I}}$. This is graphically evident from Fig. 6.3, where the outgoing radial null geodesics $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out,I }}$ accumulate on $\mathscr{H}$ as $u \rightarrow+\infty$ from the $\mathscr{M}_{\mathrm{I}}$ side.

On $\mathscr{M}_{\mathrm{I}}$, let us perform the change of coordinates $\left(x^{\check{\alpha}}\right)=(u, r, \theta, \varphi) \rightarrow\left(x^{\alpha^{\prime \prime}}\right)=(u, x, \theta, \varphi)$, where $x$ is related to $r$ by the same formula as (6.55), except that on $\mathscr{M}_{\mathrm{I}}, x$ 's range is $(0,1)$ only. We deduce from (6.64) and (6.55) the expression of $\boldsymbol{g}$ in terms of the coordinates $(u, x, \theta, \varphi)$ :

$$
\begin{equation*}
\boldsymbol{g}=-x \mathbf{d} u^{2}-\frac{4 m}{(1-x)^{2}} \mathbf{d} u \mathbf{d} x+\frac{4 m^{2}}{(1-x)^{2}}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{6.65}
\end{equation*}
$$

Let us identify $\mathscr{M}_{\mathrm{I}}$ with the following open subset of $\mathbb{R}^{2} \times \mathbb{S}^{2}$ :

$$
\begin{equation*}
\mathscr{M}_{\mathrm{I}}=\mathbb{R} \times(0,1) \times \mathbb{S}^{2} \tag{6.66}
\end{equation*}
$$

with $u$ spanning $\mathbb{R}, x$ spanning $(0,1)$ and $(\theta, \varphi)$ spanning $\mathbb{S}^{2}$. Similarly to what we did above for $\mathscr{M}$, we may then extend $\mathscr{M}_{\mathrm{I}}$ to the manifold with boundary

$$
\begin{equation*}
\mathscr{M}_{\mathrm{I}}^{\prime \prime}:=\mathbb{R} \times(0,1] \times \mathbb{S}^{2} \tag{6.67}
\end{equation*}
$$

The boundary of $\mathscr{M}_{\mathrm{I}}^{\prime \prime}, \mathscr{I}^{\prime \prime}$ say, lies at $x=1$ (cf. Fig. 6.5). It shall not be confused with the boundary of $\mathscr{M}_{\mathrm{I}}$ as a submanifold of $\mathscr{M}^{\prime}$, which is $\mathscr{I}^{\prime}$. The difference arises from the fact that $u$ diverges (to $-\infty$ ) when one approaches $\mathscr{I}^{\prime}$ in $\mathscr{M}^{\prime}$, so that $u$ cannot be used as a coordinate on $\mathscr{M}^{\prime}$. This is clear on the relation (6.63) between $u, v$ and $r$, which, once re-expressed in terms of $x$, becomes

$$
\begin{equation*}
u=v-4 m\left[\frac{1}{1-x}+\ln \left(\frac{x}{1-x}\right)\right] . \tag{6.68}
\end{equation*}
$$

For a fixed value of $v$ in $\mathscr{M}^{\prime}$, this relation yields indeed diverging values of $u$ at two places:

- $x \rightarrow 0^{+}$(the horizon $\mathscr{H}$ ): $u \rightarrow+\infty$;

[^58]- $x \rightarrow 1^{-}$(the boundary $\mathscr{I}^{\prime}$ ): $u \rightarrow-\infty$.

Reciprocally, for a fixed value of $u$, relation (6.68) implies that $v$ diverges (to $+\infty$ ) when $x \rightarrow 1^{-}$, which shows that $\mathscr{I}^{\prime \prime}$ is not included in $\mathscr{M}^{\prime}$.

The conformal metric $\tilde{\boldsymbol{g}}$ on $\mathscr{M}_{\mathrm{I}}^{\prime \prime}$ is given by

$$
\begin{equation*}
\tilde{\boldsymbol{g}}=-x(1-x)^{2} \mathbf{d} u^{2}-4 m \mathbf{d} u \mathbf{d} x+4 m^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) . \tag{6.69}
\end{equation*}
$$

We notice that it is regular and non-degenerate in all $\mathscr{M}_{\mathrm{I}}^{\prime \prime}$, including on $\mathscr{I}^{\prime \prime}(x=1)$, and that on the submanifold $\mathscr{M}_{\mathrm{I}}$, it is related to the physical metric $\boldsymbol{g}$ by $\tilde{\boldsymbol{g}}=\Omega^{2} \boldsymbol{g}$, with the scalar field $\Omega$ taking the same expression in terms of $x$ as that introduced in Eq. (6.57): $\Omega=1-x$.

The conformal completion of $(\mathscr{M}, \boldsymbol{g})$ including both $\mathscr{I}^{\prime}\left(\right.$ as $\left.\mathscr{I}^{-}\right)$and $\mathscr{I}^{\prime \prime}\left(\right.$ as $\left.\mathscr{I}^{+}\right)$is constructed as follows. Let

$$
\begin{equation*}
\tilde{\mathscr{M}}=\mathscr{M}^{\prime} \cup \mathscr{M}_{\mathrm{I}}^{\prime \prime} \tag{6.70}
\end{equation*}
$$

We endow $\tilde{\mathscr{M}}$ with two coordinate charts:

$$
\begin{align*}
\Phi_{1}: \mathscr{M}^{\prime} & \longrightarrow \mathbb{R} \times(-\infty, 1] \times \mathbb{S}^{2} \\
p & \longmapsto(v, x, \theta, \varphi) \tag{6.71}
\end{align*} \quad \text { and } \quad \text {. }
$$

and define the intersection of the two chart codomains:

$$
\begin{equation*}
\mathscr{M}^{\prime} \cap \mathscr{M}_{\mathrm{I}}^{\prime \prime}=\left\{p \in \mathscr{M}^{\prime}, x(p) \in(0,1)\right\}=\left\{p \in \mathscr{M}_{\mathrm{I}}^{\prime \prime}, x(p) \in(0,1)\right\} \tag{6.72}
\end{equation*}
$$

along with the transition map implementing (6.68):

$$
\begin{align*}
\Phi_{2} \circ \Phi_{1}^{-1}: \mathbb{R} \times(0,1) \times \mathbb{S}^{2} & \longrightarrow \mathbb{R} \times(0,1) \times \mathbb{S}^{2}  \tag{6.73}\\
(v, x, \theta, \varphi) & \longmapsto\left(u=v-4 m\left[\frac{1}{1-x}+\ln \left(\frac{x}{1-x}\right)\right], x, \theta, \varphi\right),
\end{align*}
$$

The above construction makes $\tilde{\mathscr{M}}$ a manifold with boundary (cf. Fig. 6.6), the boundary being

$$
\begin{equation*}
\mathscr{I}=\mathscr{I}^{+} \cup \mathscr{I}^{-}, \tag{6.74}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathscr{I}^{+}:=\left\{p \in \mathscr{M}_{\mathrm{I}}^{\prime \prime}, x(p)=1\right\} \quad \text { and } \quad \mathscr{I}^{-}:=\left\{p \in \mathscr{M}^{\prime}, x(p)=1\right\} . \tag{6.75}
\end{equation*}
$$

We then endow $\tilde{\mathscr{M}}$ with a Lorentzian metric $\tilde{\boldsymbol{g}}$, whose expression is given by (6.59) on $\mathscr{M}^{\prime}$ and by (6.69) on $\mathscr{M}_{\mathrm{I}}^{\prime \prime}$. By construction, $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$ is then a conformal completion at null infinity of the Schwarzschild spacetime $(\mathscr{M}, \boldsymbol{g})$, the conformal factor $\Omega$ being given by (6.57) in both charts $\left(\mathscr{M}^{\prime}, \Phi_{1}\right)$ and $\left(\mathscr{M}_{\mathrm{I}}^{\prime \prime}, \Phi_{2}\right): \Omega=1-x$. In particular, it is clear that no past-directed causal curve originating in $\mathscr{M}$ intersects $\mathscr{I}^{+}$and that no future-directed causal curve originating in $\mathscr{M}$ intersects $\mathscr{I}^{-}$. We also check immediately that $\mathscr{I}^{+}$and $\mathscr{I}^{-}$are null hypersurfaces with respect to the metric $\tilde{\boldsymbol{g}}$ : both hypersurfaces are defined by $x=1$, so that the induced metric on them, as deduced from (6.59) and (6.69), is

$$
\begin{equation*}
\left.\tilde{\boldsymbol{g}}\right|_{\mathscr{I _ { \pm }}}=4 m^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right), \tag{6.76}
\end{equation*}
$$

which is clearly degenerate (along the $u$ direction for $\mathscr{I}^{+}$and along the $v$ direction for $\mathscr{I}^{-}$).
As it is clear from Fig. 6.6, $\mathscr{M}_{\text {I }}$ is the interior of the causal past of $\mathscr{I}^{+}$within $\mathscr{M}$ :

$$
\begin{equation*}
\mathscr{M}_{\mathrm{I}}=\operatorname{int}\left(J^{-}\left(\mathscr{I}^{+}\right) \cap \mathscr{M}\right) . \tag{6.77}
\end{equation*}
$$

In view of the formal definition (4.37), we conclude:


Figure 6.6: Schematic view of the manifold with boundary $\tilde{\mathscr{M}}$, which defines a conformal completion at null infinity of Schwarzschild spacetime $(\mathscr{M}, \boldsymbol{g})$. NB: contrary to Figs. 6.4 and 6.5, this figure is not drawn on some specific coordinate system. As in Figs. 6.3, 6.4 and 6.5, the green solid (resp. dashed) lines are the outgoing (resp. ingoing) radial null geodesics, the arrows marking the future orientation.

## Property 6.10: black hole region in Schwarzschild spacetime

The Schwarzschild spacetime $\left(\mathscr{M}=\mathscr{M}_{\text {IEF }}, \boldsymbol{g}\right)$ has a black hole region $\mathscr{B}$, the interior of which is $\mathscr{M}_{\mathrm{II}}$; the event horizon is nothing but the Schwarzschild horizon $\mathscr{H}$ discussed in Sec. 6.3.3.

Remark 2: As stated at the beginning of this section, the null character of the boundary $\mathscr{H}$ between $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\mathrm{II}}$ and the fact that $\mathscr{M}_{\text {II }}$ never intersect the asymptotically flat region $r \rightarrow+\infty$, was sufficient to claim that $\mathscr{M}_{\text {II }}$ represents what by any means should be called a black hole region. Therefore, we can view the above demonstration more as a "sanity check" of the formal definition of a black hole given in Sec. 4.4.2: this definition would not have been acceptable if it would not apply to the Schwarzschild spacetime.

Remark 3: The above construction of the conformal completion at null infinity $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$ involves two coordinate charts, $(v, x, \theta, \varphi)$ and $(u, x, \theta, \varphi)$, with two different domains, $\mathscr{M}^{\prime}$ and $\mathscr{M}_{\mathrm{I}}^{\prime \prime}$. As will be discussed in Chap. 9, one may construct a conformal completion with a single chart, as in the Minkowski case, but its relation with the coordinates introduced so far is quite involved. In particular the standard compactification of Kruskal-Szekeres coordinates, which is used in many textbooks to construct the Carter-Penrose diagram of Schwarzschild spacetime, does not provide any conformal completion, as it will be discussed in Sec. 9.4.2.

## Chapter 7

## Geodesics in Schwarzschild spacetime: generic and timelike cases
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### 7.1 Introduction

We have already investigated some geodesics of Schwarzschild spacetime in Chap. 6, namely the radial null geodesics (Secs. 6.3.1 and 6.3.5). Here, we perform an extensive study. After having established the main properties of generic causal (timelike or null) geodesics in Sec. 7.2, we investigate timelike geodesics in Sec. 7.3. They are of great physical importance, since they represent orbits of planets or stars around the black hole, as well as worldlines of intrepid observers freely falling into the black hole. The study of null geodesics, which govern images received by observers, is deferred to Chap. 8.

Before studying this chapter, the reader might want to have a look at Appendix B, which recaps the properties of geodesics in manifolds equipped with a metric. It could also be worth to read again Sec. 1.3 about worldlines of particles.

### 7.2 Geodesic motion

Let $\mathscr{L}$ be a geodesic ${ }^{1}$ of Schwarzschild spacetime $(\mathscr{M}, \boldsymbol{g})$. We shall assume that $\mathscr{L}$ is causal, i.e. either timelike or null ${ }^{2}$. It therefore can be considered as the worldline of some particle $\mathscr{P}$,

[^59]either massive ( $\mathscr{L}$ timelike) or massless ( $\mathscr{L}$ null). As recalled in Sec. 1.3, the worldline of a particle $\mathscr{P}$ is a geodesic if, and only if, $\mathscr{P}$ is submitted only to gravitation, i.e. $\mathscr{P}$ is in free fall.

### 7.2.1 First integrals of motion

The Schwarzschild spacetime ( $\mathscr{M}, \boldsymbol{g}$ ) is static and spherically symmetric; the Killing vector $\boldsymbol{\xi}$ associated with the staticity (cf. Sec. 6.2.2) and the Killing vector $\boldsymbol{\eta}$ associated with the rotation symmetry along some axis, give birth to two conserved quantities along $\mathscr{L}$ :

## Property 7.1: conserved quantities along causal geodesics

Denoting by $\boldsymbol{p}$ the 4 -momentum of particle $\mathscr{P}$ that follows the geodesic $\mathscr{L}$ (cf. Sec. 1.3), the scalar products

$$
\begin{align*}
& E:=-\boldsymbol{\xi} \cdot \boldsymbol{p}=-\boldsymbol{g}(\boldsymbol{\xi}, \boldsymbol{p})  \tag{7.1a}\\
& L:=\boldsymbol{\eta} \cdot \boldsymbol{p}=\boldsymbol{g}(\boldsymbol{\eta}, \boldsymbol{p}),
\end{align*}
$$

are constant along $\mathscr{L}$. The scalar $E$ is called $\mathscr{P}$ 's conserved energy or energy at infinity, while $L$ is called $\mathscr{P}$ 's conserved angular momentum or angular momentum at infinity.

Proof. The 4-momentum $\boldsymbol{p}$ is a tangent vector associated with an affine parameter of $\mathscr{L}$, i.e. it obeys the geodesic equation (1.11). The constancy of $E$ and $L$ follow then from Property B. 20 (Sec. B.5).

In coordinates $(t, r, \theta, \varphi)$ adapted to the spacetime symmetries, i.e. coordinates such that $\boldsymbol{\xi}=\boldsymbol{\partial}_{t}$ and $\boldsymbol{\eta}=\boldsymbol{\partial}_{\varphi}$, for instance the Schwarzschild-Droste coordinates or the Eddington-Finkelstein ones, one can rewrite (7.1) in terms of the components $p_{t}=g_{t \mu} p^{\mu}$ and $p_{\varphi}=g_{\varphi \mu} p^{\mu}$ of the 1 -form $\underline{p}$ associated to $\boldsymbol{p}$ by metric duality:

$$
\begin{align*}
& E=-p_{t}  \tag{7.2a}\\
& L=p_{\varphi} \tag{7.2b}
\end{align*}
$$

Indeed, in such a coordinate system, $\xi^{\mu}=\delta^{\mu}{ }_{t}$ and $\eta^{\mu}=\delta^{\mu}{ }_{\varphi}$, so that $E=-g_{\mu \nu} \xi^{\mu} p^{\nu}=$ $-g_{t \nu} p^{\nu}=-p_{t}$ and $L=g_{\mu \nu} \eta^{\mu} p^{\nu}=g_{\varphi \nu} p^{\nu}=p_{\varphi}$.

It is worth stressing that $E$ is not a genuine energy, i.e. it is not an energy measured by some observer. Indeed, the latter is defined by Eq. (1.23), which resembles Eq. (7.1a) but differs from it by $\boldsymbol{\xi}$ not being a unit vector in general: $\boldsymbol{\xi} \cdot \boldsymbol{\xi} \neq-1$. In other words, $\boldsymbol{\xi}$ cannot be interpreted as the 4 -velocity of some observer, so that the quantity $E$ defined by (7.1a) cannot be a physically measured particle energy. It is only in the asymptotic region, where $\boldsymbol{\xi} \cdot \boldsymbol{\xi}=g_{t t} \rightarrow-1$, that $\boldsymbol{\xi}$ is eligible as a 4 -velocity, hence the name energy at infinity. Note that this name is commonly used, even in the particle $\mathscr{P}$ never visits the asymptotic region. Similarly, $L$ is not some (component of a) genuine angular momentum. Only in the asymptotic region do we have

$$
\begin{equation*}
L \simeq g_{\varphi \varphi} p^{\varphi} \simeq r^{2} \sin ^{2} \theta p^{\varphi} \simeq r^{2} \sin ^{2} \theta P^{\varphi} \simeq r \sin \theta P^{(\varphi)} \tag{7.3}
\end{equation*}
$$

where $P^{(\varphi)}$ is the azimuthal component of the momentum $\boldsymbol{P}$ of particle $\mathscr{P}$ as measured by an asymptotic inertial observer $\mathscr{O}$ (cf. Sec. 1.4), i.e. the component of $\boldsymbol{P}$ along $\boldsymbol{e}_{(\varphi)}$ in the orthonormal basis $\left(\boldsymbol{e}_{(r)}, \boldsymbol{e}_{(\theta)}, \boldsymbol{e}_{(\varphi)}\right)$, with $\boldsymbol{e}_{(\varphi)}=(r \sin \theta)^{-1} \boldsymbol{\partial}_{\varphi}$. In view of (7.3), we may say that $L$ is the angular momentum about the symmetry axis $\theta=0$ that $\mathscr{O}$ would attribute to particle $\mathscr{P}$ if the latter would move close to him. Equivalently, in a Cartesian coordinate system defined by $(x, y, z)=(r \sin \theta \cos \varphi, r \sin \theta \sin \varphi, r \cos \theta), L$ is the component $L_{\text {tot }}^{z}$ of the total angular momentum of $\mathscr{P}$ as measured by $\mathscr{O}$ :

$$
\begin{equation*}
\boldsymbol{L}_{\mathrm{tot}}:=\boldsymbol{r} \times \boldsymbol{P}=L_{\mathrm{tot}}^{x} \boldsymbol{\partial}_{x}+L_{\mathrm{tot}}^{y} \boldsymbol{\partial}_{y}+L \boldsymbol{\partial}_{z} . \tag{7.4}
\end{equation*}
$$

## Property 7.2: positivity of the conserved energy

The conserved energy $E$ is a positive quantity as soon as the geodesic $\mathscr{L}$ has some part in $\mathscr{M}_{\mathrm{I}}$, i.e. some part with $r>2 m$ :

$$
\begin{equation*}
\mathscr{L} \cap \mathscr{M}_{\mathrm{I}} \neq \varnothing \quad \Longrightarrow \quad E>0 . \tag{7.5}
\end{equation*}
$$

Proof. In $\mathscr{M}_{\mathrm{I}}$, the Killing vector $\boldsymbol{\xi}$ is timelike and future-directed. The 4-momentum $\boldsymbol{p}$ is either timelike or null and always future-directed. By Eq. (1.5a) in Lemma 1.1 (Sec. 1.2.2), one has then necessarily $\boldsymbol{\xi} \cdot \boldsymbol{p}<0$; hence Eq. (7.1a) implies $E>0$ in $\mathscr{M}_{\mathrm{I}}$. Since $E$ is constant along $\mathscr{L}$, it follows that $E>0$ everywhere.

Remark 1: If the geodesic $\mathscr{L}$ is confined to $\mathscr{M}_{\text {II }}$, i.e. to the black hole region (cf. Sec. 6.4), where $\boldsymbol{\xi}$ is spacelike (cf. Sec. 6.2.5), it is possible to have $E \leq 0$, since the scalar product of $p$ with a spacelike vector can take any value.

Remark 2: The Killing vector $\boldsymbol{\eta}$ being always spacelike, the scalar product $\boldsymbol{g}(\boldsymbol{\eta}, \boldsymbol{p})$ can a priori take any real value, and thus there is no constraint on the sign of $L$.

To be specific, let us describe Schwarzschild spacetime in terms of the Schwarzschild-Droste coordinates $(t, r, \theta, \varphi)$ introduced in Sec. 6.2.3. Without any loss of generality, we may choose these coordinates so that at $t=0$, the particle $\mathscr{P}$ is located in the equatorial plane $\theta=\pi / 2$ and the spatial projection of the worldline $\mathscr{L}$ lies in that plane, i.e. $\boldsymbol{p}$ has no component along $\boldsymbol{\partial}_{\theta}$ :

$$
\begin{equation*}
\boldsymbol{p} \stackrel{t=0}{=} p^{t} \boldsymbol{\partial}_{t}+p^{r} \boldsymbol{\partial}_{r}+p^{\varphi} \boldsymbol{\partial}_{\varphi} \tag{7.6}
\end{equation*}
$$

Now, for $t>0$, if the geodesic $\mathscr{L}$ were departing from $\theta=\pi / 2$, this would constitute some breaking of spherical symmetry, making a difference between the "Northern" hemisphere and
the "Southern" one. Hence ${ }^{3} \mathscr{L}$ must stay at $\theta=\pi / 2$, which implies

$$
\begin{equation*}
p^{\theta}=0 \text {. } \tag{7.7}
\end{equation*}
$$

We conclude:

## Property 7.3: planar character of geodesics

A geodesic $\mathscr{L}$ of Schwarzschild spacetime is necessarily confined to a timelike hypersurface. Without any loss of generality, we can choose Schwarzschild-Droste coordinates $(t, r, \theta, \varphi)$ such that this hypersurface is the "equatorial hyperplane" $\theta=\pi / 2$. Then the component $p^{\theta}$ of the 4 -momentum of the particle having $\mathscr{L}$ as worldline vanishes identically [Eq. (7.7)].

Let us denote by $\mu$ the mass of particle $\mathscr{P}$, with possibly $\mu=0$ if $\mathscr{P}$ is a photon. The scalar square of the 4 -momentum $\boldsymbol{p}$ is then [cf. Eq. (1.10)]

$$
\begin{equation*}
\boldsymbol{g}(\boldsymbol{p}, \boldsymbol{p})=-\mu^{2} \tag{7.8}
\end{equation*}
$$

So $\mu^{2}$ can be seen as an integral of motion.

### 7.2.2 Equations of motion and generic properties

Contemplating Eqs. (7.1a), (7.1b), (7.7) and (7.8), we realize that we have four first integral of motions. The problem is then completely integrable. More specifically, let $\lambda$ be the affine parameter along the geodesic $\mathscr{L}$ associated with the 4 -momentum $\boldsymbol{p}$ [cf. Eq. (B.2)]:

$$
\begin{equation*}
\boldsymbol{p}=\frac{\mathrm{d} \boldsymbol{x}}{\mathrm{~d} \lambda}, \tag{7.9}
\end{equation*}
$$

where $\mathrm{d} \boldsymbol{x}$ is the infinitesimal displacement along $\mathscr{L}$ corresponding to the parameter change $\mathrm{d} \lambda$. Note that $\lambda$ is dimensionless and necessarily increases towards the future ${ }^{4}$, since $\boldsymbol{p}$ is by definition future-oriented (cf. Sec. 1.3.1). In terms of the components with respect to Schwarzschild-Droste coordinates, this yields

$$
\begin{equation*}
\dot{t}:=\frac{\mathrm{d} t}{\mathrm{~d} \lambda}=p^{t}, \quad \dot{r}:=\frac{\mathrm{d} r}{\mathrm{~d} \lambda}=p^{r}, \quad \dot{\theta}:=\frac{\mathrm{d} \theta}{\mathrm{~d} \lambda}=p^{\theta}, \quad \dot{\varphi}:=\frac{\mathrm{d} \varphi}{\mathrm{~d} \lambda}=p^{\varphi} . \tag{7.10}
\end{equation*}
$$

[^60]In the present case, where $\theta(\lambda)=\pi / 2$, we have of course $\dot{\theta}=0$, in agreement with Eq. (7.7). Given the components (6.14) of Schwarzschild metric with respect to the Schwarzschild-Droste coordinates, Eq. (7.1a) can be written as

$$
E=-g_{t \mu} p^{\mu}=-g_{t t} p^{t}=-g_{t t} \dot{t}=\left(1-\frac{2 m}{r}\right) \dot{t},
$$

hence

$$
\begin{equation*}
\frac{\mathrm{d} t}{\mathrm{~d} \lambda}=E\left(1-\frac{2 m}{r}\right)^{-1} \tag{7.11}
\end{equation*}
$$

Similarly, Eq. (7.1b) becomes

$$
L=g_{\varphi \mu} p^{\mu}=g_{\varphi \varphi} p^{\varphi}=g_{\varphi \varphi} \dot{\varphi}=r^{2} \sin ^{2} \theta \dot{\varphi} .
$$

Since $\theta=\pi / 2$, we get

$$
\begin{equation*}
\frac{\mathrm{d} \varphi}{\mathrm{~d} \lambda}=\frac{L}{r^{2}} . \tag{7.12}
\end{equation*}
$$

We have already noticed that the sign of $L$ is unconstrained (Remark 2 on p. 205). The above equation shows that it corresponds to the increase $(L>0)$ or decrease $(L<0)$ of $\varphi$ along the geodesic $\mathscr{L}$. In other words, we deduce from Eq. (7.12) that

## Property 7.4: monotonic behaviour of $\varphi$ along geodesics

Along any timelike or null geodesic of Schwarzschild spacetime, the azimuthal coordinate $\varphi$ is either constant ( $L=0$ ) or increases (resp. decreases) monotonically ( $L>0$ ) (resp. $L<0$ ).

The last unexploited first integral of motion is Eq. (7.8); it yields

$$
-\left(1-\frac{2 m}{r}\right)(\dot{t})^{2}+\left(1-\frac{2 m}{r}\right)^{-1}(\dot{r})^{2}+r^{2}(\dot{\theta})^{2}+r^{2} \sin ^{2} \theta(\dot{\varphi})^{2}=-\mu^{2} .
$$

Using (7.11), (7.12), as well as $\dot{\theta}=0$ and $\theta=\pi / 2$, we get

$$
-E^{2}\left(1-\frac{2 m}{r}\right)^{-1}+\left(1-\frac{2 m}{r}\right)^{-1}(\dot{r})^{2}+\frac{L^{2}}{r^{2}}=-\mu^{2}
$$

which can be recast as

$$
\begin{equation*}
\left(\frac{\mathrm{d} r}{\mathrm{~d} \lambda}\right)^{2}-\frac{2 \mu^{2} m}{r}+\frac{L^{2}}{r^{2}}\left(1-\frac{2 m}{r}\right)=E^{2}-\mu^{2} \tag{7.13}
\end{equation*}
$$

To summarize, the geodesic motion in Schwarzschild spacetime is governed by Eqs. (7.11), (7.12) and (7.13), where $r=r(\lambda)$ and $\mu, E$ and $L$ are constants. This constitutes a system of 3 differential equations for the 3 unknown functions $t(\lambda), r(\lambda)$ and $\varphi(\lambda)$. We observe that

Eq. (7.13) is decoupled from the other two equations. The task is then to first solve this equation for $r(\lambda)$ and to inject the solution into Eqs. (7.11) and (7.12), which can then be integrated separately.

A constraint to keep in mind is that the 4 -momentum vector $\boldsymbol{p}$, whose components are related to the solution $(t(\lambda), r(\lambda), \varphi(\lambda))$ by Eq. (7.10), has to be a future-directed causal vector. In $\mathscr{M}_{\mathrm{I}}$, as we have seen above, this is guaranteed by choosing $E>0$ [cf. Eq. (7.5)]. In $\mathscr{M}_{\text {II }}$, a future-directed timelike vector is $-\boldsymbol{\partial}_{r}$ (cf. Sec. 6.3.6). According to Eq. (1.5a) in Lemma 1.1 (Sec. 1.2.2), we have then $\boldsymbol{p}$ future-directed iff $-\boldsymbol{\partial}_{r} \cdot \boldsymbol{p}<0$, i.e. iff

$$
\left(\frac{2 m}{r}-1\right)^{-1} p^{r}<0
$$

Since $2 m / r-1>0$ in $\mathscr{M}_{\text {II }}$, this is equivalent to $p^{r}<0$, i.e. to $\mathrm{d} r / \mathrm{d} \lambda<0$. Hence

## Property 7.5: decreasing of $r$ in the black hole region

In the black hole region $\mathscr{M}_{\text {II }}$, i.e. for $r<2 m$, the solution $r(\lambda)$ of Eq. (7.13) must be a strictly decreasing function of $\lambda$.

Actually, we recover Property 6.9, which has been derived for any causal worldine (not necessarily a geodesic) in Sec. 6.3.6.
Remark 3: We have derived the system of Eqs. (7.11), (7.12) and (7.13) without invoking explicitly the famous geodesic equation, i.e. Eq. (B.10) in Appendix B. This is because we had enough first integrals of the second-order differential equation (B.10) to completely reduce it to a system of first order equations.

### 7.2.3 Trajectories in the orbital plane

If the conserved angular momentum vanishes, $L=0$, the equation of motion (7.12) implies that $\varphi=$ const $=\varphi_{0}$. The geodesic $\mathscr{L}$ is then confined to the 2 -dimensional timelike surface $(\theta, \varphi)=\left(\pi / 2, \varphi_{0}\right)$, which is spanned by the coordinates $(t, r)$. One says that $\mathscr{L}$ is a radial geodesic.

In the remainder of this section, we discuss the opposite case, namely we assume

$$
\begin{equation*}
L \neq 0 \tag{7.14}
\end{equation*}
$$

We have stressed above that $\varphi$ is then a strictly monotonic function of $\lambda$, increasing (resp. decreasing) continuously along $\mathscr{L}$ for $L>0$ (resp. $L<0$ ). Consequently,

## Property 7.6: $\varphi$ as a parameter along geodesics

Along any timelike or null geodesic with $L \neq 0, \varphi$ can be chosen as a parameter, provided one does not restrict its range to $(0,2 \pi)$.

Contrary to $\lambda, \varphi$ is not in general an affine parameter of $\mathscr{L}$. Indeed, the dependency $r=r(\lambda)$ in Eq. (7.12) does not correspond to an affine relation between $\varphi$ and $\lambda$, except for $r(\lambda)=$ const (case of circular orbits).

Let us use Eq. (7.12) to write $\mathrm{d} r / \mathrm{d} \lambda=\mathrm{d} r / \mathrm{d} \varphi \times \mathrm{d} \varphi / \mathrm{d} \lambda=L / r^{2} \mathrm{~d} r / \mathrm{d} \varphi$ and substitute this expression into the equation of motion (7.13). We get

$$
\begin{equation*}
\frac{1}{r^{4}}\left(\frac{\mathrm{~d} r}{\mathrm{~d} \varphi}\right)^{2}=\frac{2 m}{r^{3}}-\frac{1}{r^{2}}+2\left(\frac{\mu}{L}\right)^{2} \frac{m}{r}+\left(\frac{E}{L}\right)^{2}-\left(\frac{\mu}{L}\right)^{2} \tag{7.15}
\end{equation*}
$$

To simplify this equation, it is natural to introduce the dimensionless variable

$$
\begin{equation*}
u:=\frac{m}{r} \tag{7.16}
\end{equation*}
$$

instead of $r$. We then get

$$
\begin{equation*}
\left(\frac{\mathrm{d} u}{\mathrm{~d} \varphi}\right)^{2}=2 u^{3}-u^{2}+2\left(\frac{m \mu}{L}\right)^{2} u+\left(\frac{m E}{L}\right)^{2}-\left(\frac{m \mu}{L}\right)^{2} . \tag{7.17}
\end{equation*}
$$

This differential equation determines entirely the $(r, \varphi)$-part of the geodesic $\mathscr{L}$, which we shall call the trajectory of $\mathscr{L}$ in the orbital plane. The term "orbital plane" is a slight abuse of language for the 2 -dimensional surface $(t, \theta)=\left(t_{0}, \pi / 2\right)$, where $t_{0}$ is a constant.

In general Eq. (7.17) is not solvable in terms of elementary functions. The exceptions are circular orbits ( $u=$ const, the constant being one of the roots of the cubic polynomial in $u$ in the right-hand side) and the critical null geodesics, which we shall discuss in Sec. 8.3.2. For the generic case, exact solutions are expressible in terms of some non-elementary special functions; there are basically two strategies:

- The first one is to invoke the Weierstrass elliptic function ${ }^{5} \wp\left(z ; \omega_{1}, \omega_{2}\right)$, which is a doublyperiodic meromorphic function of the complex variable $z$, of periods $\omega_{1} \in \mathbb{C}$ and $\omega_{2} \in \mathbb{C}$. Among the many properties of this function, the one relevant here is that $\wp$ is a solution of the differential equation

$$
\begin{equation*}
\left(\wp^{\prime}(z)\right)^{2}=4 \wp(z)^{3}-g_{2} \wp(z)-g_{3}, \tag{7.18}
\end{equation*}
$$

where $g_{2}$ and $g_{3}$ are two constants entirely determined by the periods $\omega_{1}$ and $\omega_{2}$ of $\wp$. Indeed, via the change of variables $v:=u-1 / 6$ and $\tilde{\varphi}:=\varphi / \sqrt{2}$, Eq. (7.17) is equivalent to

$$
\begin{equation*}
\left(\frac{\mathrm{d} v}{\mathrm{~d} \tilde{\varphi}}\right)^{2}=4 v^{3}-\left[\frac{1}{3}-4\left(\frac{m \mu}{L}\right)^{2}\right] v+2\left(\frac{m E}{L}\right)^{2}-\frac{4}{3}\left(\frac{m \mu}{L}\right)^{2}-\frac{1}{27}, \tag{7.19}
\end{equation*}
$$

which is obviously of type (7.18) (no square in the cubic polynomial). The solution is thus

$$
\begin{equation*}
u=\frac{m}{r}=\wp\left(\frac{\varphi}{\sqrt{2}}+C ; \omega_{1}, \omega_{2}\right)+\frac{1}{6} \tag{7.20}
\end{equation*}
$$

where $C \in \mathbb{C}$ is a constant and $\omega_{1}$ and $\omega_{2}$ are determined by $m, \mu, E$ and $L$ (see e.g. Ref. [200] for more details regarding this method applied to null geodesics).

[^61]- The second approach consists in noticing that the method of separation of variables can easily be applied to Eq. (7.17), leading to

$$
\begin{equation*}
\varphi= \pm \int_{u_{0}}^{u} \frac{\mathrm{~d} \bar{u}}{\sqrt{2 \bar{u}^{3}-\bar{u}^{2}+2\left(\frac{m \mu}{L}\right)^{2} \bar{u}+\left(\frac{m E}{L}\right)^{2}-\left(\frac{m \mu}{L}\right)^{2}}}+\varphi_{0} \tag{7.21}
\end{equation*}
$$

where $u_{0}$ and $\varphi_{0}$ are two constants, and the $\pm$ sign can be + on some parts of the geodesic $\mathscr{L}$ and - on some other parts of $\mathscr{L}$. The integral in right-hand side is expressible in terms of the so-called incomplete elliptic integrals of the first kind. We shall detail such a technique for null geodesics in Sec. 8.3. Note that this approach leads to $\varphi=\varphi(r)$, whereas the method involving the Weierstrass function leads to the "polar equation" form: $r=r(\varphi)$. It is possible though to get the polar form by invoking the inverses of elliptic integrals, namely facobi elliptic functions.

Once the solution $r=r(\varphi)$ of Eq. (7.17) has been obtained, it can be injected into the equation for $t=t(\varphi)$ that can be deduced from the equations of motions (7.11)-(7.12):

$$
\begin{equation*}
\frac{\mathrm{d} t}{\mathrm{~d} \varphi}=\frac{E}{L} \frac{r(\varphi)^{3}}{r(\varphi)-2 m} \tag{7.22}
\end{equation*}
$$

This is an ordinary differential equation for $t=t(\varphi)$, the solution of which amounts to finding a primitive with respect to $\varphi$ of the right-hand side. Unfortunately, this is not an easy task in general, the function $r(\varphi)$ being quite involved, except for circular orbits $(r(\varphi)=$ const).

In what follows, we discuss separately the resolution of the system (7.11)-(7.13) or of Eq. (7.17) for timelike geodesics (Sec. 7.3) and for null geodesics (Chap. 8).

### 7.3 Timelike geodesics

### 7.3.1 Effective potential

When the geodesic $\mathscr{L}$ is timelike, it is natural to use the proper time $\tau$ as an affine parameter along it, instead of the parameter $\lambda$ associated with the 4 -momentum $p$. Since the tangent vector associated with $\tau$ is the 4 -velocity $\boldsymbol{u}$ (cf. Sec. 1.3.3) and $\boldsymbol{p}$ and $\boldsymbol{u}$ are related by Eq. (1.18): $\boldsymbol{p}=\mu \boldsymbol{u}$, we get $\mathrm{d} \boldsymbol{x} / \mathrm{d} \lambda=\mu \mathrm{d} \boldsymbol{x} / \mathrm{d} \tau$, from which we infer the relation between $\tau$ and $\lambda$ :

$$
\begin{equation*}
\tau=\mu \lambda \tag{7.23}
\end{equation*}
$$

up to some additive constant. This is of course a special case of the generic relation (B.3) between two affine parameters of the same geodesic. Equation (7.13) becomes then

$$
\begin{equation*}
\frac{1}{2}\left(\frac{\mathrm{~d} r}{\mathrm{~d} \tau}\right)^{2}+V_{\ell}(r)=\frac{\varepsilon^{2}-1}{2} \tag{7.24}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{\ell}(r):=-\frac{m}{r}+\frac{\ell^{2}}{2 r^{2}}\left(1-\frac{2 m}{r}\right) \tag{7.25}
\end{equation*}
$$

and $\varepsilon$ and $\ell$ are respectively the specific conserved energy and specific conserved angular momentum of particle $\mathscr{P}$ :

$$
\begin{equation*}
\varepsilon:=\frac{E}{\mu}=-\boldsymbol{\xi} \cdot \boldsymbol{u} \quad \text { and } \quad \ell:=\frac{L}{\mu}=\boldsymbol{\eta} \cdot \boldsymbol{u}, \tag{7.26}
\end{equation*}
$$

where $\boldsymbol{u}$ is the 4 -velocity of $\mathscr{P}$ and the second equalities result from definitions (7.1) and the relation $\boldsymbol{p}=\mu \boldsymbol{u}$ [Eq. (1.18)]. Note that $\varepsilon$ is dimensionless (in units $c=1$ ) and that it shares the same positiveness property (7.5) as $E$ :

## Property 7.7: positivity of the specific conserved energy

The specific conserved energy $\varepsilon$ is positive as soon as the timelike geodesic $\mathscr{L}$ has some part in $\mathscr{M}_{\text {I }}$, i.e. some part with $r>2 m$ :

$$
\begin{equation*}
\mathscr{L} \cap \mathscr{M}_{\mathrm{I}} \neq \varnothing \quad \Longrightarrow \quad \varepsilon>0 \tag{7.27}
\end{equation*}
$$

On the contrary, $\ell$ can be either positive, zero or negative, depending on the variation of $\varphi$ along $\mathscr{L}$, as was already noticed above for $L$.

We note that Eq. (7.24) has the shape of the first integral of the 1-dimensional motion of a non-relativist particle in the potential $V_{\ell}$ (called hereafter the effective potential), the term $1 / 2(\mathrm{~d} r / \mathrm{d} \tau)^{2}$ being interpreted as the kinetic energy per unit mass, $V_{\ell}(r)$ as the potential energy per unit mass and the constant right-hand side $\left(\varepsilon^{2}-1\right) / 2$ as the total mechanical energy per unit mass.

Remark 1: The effective potential (7.25) differs from its non-relativistic (Newtonian) counterpart only by the factor $1-2 m / r$ instead of 1 . This difference plays an important role for small values of $r$, leading to some orbital instability, as we shall see in Sec. 7.3.3.

In $\mathscr{M}_{\mathrm{I}}$, where the Killing vector $\boldsymbol{\xi}$ is timelike, we may introduce the static observer $\mathscr{O}$, whose 4 -velocity $\boldsymbol{u}_{\overparen{O}}$ is collinear to $\boldsymbol{\xi}$ :

$$
\begin{equation*}
\boldsymbol{u}_{\overparen{O}}=\left(1-\frac{2 m}{r}\right)^{-1 / 2} \boldsymbol{\xi} \tag{7.28}
\end{equation*}
$$

the proportionality coefficient ensuring that $\boldsymbol{u}_{\overparen{O}} \cdot \boldsymbol{u}_{\overparen{O}}=-1$ given that $\boldsymbol{\xi} \cdot \boldsymbol{\xi}=g_{t t}=-(1-2 m / r)$. We have then, from (7.26),

$$
\begin{equation*}
\varepsilon=-\left(1-\frac{2 m}{r}\right)^{1 / 2} \boldsymbol{u}_{\overparen{O}} \cdot \boldsymbol{u}=\Gamma\left(1-\frac{2 m}{r}\right)^{1 / 2} \tag{7.29}
\end{equation*}
$$

where $\Gamma=-\boldsymbol{u}_{\mathscr{O}} \cdot \boldsymbol{u}$ is the Lorentz factor of $\mathscr{P}$ with respect to $\mathscr{O}$ (cf. Sec. 1.4; in particular Eq. (1.33)). We may express $\Gamma$ in terms of the norm $v$ of the velocity of $\mathscr{P}$ with respect to $\mathscr{O}$, according to Eq. (1.35): $\Gamma=\left(1-v^{2}\right)^{-1 / 2}$ and get

$$
\begin{equation*}
\varepsilon=\left(1-v^{2}\right)^{-1 / 2}\left(1-\frac{2 m}{r}\right)^{1 / 2} \tag{7.30}
\end{equation*}
$$



Figure 7.1: Effective potential $V_{\ell}(r)$ governing the $r$-part of the motion along a timelike geodesic in Schwarzschild spacetime via Eq. (7.24). The vertical dashed line marks $r=2 m$, i.e. the location of the event horizon. The numerical value $\ell / m=3.4641$ is that of the critical specific angular momentum (7.32).

In the region $r \gg m$, we may perform a first order expansion, assuming that $\mathscr{P}$ moves at nonrelativistic velocity with respect to $\mathscr{O}(v \ll 1)$, thereby obtaining:

$$
\begin{equation*}
\varepsilon-1 \simeq \frac{1}{2} v^{2}-\frac{m}{r} \quad(r \gg m \quad \text { and } \quad v \ll 1) . \tag{7.31}
\end{equation*}
$$

We recognize in the right-hand side the Newtonian mechanical energy per unit mass of particle $\mathscr{P}$ with respect to observer $\mathscr{O}$, who can then be considered as an inertial observer, $v^{2} / 2$ being the kinetic energy per unit mass and $-m / r$ the gravitational potential energy per unit mass.

The profile of $V_{\ell}(r)$ for selected values of $\ell$ is plotted in Figs. 7.1 and 7.2 . Its extrema are given by $\mathrm{d} V_{\ell} / \mathrm{d} r=0$, which is equivalent to

$$
m r^{2}-\ell^{2} r+3 \ell^{2} m=0
$$

This quadratic equation admits real roots iff $|\ell| \geq \ell_{\text {crit }}$, with

$$
\begin{equation*}
\ell_{\text {crit }}=2 \sqrt{3} m \simeq 3.464102 \mathrm{~m} . \tag{7.32}
\end{equation*}
$$

For $|\ell| \geq \ell_{\text {crit }}$, the two roots are

$$
\begin{equation*}
r_{\max }=\frac{\ell}{2 m}\left(\ell-\sqrt{\ell^{2}-\ell_{\text {crit }}^{2}}\right) \quad \text { and } \quad r_{\min }=\frac{\ell}{2 m}\left(\ell+\sqrt{\ell^{2}-\ell_{\text {crit }}^{2}}\right) \tag{7.33}
\end{equation*}
$$



Figure 7.2: Same as Fig. 7.1, but with a zoom in along the $y$-axis and a zoom out along the $x$-axis. The dots mark the mimima of $V_{\ell}$, locating stable circular orbits.
corresponding respectively to a maximum of $V_{\ell}$ and a minimum of $V_{\ell}$, hence the indices "max" and "min". Note that $r_{\text {max }} \leq r_{\text {min }}$. In the marginal case $|\ell|=\ell_{\text {crit }}$, the two roots coincide and correspond to an inflection point of $V_{\ell}$ (the circled dot in Fig. 7.2).

For $|\ell|<\ell_{\text {crit }}$, there is no extremum and $V_{\ell}$ is a strictly increasing function of $r$.
To get a full solution in terms of the Schwarzschild-Droste coordinates, once Eq. (7.24) is solved for $r(\tau)$, one has still to solve Eqs. (7.11) and (7.12), which can be rewritten in terms of the proper time $\tau$ as

$$
\begin{gather*}
\frac{\mathrm{d} t}{\mathrm{~d} \tau}=\varepsilon\left(1-\frac{2 m}{r(\tau)}\right)^{-1},  \tag{7.34}\\
\frac{\mathrm{~d} \varphi}{\mathrm{~d} \tau}=\frac{\ell}{r(\tau)^{2}} \tag{7.35}
\end{gather*}
$$

### 7.3.2 Radial free fall

## Generic case

The radial geodesics correspond to a vanishing conserved angular momentum: $\ell=0$. Indeed, setting $\ell=0$ in Eq. (7.12) yields $\varphi=$ const, which defines a purely radial trajectory in the plane $\theta=\pi / 2$. The effective potential (7.25) reduces then to $V_{\ell}(r)=-m / r$, so that the equation of radial motion (7.24) becomes

$$
\begin{equation*}
\frac{1}{2}\left(\frac{\mathrm{~d} r}{\mathrm{~d} \tau}\right)^{2}-\frac{m}{r}=\frac{\varepsilon^{2}-1}{2} \tag{7.36}
\end{equation*}
$$

This equation is identical to that governing radial free fall in the gravitational field generated by a mass $m$ in Newtonian gravity. The solution is well known and depends on the sign of the "mechanical energy" in the right-hand side, i.e. of the position of $\varepsilon$ with respect to 1 :

- if $\varepsilon>1$, the solution is given in parameterized form (parameter $\eta$ ) by

$$
\left\{\begin{align*}
\tau & =\frac{m}{\left(\varepsilon^{2}-1\right)^{3 / 2}}(\sinh \eta-\eta)+\tau_{0}  \tag{7.37}\\
r & =\frac{m}{\varepsilon^{2}-1}(\cosh \eta-1)
\end{align*}\right.
$$

- if $\varepsilon=1$, the solution is

$$
\begin{equation*}
r(\tau)=\left(\frac{9 m}{2}\left(\tau-\tau_{0}\right)^{2}\right)^{1 / 3} \tag{7.38}
\end{equation*}
$$

- if $\varepsilon<1$, the solution is given in parameterized form (parameter $\eta$ ) by

$$
\left\{\begin{align*}
\tau & =\frac{m}{\left(1-\varepsilon^{2}\right)^{3 / 2}}(\eta+\sin \eta)+\tau_{0}  \tag{7.39}\\
r & =\frac{m}{1-\varepsilon^{2}}(1+\cos \eta)
\end{align*}\right.
$$

In the above formulas, $\tau_{0}$ is a constant; for $\varepsilon \geq \mu, \tau_{0}$ is the value of $\tau$ for which $r \rightarrow 0$, while for $\varepsilon<1$, it is the value of $\tau$ at which $r$ takes its maximal value.

## Radial free fall from rest

Let us focus on the radial free fall from rest, starting at some position $r=r_{0}$ at $\tau=0$. Starting from rest means $\mathrm{d} r / \mathrm{d} \tau=0$ at $\tau=0$. The equation of radial motion (7.36) leads then to $-m / r_{0}=\left(\varepsilon^{2}-1\right) / 2$, or equivalently

$$
\begin{equation*}
\varepsilon^{2}=1-\frac{2 m}{r_{0}} \tag{7.40}
\end{equation*}
$$

The right-hand side of this equation must be non-negative. This implies $r_{0} \geq 2 m$. We recover the fact that one cannot be momentarily at rest (in terms of $r$ ) if $r_{0}<2 m$, for $r$ has to decrease along any causal geodesic in the black hole region $\mathscr{M}_{\text {II }}$ (cf. Sec. 7.2.2).

Equation (7.40) implies $\varepsilon<1$, i.e. $E<\mu$. The solution is thus given by Eq. (7.39); expressing $1-\varepsilon^{2}$ in it via (7.40), we get

$$
\left\{\begin{array}{l}
\tau=\sqrt{\frac{r_{0}^{3}}{8 m}}(\eta+\sin \eta)  \tag{7.41}\\
r=\frac{r_{0}}{2}(1+\cos \eta)
\end{array} \quad 0 \leq \eta \leq \pi,\right.
$$

where the range of $\eta$ is such that $r=r_{0}$ for $\tau=0(\eta=0)$ and $r$ decays to 0 when $\eta \rightarrow \pi$. The function $r(\tau)$ resulting from (7.41) is depicted in Fig. 7.3.


Figure 7.3: Coordinate $r$ as a function of the proper time $\tau$ for the radial free fall from rest, for various initial values $r_{0}$ of $r$.

The solution for $t=t(\tau)$ is obtained by combining $\mathrm{d} t / \mathrm{d} \tau$ as expressed by (7.34) and $\mathrm{d} \tau / \mathrm{d} \eta$ deduced from (7.41):

$$
\frac{\mathrm{d} \tau}{\mathrm{~d} \eta}=\sqrt{\frac{r_{0}^{3}}{8 m}}(1+\cos \eta)=\sqrt{\frac{r_{0}}{2 m}} r .
$$

We get

$$
\frac{\mathrm{d} t}{\mathrm{~d} \eta}=\frac{\mathrm{d} t}{\mathrm{~d} \tau} \frac{\mathrm{~d} \tau}{\mathrm{~d} \eta}=\varepsilon \sqrt{\frac{r_{0}}{2 m}} r\left(1-\frac{2 m}{r}\right)^{-1}=\sqrt{\frac{r_{0}}{2 m}-1} \frac{r^{2}}{r-2 m},
$$

where we have used (7.40) and $\varepsilon>0$ [Eq. (7.27)] to write $\varepsilon=\sqrt{1-2 m / r_{0}}$. Substituting $r$ from Eq. (7.41), we get

$$
\frac{\mathrm{d} t}{\mathrm{~d} \eta}=\frac{r_{0}}{2} \sqrt{\frac{r_{0}}{2 m}-1} \frac{(1+\cos \eta)^{2}}{1+\cos \eta-4 m / r_{0}}
$$

This equation can be integrated to (cf. the SageMath computation in Sec. D.4.5)

$$
\begin{equation*}
t=2 m\left\{\sqrt{\frac{r_{0}}{2 m}-1}\left[\eta+\frac{r_{0}}{4 m}(\eta+\sin \eta)\right]+\ln \left|\frac{\sqrt{\frac{r_{0}}{2 m}-1}+\tan \frac{\eta}{2}}{\sqrt{\frac{r_{0}}{2 m}-1}-\tan \frac{\eta}{2}}\right|\right\}, \tag{7.42}
\end{equation*}
$$

where we have assumed $t=0$ at $\tau=0(\eta=0)$.
The solution of the radial free fall starting from rest at $r=r_{0}$ is thus given in parametric form by Eqs. (7.41) and (7.42) and is represented in the left panel of Fig. 7.4. It has been obtained in the Schwarzschild-Droste coordinates $(t, r, \theta, \varphi)$, which are singular at the event horizon $\mathscr{H}$. So, one might wonder if such a solution can describe the full infall, with the crossing of $\mathscr{H}$. In particular, we notice that the differential equation for $t(\tau)$, Eq. (7.34), is singular at $r(\tau)=2 m$, i.e. on $\mathscr{H}$. The solution $t(\eta)$, as given by Eq. (7.42), is singular at $\eta=\eta_{\mathrm{h}}$, where

$$
\begin{equation*}
\eta_{\mathrm{h}}:=2 \arctan \sqrt{\frac{r_{0}}{2 m}-1} \tag{7.43}
\end{equation*}
$$



Figure 7.4: Radial free fall from rest, viewed in Schwarzschild-Droste coordinates ( $t, r$ ) (left) and in the ingoing Eddington-Finkelstein coordinates $(\tilde{t}, r)$ (right), for various values $r_{0}$ of the coordinate $r$ at $\tau=0$. The grey area is the black hole region $\mathscr{M}_{\text {II }}$.
is precisely the value of $\eta$ yielding $r=2 m$ in Eq. (7.41) [to see it, rewrite the second part of Eq. (7.41) as $\left.r=r_{0} \cos ^{2}(\eta / 2)=r_{0} /\left(1+\tan ^{2}(\eta / 2)\right)\right]$. This singularity of $t(\eta)$ appears also clearly on Fig. 7.4 (left panel). On the other hand, the equation for $r$, Eq. (7.36), does not exhibit any pathology at $r=2 m$, nor its solution (7.42). Actually, had we started from the ingoing Eddington-Finkelstein (IEF) coordinates $(\tilde{t}, r, \theta, \varphi)$, instead of the Schwarzschild-Droste ones, we would have found ${ }^{6}$ exactly the same solution for $r(\tau)$ (which is not surprising since $r$, considered as a scalar field on $\mathscr{M}$, is perfectly regular at $\mathscr{H})$. The solution for $\tilde{t}(\tau)$ can be deduced from that for $t(\tau)$ by the coordinate transformation law (6.32). Noticing that and $r /(2 m)=\cos ^{2}(\eta / 2) / \cos ^{2}\left(\eta_{\mathrm{h}} / 2\right)$, we get

$$
\begin{align*}
\frac{r}{2 m}-1 & =\frac{\cos ^{2}(\eta / 2)}{\cos ^{2}\left(\eta_{\mathrm{h}} / 2\right)}-1=\cos ^{2}(\eta / 2)\left(\frac{1}{\cos ^{2}\left(\eta_{\mathrm{h}} / 2\right)}-\frac{1}{\cos ^{2}(\eta / 2)}\right) \\
& =\cos ^{2}(\eta / 2)\left(\tan ^{2}\left(\eta_{\mathrm{h}} / 2\right)-\tan ^{2}(\eta / 2)\right) . \tag{7.44}
\end{align*}
$$

Using this identity, as well as (7.43) to express $\sqrt{r_{0} /(2 m)-1}$ in the logarithm term of Eq. (7.42),

[^62]

Figure 7.5: Elapsed proper time to reach the event horizon ( $\tau_{\mathrm{h}}$, dashed curve) and the central singularity ( $\tau_{\mathrm{f}}$, solid curve), as a function of the initial value of $r$ for a radial free fall from rest.
the transformation law (6.32) yields

$$
\begin{aligned}
\tilde{t} & =2 m\left\{\sqrt{\frac{r_{0}}{2 m}-1}\left[\eta+\frac{r_{0}}{4 m}(\eta+\sin \eta)\right]+\ln \left|\frac{\tan \frac{\eta_{\mathrm{h}}}{2}+\tan \frac{\eta}{2}}{\tan \frac{\eta_{\mathrm{h}}}{2}-\tan \frac{\eta}{2}} \cos ^{2} \frac{\eta}{2}\left(\tan ^{2} \frac{\eta_{\mathrm{h}}}{2}-\tan ^{2} \frac{\eta}{2}\right)\right|\right\} \\
& =2 m\left\{\sqrt{\frac{r_{0}}{2 m}-1}\left[\eta+\frac{r_{0}}{4 m}(\eta+\sin \eta)\right]+\ln \left|\cos ^{2} \frac{\eta}{2}\left(\tan \frac{\eta_{\mathrm{h}}}{2}+\tan \frac{\eta}{2}\right)^{2}\right|\right\} \\
& =2 m\left\{\sqrt{\frac{r_{0}}{2 m}-1}\left[\eta+\frac{r_{0}}{4 m}(\eta+\sin \eta)\right]+2 \ln \left(\cos \frac{\eta}{2} \tan \frac{\eta_{\mathrm{h}}}{2}+\sin \frac{\eta}{2}\right)\right\}
\end{aligned}
$$

From this expression, we have $\tilde{t}=4 m \ln \tan \left(\eta_{\mathrm{h}} / 2\right)$ for $\eta=0$. Now, we can change the origin of the IEF coordinate $\tilde{t}$ to ensure $\tilde{t}=0$ for $\eta=0$, i.e. $\tau=0$. We get then

$$
\begin{equation*}
\tilde{t}=2 m\left\{\sqrt{\frac{r_{0}}{2 m}-1}\left[\eta+\frac{r_{0}}{4 m}(\eta+\sin \eta)\right]+2 \ln \left[\cos \frac{\eta}{2}+\left(\frac{r_{0}}{2 m}-1\right)^{-1 / 2} \sin \frac{\eta}{2}\right]\right\} . \tag{7.45}
\end{equation*}
$$

This expression is perfectly regular for all values of $\eta$ in $[0, \pi]$, reflecting the fact that the ingoing Eddington-Finkelstein coordinates cover all $\mathscr{M}$ in a regular way. The radial free fall solution in terms of $(\tilde{t}, r)$ is represented in the right panel of Fig. 7.4. We note the smooth crossing of the event horizon $\mathscr{H}$.

In view of Eq. (7.41), we may say that the radial infall starts at $\eta=0$, for which $\tau=0$ and $r=r_{0}$, and terminates at $\eta=\pi$, for which $r=0$, which means that the particle hits the curvature singularity (cf. Sec. 6.3.4). The final value of the particle's proper time is obtained by


Figure 7.6: Proper time spent inside the black hole region as a function of the initial value of $r$ for a radial free fall from rest. Note that $r_{0}=2 m$ does not correspond to any asymptote but to the finite value $\Delta \tau_{\text {in }}=\pi m$ with a vertical tangent. On the other side, there is an horizontal asymptote $\Delta \tau_{\text {in }} \rightarrow 4 m / 3$ for $r_{0} \rightarrow+\infty$.
setting $\eta=\pi$ in Eq. (7.41):

$$
\begin{equation*}
\tau_{\mathrm{f}}=\frac{\pi}{2} \sqrt{\frac{r_{0}^{3}}{2 m}} \tag{7.46}
\end{equation*}
$$

Similarly, the final value of $\tilde{t}$ is obtained by setting $\eta=\pi$ in (7.45):

$$
\begin{equation*}
\tilde{t}_{\mathrm{f}}=2 m\left[\pi \sqrt{\frac{r_{0}}{2 m}-1}\left(\frac{r_{0}}{4 m}+1\right)-\ln \left(\frac{r_{0}}{2 m}-1\right)\right] . \tag{7.47}
\end{equation*}
$$

As noticed above, the event horizon $\mathscr{H}$ is crossed at $\eta=\eta_{\mathrm{h}}$; via (7.41) and (7.43), this corresponds to the following value of the proper time:

$$
\begin{equation*}
\tau_{\mathrm{h}}=\sqrt{\frac{r_{0}^{3}}{2 m}}\left[\arctan \sqrt{\frac{r_{0}}{2 m}-1}+\sqrt{\frac{2 m}{r_{0}}\left(1-\frac{2 m}{r_{0}}\right)}\right] \tag{7.48}
\end{equation*}
$$

while (7.45) leads to the following value of the IEF coordinate $\tilde{t}$ :

$$
\begin{equation*}
\tilde{t}_{\mathrm{h}}=2 m\left[2\left(1+\frac{r_{0}}{4 m}\right) \sqrt{\frac{r_{0}}{2 m}-1} \arctan \sqrt{\frac{r_{0}}{2 m}-1}+\frac{r_{0}}{2 m}-1-\ln \frac{r_{0}}{2 m}\right] . \tag{7.49}
\end{equation*}
$$

The variation of $\tau_{\mathrm{h}}$ and $\tau_{\mathrm{f}}$ with $r_{0}$ are depicted in Fig. 7.5 and numerical values for $r_{0}=6 \mathrm{~m}$ and standard astrophysical black holes are provided in Table 7.1.

| $m$ | $r_{\mathrm{S}}=2 m$ | $\tau_{\mathrm{h}}$ | $\tau_{\mathrm{f}}$ | $\Delta \tau_{\text {in }}$ |
| :---: | :---: | :---: | :---: | :---: |
| $15 M_{\odot}(\mathrm{Cyg} \mathrm{X}-1)$ | 44.3 km | 1.10 ms | 1.21 ms | 0.11 ms |
| $4.310^{6} M_{\odot}\left(\mathrm{Sgr} \mathrm{A}^{*}\right)$ | $12.710^{6} \mathrm{~km}=0.085 \mathrm{au}$ | $5 \min 14 \mathrm{~s}$ | $5 \min 46 \mathrm{~s}$ | 32 s |
| $610^{9} M_{\odot}\left(\mathrm{M}_{8} 7^{*}\right)$ | 118 au | 5.07 days | 5.58 days | 12 h 17 min |

Table 7.1: Proper time to reach the event horizon $\left(\tau_{\mathrm{h}}\right)$ and the central curvature singularity $\left(\tau_{\mathrm{f}}\right)$, as well as elapsed proper time inside the black hole region ( $\Delta \tau_{\text {in }}$ ), when freely falling from rest at $r_{0}=6 \mathrm{~m}$. The numerical values are given for various black hole masses $m$, corresponding to astrophysical objects: the stellar black hole Cygnus X-1 [353, 205], the supermassive black hole at the center of our galaxy (Sagittarius A*) [195, 269] and the supermassive black hole M87* in the nucleus of the galaxy Messier 87 [194, 5].

The proper time spent inside the black hole is

$$
\begin{equation*}
\Delta \tau_{\mathrm{in}}=\tau_{\mathrm{f}}-\tau_{\mathrm{h}}=\sqrt{\frac{r_{0}^{3}}{2 m}}\left[\frac{\pi}{2}-\arctan \sqrt{\frac{r_{0}}{2 m}-1}-\sqrt{\frac{2 m}{r_{0}}\left(1-\frac{2 m}{r_{0}}\right)}\right] . \tag{7.50}
\end{equation*}
$$

It varies between $\pi m\left(r_{0} \rightarrow 2 m\right)$ and $4 m / 3\left(r_{0} \rightarrow+\infty\right)$ (cf. Fig. 7.6 and Sec. D.4.5 for the computation of $\lim _{r_{0} \rightarrow+\infty} \Delta \tau_{\text {in }}$ ). Numerical values for astrophysical black holes are provided in Table 7.1.

### 7.3.3 Circular orbits

Circular orbits are defined as timelike geodesics with $r=$ const. We have then $\mathrm{d} r / \mathrm{d} \tau=0$ and $\mathrm{d}^{2} r / \mathrm{d} \tau^{2}=0$, so that Eq. (7.24) implies

$$
\begin{align*}
& V_{\ell}(r)=\frac{\varepsilon^{2}-1}{2}  \tag{7.51a}\\
& \frac{\mathrm{~d} V_{\ell}}{\mathrm{d} r}=0 . \tag{7.51b}
\end{align*}
$$

Given the expression (7.25) of $V_{\ell}$, Eq. (7.51b) is equivalent to

$$
\begin{equation*}
m r^{2}-\ell^{2} r+3 \ell^{2} m=0 \tag{7.52}
\end{equation*}
$$

As already noticed in Sec. 7.3.1, this quadratic equation in $r$ admits two real roots iff $|\ell| \geq \ell_{\text {crit }}$, with $\ell_{\text {crit }}=2 \sqrt{3} m$ [Eq. (7.32)], which are

$$
\begin{equation*}
r_{\text {circ }}^{ \pm}(\ell)=\frac{\ell}{2 m}\left(\ell \pm \sqrt{\ell^{2}-\ell_{\text {crit }}^{2}}\right) \text {. } \tag{7.53}
\end{equation*}
$$

$r_{\text {circ }}^{+}(\ell)$ corresponds to a minimum of the effective potential $V_{\ell}$ and thus to a stable orbit (see the dots in Fig. 7.2), while $r_{\text {circ }}^{-}(\ell)$ corresponds to a maximum of $V_{\ell}$ and thus to an unstable orbit. When $\ell$ varies from $\ell_{\text {crit }}$ to $+\infty, r_{\text {circ }}^{+}(\ell)$ increases from $6 m$ to $+\infty$, while $r_{\text {circ }}^{-}(\ell)$ decreases from $6 m$ to $3 m$ (cf. Fig. 7.7). We conclude that


Figure 7.7: Specific conserved angular momentum $\ell=L / \mu$ on circular orbits as a function of the orbit circumferential radius $r$. The dashed part of the curve corresponds to unstable orbits ( $r=r_{\text {circ }}^{-}(\ell)$, as given by Eq. (7.53)), while the solid part corresponds to stable orbits $\left(r=r_{\text {circ }}^{+}(\ell)\right)$. The minimal value of $\ell$ is $\ell_{\text {crit }}=$ $2 \sqrt{3} m \simeq 3.46 \mathrm{~m}$.

## Property 7.8: circular orbits

Circular orbits in Schwarzschild spacetime exist for all values of $r>3 m$. Those with $r<6 m$ are unstable and those with $r>6 m$ are stable. The marginal case $r=6 m$ is called the innermost stable circular orbit, often abridged as ISCO.

Remark 2: In the Newtonian spherical gravitational field generated by a point mass $m$, there is no unstable orbit, and thus no ISCO. The existence of unstable orbits in the relativistic case can be understood by the extra term in the effective potential $V_{\ell}(r)$ (cf. Remark 1 on p .211 ), which adds the attractive part $-\ell^{2} m / r^{3}$ to the two terms constituting the Newtonian potential: $-m / r$ (attractive) and $\ell^{2} /\left(2 r^{2}\right)$ (repulsive). The latter is responsible for the infinite "centrifugal barrier" at small $r$ in the Newtonian problem, leading always to a minimum of $V_{\ell}(r)$ and thus to a stable circular orbit. In the relativistic case, for $r$ small enough, the attractive term, which is $O\left(r^{-3}\right)$, dominates over the centrifugal one, which is only $O\left(r^{-2}\right)$. Equivalently, we may say that the "centrifugal barrier" is weakened by the factor $1-2 m / r$ (cf. the expression (7.25) of $\left.V_{\ell}(r)\right)$ and ceases to exist for small values of $|\ell|$ (i.e. $|\ell|<\ell_{\text {crit }}$ ).

From Eq. (7.52), we can easily express $\ell$ as a function of $r$ on a circular orbit:

$$
\begin{equation*}
|\ell|=r \sqrt{\frac{m}{r-3 m}} \text {. } \tag{7.54}
\end{equation*}
$$

This function is represented in Fig. 7.7 (for $\ell>0$ ).
If we substitute (7.54) for $\ell$ in the expression (7.25) of $V_{\ell}$ and use Eq. (7.51a), we obtain the value of the specific conserved energy along a circular orbit, in terms of $r$ :

$$
\begin{equation*}
\varepsilon=\frac{r-2 m}{\sqrt{r(r-3 m)}} \text {. } \tag{7.55}
\end{equation*}
$$

This function is represented in Fig. 7.8. The minimal value of $\varepsilon$ is achieved for $r=6 \mathrm{~m}$, i.e. at the ISCO:

$$
\begin{equation*}
\min \varepsilon=\frac{2 \sqrt{2}}{3} \simeq 0.9428 \tag{7.56}
\end{equation*}
$$

From Fig. 7.8, we notice that

$$
\begin{equation*}
r>4 m \Longleftrightarrow \varepsilon<1 \Longleftrightarrow E<\mu \tag{7.57}
\end{equation*}
$$

This corresponds to bound orbits, i.e. to geodesics that, if slightly perturbed, cannot reach the asymptotically flat region $r \gg 2 m$, since $E \geq \mu$ there. Indeed, when $r \rightarrow+\infty$, the Killing vector $\boldsymbol{\xi}$ can be interpreted as the 4 -velocity of some asymptotically inertial observer (at rest with respect to the black hole) and $E$ is the particle energy measured by that observer; the famous Einstein relation (1.32) is then $E=\Gamma \mu$, where $\Gamma$ is the Lorentz factor of the particle with respect to the observer. Since $\Gamma \geq 1$ [Eq. (1.35)], we have obviously ${ }^{7} E \geq \mu$. For this reason, the circular orbit at $r=4 m$ is called the marginally bound circular orbit. Note that the marginally bound circular orbit is unstable, since it has $r<6 \mathrm{~m}$.

The track of circular orbits in the $(\ell, \varepsilon)$ plane is depicted in Fig. 7.9. The ISCO, which is a minimum for both $\varepsilon$ and $\ell$, appears as a cusp point.

The angular velocity of a circular orbit $\mathscr{L}$ is defined by

$$
\begin{equation*}
\Omega:=\left.\frac{\mathrm{d} \varphi}{\mathrm{~d} t}\right|_{\mathscr{L}}=\frac{u^{\varphi}}{u^{t}} \tag{7.58}
\end{equation*}
$$

where $u^{\varphi}=\mathrm{d} \varphi / \mathrm{d} \tau$ and $u^{t}=\mathrm{d} t / \mathrm{d} \tau$ are the only nonzero components w.r.t. SchwarzschildDroste coordinates of the 4 -velocity $\boldsymbol{u}$ along the worldline $\mathscr{L}$. It follows from (7.58) that $\Omega$ enters into the linear combination of the two Killing vectors $\boldsymbol{\xi}$ and $\boldsymbol{\eta}$ expressing the 4 -velocity on a circular orbit according to

$$
\begin{equation*}
\boldsymbol{u}=u^{t}(\boldsymbol{\xi}+\Omega \boldsymbol{\eta}) . \tag{7.59}
\end{equation*}
$$

We have the following nice physical interpretation:

## Property 7.9: angular velocity measured at infinity

The quantity $\Omega$ defined by Eq. (7.58) is nothing but the angular velocity of the orbiting particle $\mathscr{P}$ monitored by a infinitely distant static observer $\mathscr{O}$.
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Figure 7.8: Specific conserved energy $\varepsilon=E / \mu$ on circular orbits as a function of the orbit circumferential radius $r$. The dashed part of the curve corresponds to unstable orbits, while the solid part corresponds to stable ones. The horizontal red line $\varepsilon=1$ marks the limit of bound orbits.


Figure 7.9: Circular orbits in the $(\ell, \varepsilon)$ plane. The solid (resp. dashed) curve corresponds to stable (resp. unstable) orbits. The ISCO is located at the cusp point.

| $m$ | $r_{\mathrm{ISCO}}=6 m$ | $\frac{\Omega_{\mathrm{ISCO}}}{2 \pi}$ | $T_{\mathrm{ISCO}}$ | $T_{\mathscr{P}, \mathrm{ISCO}}$ |
| :---: | :---: | :---: | :---: | :---: |
| $15 M_{\odot}(\mathrm{Cyg} \mathrm{X}-1)$ | 133 km | 147 Hz | 6.80 ms | 4.81 ms |
| $4.310^{6} M_{\odot}\left(\right.$ Sgr A $\left.^{*}\right)$ | $38.110^{6} \mathrm{~km}$ <br> $(0.255 \mathrm{au})$ | $5.1110^{-4} \mathrm{~Hz}$ | 32 min 37 s | 23 min 4 s |
| $610^{9} M_{\odot}\left(\mathrm{M}_{\mathrm{M}} 7^{*}\right)$ | 355 au | $3.6610^{-7} \mathrm{~Hz}$ | 31 d 15 h | 22 d 9 h |

Table 7.2: Values of various quantities at the ISCO for masses $m$ of some astrophysical black holes (see Table 7.1 for details): areal radius $r$, orbital frequency $\Omega_{\mathrm{ISCO}} /(2 \pi)$, orbital period seen from infinity $T_{\text {ISCO }}$ and orbital period measured by the orbiting observer/particle $T_{\mathscr{P}, \text { ISCO }}$ (proper time).

Proof. Suppose that $\mathscr{O}$ is located at fixed coordinates $(r, \theta, \varphi)=\left(r_{\mathscr{O}}, \pi / 2,0\right)$ with $r_{\mathscr{O}} \gg m$ and that $\mathscr{P}$ emits a photon at the event $\left(t_{1}, r, \pi / 2,0\right)$ along a radial null geodesic. This photon is received by $\mathscr{O}$ at $t=t_{1}^{\prime}$. After one orbit, at the event $\left(t_{2}, r, \pi / 2,2 \pi\right), \mathscr{P}$ emits a second photon in the radial direction, which is received at $t=t_{2}^{\prime}$ by $\mathscr{O}$. According to the definition (7.58) of $\Omega$, we have

$$
2 \pi=\Omega\left(t_{2}-t_{1}\right)
$$

On the other hand, since $r_{\mathscr{O}} \gg m$, the proper time of $\mathscr{O}$ is $t$, so that the angular velocity measured by $\mathscr{O}$ is

$$
\Omega_{\mathscr{O}}=\frac{2 \pi}{t_{2}^{\prime}-t_{1}^{\prime}}
$$

Now, since $t$ is the coordinate associated to the spacetime invariance by time translation (stationarity), we have necessarily $t_{2}^{\prime}-t_{2}=t_{1}^{\prime}-t_{1}$ (the increment in coordinate $t$ for the second signal is the same as for the first one), so that $t_{2}^{\prime}-t_{1}^{\prime}=t_{2}-t_{1}$. Accordingly, the above two equations combine to $\Omega_{\overparen{O}}=\Omega$.

By combining Eqs. (7.34) and (7.35), we get

$$
\Omega=\frac{1}{r^{2}}\left(1-\frac{2 m}{r}\right) \frac{\ell}{\varepsilon} .
$$

Substituting expression (7.54) for $\ell$ and expression (7.55) for $\varepsilon$, we obtain

$$
\begin{equation*}
\Omega= \pm \sqrt{\frac{m}{r^{3}}}, \tag{7.60}
\end{equation*}
$$

with the $+($ resp. -$)$ sign for $\ell>0($ resp. $\ell<0)$.
Remark 3: This formula is identical to that of Newtonian gravity (Kepler's third law for circular orbits) for all values of $r$. This is a mere coincidence, valid only for Schwarzschild-Droste coordinates. Only for $r \gg m$, i.e. in the weak-field limit, this agreement is physically meaningful; it can be then used to interpret the parameter $m$ as the gravitational mass of Schwarzschild spacetime, as mentioned in Sec. 6.2.4.

Remark 4: $\Omega$ is not the orbital angular frequency experienced by the particle/observer $\mathscr{P}$ on the circular orbit $\mathscr{L}$, because the proper time of $\mathscr{P}$ is $\tau$ and not $t$. The actual orbital frequency measured by $\mathscr{P}$ is

$$
\Omega_{\mathscr{P}}=\frac{\mathrm{d} t}{\mathrm{~d} \tau} \Omega=u^{t} \Omega
$$

with $u^{t}=\mathrm{d} t / \mathrm{d} \tau$ obtained from (7.34) and (7.55): $u^{t}=\sqrt{r /(r-3 m)}$. Hence

$$
\begin{equation*}
\Omega_{\mathscr{P}}=\sqrt{\frac{r}{r-3 m}} \Omega= \pm \frac{1}{r} \sqrt{\frac{m}{r-3 m}} . \tag{7.61}
\end{equation*}
$$

Note that $\left|\Omega_{\mathscr{P}}\right|>|\Omega|$; in particular, at the ISCO $(r=6 m), \Omega_{\mathscr{P}}=\sqrt{2} \Omega$. The orbital period measured by $\mathscr{P}$ is $T_{\mathscr{P}}=2 \pi /\left|\Omega_{\mathscr{P}}\right|$. Some ISCO values of $T_{\mathscr{P}}$ for astrophysical black holes are provided in Table 7.2.

At the ISCO, $r=6 \mathrm{~m}$ and formula (7.60) yields (for orbits with positive $\ell$ )

$$
\begin{equation*}
\Omega_{\mathrm{ISCO}}=\frac{1}{6 \sqrt{6} m} . \tag{7.62}
\end{equation*}
$$

Numerical values of $\Omega_{\mathrm{ISCO}}$ (actually the frequency $\Omega_{\mathrm{ISCO}} /(2 \pi)$, which is more relevant from an observational point of view) are provided in Table 7.2.

### 7.3.4 Other orbits

Let us relax the assumption $r=$ const and consider generic orbits $\mathscr{L}$ obeying

$$
\begin{equation*}
|\ell|>\ell_{\text {crit }} \quad \text { and } \quad 0<\varepsilon<1 . \tag{7.63}
\end{equation*}
$$

The first condition ensures that the effective potential $V_{\ell}(r)$ takes the shape of a well in the region $r>2 m$ (cf. Fig. 7.10) and the second one that the particle $\mathscr{P}$ is trapped in this well. Indeed, $0<\varepsilon<1$ makes the right-hand of Eq. (7.24) negative, so that the region $r \rightarrow+\infty$, where $V_{\ell}(r) \rightarrow 0$, cannot be reached. We have also argued in Sec. 7.3.3 that $\varepsilon<1$ is forbidden in the region $r \rightarrow+\infty$ on physical grounds [cf. the discussion below Eq. (7.57)].

In the potential well, the $r$-coordinate along $\mathscr{L}$ varies between two extrema: a minimum $r_{\mathrm{per}}$, for periastron (or pericenter or periapsis), and a maximum $r_{\mathrm{apo}}$, for apoastron (or apocenter or apoapsis) (cf. Figs. 7.10 and 7.11). Being extrema of $r(\tau)$, the values of $r_{\text {per }}$ and $r_{\text {apo }}$ are obtained by setting $\mathrm{d} r / \mathrm{d} \tau=0$ in Eq. (7.24), which leads to

$$
\begin{equation*}
\left(1-\frac{2 m}{r}\right)\left(1+\frac{\ell^{2}}{r^{2}}\right)=\varepsilon^{2} . \tag{7.64}
\end{equation*}
$$

This is a cubic equation in $r^{-1}$, which has three real positive roots, corresponding to the three intersections of the curve $V_{\ell}(r)$ with the horizontal line at $\left(\varepsilon^{2}-1\right) / 2$ in Fig. 7.10. However, the smaller root has to be disregarded as a periastron since it would lead to a motion with $V_{\ell}(r)>\left(\varepsilon^{2}-1\right) / 2$, which is forbidden by Eq. (7.24).

We get, from Eqs. (7.24)-(7.25),

$$
\begin{equation*}
\frac{\mathrm{d} r}{\mathrm{~d} \tau}= \pm \sqrt{\varepsilon^{2}-\left(1-\frac{2 m}{r}\right)\left(1+\frac{\ell^{2}}{r^{2}}\right)} . \tag{7.65}
\end{equation*}
$$



Figure 7.10: Effective potential $V_{\ell}(r)$ for $\ell=4.2 m$ (one of the values displayed in Figs. 7.1 and 7.2). The horizontal red line marks $V_{\ell}(r)=\left(\varepsilon^{2}-1\right) / 2$ with $\varepsilon=0.973$, leading to $r_{\text {per }}=9.058 \mathrm{~m}$ and $r_{\text {apo }}=25.634 \mathrm{~m}$. The corresponding orbit is shown in Fig. 7.11.


Figure 7.11: Timelike geodesic with $\varepsilon=0.973$ and $\ell=4.2 m$ (same values as in Fig. 7.10), plotted in terms of the coordinates $(x, y):=(r \cos \varphi, r \sin \varphi)$. The dotted circles correspond to $r=r_{\text {per }}$ (periastron) and $r=r_{\text {apo }}$ (apoastron). The grey disk indicates the black hole region $r<2 m$. [Figure produced with the notebook D.4.6]


Figure 7.12: Timelike geodesics with the same value of $\ell$ as in Fig. $7.11(\ell=4.2 m)$, but for different values of $\varepsilon$ : $\varepsilon=0.967$ (left) and $\varepsilon=0.990$ (right). Note that the left and right figures have different scales. [Figure produced with the notebook D.4.6]

The equation governing the trajectory of $\mathscr{L}$ in the orbital plane is Eq. (7.17), which can be recast as

$$
\begin{equation*}
\frac{\mathrm{d} u}{\mathrm{~d} \varphi}= \pm \sqrt{2 u^{3}-u^{2}+2\left(\frac{m}{\ell}\right)^{2} u+\left(\frac{m \varepsilon}{\ell}\right)^{2}-\left(\frac{m}{\ell}\right)^{2}} . \tag{7.66}
\end{equation*}
$$

Let us recall that $u:=m / r$ and that methods for solving this differential equation have been briefly discussed in Sec. 7.2.3.
Remark 5: Far from the black hole, i.e. in the region $r \gg m$, one can easily recover the Newtonian orbits from Eq. (7.66). Indeed, according to Eq. (7.31), $\varepsilon=1+\varepsilon_{0}$, where $\varepsilon_{0}=v^{2} / 2-m / r$ is the Newtonian mechanical energy per unit mass. It obeys $\left|\varepsilon_{0}\right| \ll 1$, so that $\varepsilon^{2} \simeq 1+2 \varepsilon_{0}$. Moreover, for $r \gg m, u \ll 1$ and we can neglect the $u^{3}$ term in front of the $u^{2}$ one in Eq. (7.66). Hence Eq. (7.66) reduces to

$$
\begin{equation*}
\frac{\mathrm{d} u}{\mathrm{~d} \varphi} \simeq \pm \sqrt{2\left(\frac{m}{\ell}\right)^{2} \varepsilon_{0}-u^{2}+2\left(\frac{m}{\ell}\right)^{2} u} . \tag{7.67}
\end{equation*}
$$

Let us introduce the constants

$$
\begin{equation*}
p:=\frac{\ell^{2}}{m} \quad \text { and } \quad e:=\sqrt{1+2 \frac{\varepsilon_{0} \ell^{2}}{m^{2}}} \tag{7.68}
\end{equation*}
$$

Then Eq. (7.67) can be rewritten as

$$
\frac{\mathrm{d} \varphi}{\mathrm{~d} u}= \pm \frac{\frac{p}{m e}}{\sqrt{1-\left(\frac{\frac{p}{m} u-1}{e}\right)^{2}}}
$$

which is readily integrated into

$$
\varphi= \pm \arccos \left(\frac{\frac{p}{m} u-1}{e}\right)+\varphi_{0}
$$

where $\varphi_{0}$ is a constant. We have then $\frac{p}{m} u=1+e \cos \left(\varphi-\varphi_{0}\right)$, or equivalently,

$$
\begin{equation*}
r=\frac{p}{1+e \cos \left(\varphi-\varphi_{0}\right)} \tag{7.69}
\end{equation*}
$$

Assuming a bound orbit, we have $\varepsilon<1$, which implies $\varepsilon_{0}<0$ and, via Eq. (7.68), $e<1$. We recognize then in (7.69) the equation of an ellipse of eccentricity $e$ and semi-latus rectum $p$. Hence Keplerian orbits are recovered for $r \gg m$, as they should.

Generic bound orbits differ from the Keplerian ellipses by the fact that the variation of $\varphi$ between two successive periastron passages, i.e. two events along the worldline of $\mathscr{P}$ for which $r=r_{\text {per }}$, is strictly larger than $2 \pi$. This phenomenon is called periastron advance and causes the orbits to be not closed, as illustrated in Figs. 7.11 and 7.12.
Historical note : The equations of geodesic motion (7.11)-(7.13), as well as Eq. (7.17) for the trajectories in the orbital plane, have been first given by Karl Schwarzschild himself in January 1916 in the very same article [401] in which he presented his famous solution ${ }^{8}$. Schwarzschild discussed only the weak field limit of these equations, to recover the Mercury's perihelion advance computed by Einstein.

It is quite remarkable that the general solution to the geodesic motion in Schwarzschild spacetime ${ }^{9}$ has been given as early as May 1916 by Johannes Droste, in the same article [159] in which he derived the Schwarzschild solution, independently of Karl Schwarzschild (cf. historical note on p. 183). Droste derived the equations of geodesic motion in Schwarzschild-Droste coordinates $(t, r, \theta, \varphi)$, using $t$ as the parameter along the geodesics, as well as the equation governing the trajectories in the orbital plane ${ }^{10}$. He gave the solutions for the trajectories in terms of the Weierstrass elliptic function $\wp$ (cf. Sec. 7.2.3). He classified the solutions in terms of the roots of the cubic polynomial in $v$ that appears in the right-hand side of Eq. (7.19). Droste noticed that it takes an infinite amount of coordinate time $t$ for a particle to reach $r=2 m$ (cf. left panel of Fig. 7.4) and he concluded incorrectly that "a moving particle outside the sphere $r=2 m$ can never pass that sphere". He missed that this is only a coordinate effect, reflecting the pathology of Schwarzschild-Droste coordinates at the horizon. One shall keep in mind that in 1916, general relativity was just in its infancy and disentangling coordinate artefacts from physical effects was not so obvious, especially regarding time. One can be amused by the fact that the first analysis of the static black hole of general relativity made the black hole appear, not as an object from which no particle may escape, but as an object into which no particle may penetrate...

Finally, it is worth mentioning two early detailed studies of geodesic motion of massive particles in Schwarzschild spacetime: one by by Carlo De Jans in 1923 [145] and other one by Yusuke Hagihara in 1931 [228]. For a detailed account about the history of geodesic motion in Schwarzschild spacetime see Ref. [164].
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## Chapter 8

## Null geodesics and images in Schwarzschild spacetime
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### 8.1 Introduction

Having investigated the properties of generic causal geodesics in Schwarzschild spacetime in Chap. 7, we focus here on null geodesics. The main interest of null geodesics is of course that they are the carriers of information from the surroundings of the black hole to some observer, in particular in the form of images. We start by studying the general property of null geodesics in Sec. 8.2, distinguishing the radial geodesics, from the non-radial ones and focussing on the $r$-motion. Then in Sec. 8.3, we study of the $\varphi$-motion and show that the trajectory of a given null geodesic in the equatorial plane is fully integrable, via elliptic integrals. In Sec. 8.4 we compute the asymptotic direction taken by a null geodesic emitted at a given point; this prepares the discussion of images in Sec. 8.5. The study of black hole images has received a tremendous boost after the release of the first observed image by the Event Horizon Telescope collaboration in 2019, that of the black hole M87* [5]. However, we differ the discussion of this image to the chapter regarding null geodesics around a rotating black hole (Chap. 12), since the black hole spin plays some role in the images and M87* is expected to be a fast rotator.

### 8.2 Main properties of null geodesics

We use the same notations as in Sec. 7.2 of the preceding chapter: $(\mathscr{M}, \boldsymbol{g})$ is Schwarzschild spacetime, $(t, r, \theta, \varphi)$ are Schwarzschild-Droste coordinates and $\mathscr{P}$ is a particle, the worldline of which is a geodesic $\mathscr{L}$. The particle $\mathscr{P}$ is characterized by its 4-momentum $\boldsymbol{p}$ and $E$ and $L$ stand for the conserved energy and conserved angular momentum along $\mathscr{L}$ [cf. Eq. (7.1)].

In all this chapter, we consider that $\mathscr{L}$ is a null geodesic, or equivalently that $\mathscr{P}$ is a massless particle, typically a photon. As in Chap. 7, we assume that the coordinates $(\theta, \varphi)$ are chosen so that $\mathscr{L}$ lies in the hyperplane $\theta=\pi / 2$. Let us recall that a geodesic of Schwarzschild spacetime lies necessarily in some hypersurface, which can be chosen to be the hyperplane $\theta=\pi / 2$ without any loss of generality (cf. Sec. 7.2.1).

### 8.2.1 Equations to be solved

In terms of Schwarzschild-Droste coordinates, the geodesic motion of $\mathscr{P}$ is governed by Eqs. (7.11), (7.12) and (7.13) with $\mu=0$ (massless particle):

$$
\begin{gather*}
\frac{\mathrm{d} t}{\mathrm{~d} \lambda}=E\left(1-\frac{2 m}{r}\right)^{-1},  \tag{8.1}\\
\frac{\mathrm{~d} \varphi}{\mathrm{~d} \lambda}=\frac{L}{r^{2}}  \tag{8.2}\\
\left(\frac{\mathrm{~d} r}{\mathrm{~d} \lambda}\right)^{2}+\frac{L^{2}}{r^{2}}\left(1-\frac{2 m}{r}\right)=E^{2} . \tag{8.3}
\end{gather*}
$$

Let us recall that the variable $\lambda$ with respect to which these differential equations hold is the affine parameter associated with the 4 -momentum $\boldsymbol{p}$ of $\mathscr{P}: \boldsymbol{p}=\mathrm{d} \boldsymbol{x} / \mathrm{d} \lambda$ [Eq. (7.9)] and that $\lambda$ increases towards the future, $\boldsymbol{p}$ being always future-oriented (cf. Sec. 7.2.2).

### 8.2.2 Radial null geodesics

Let us first discuss the case of radial geodesics, which are characterized by $L=0$. Equation (8.2) yields immediately $\varphi=$ const, while Eq. (8.3) simplifies drastically:

$$
\begin{equation*}
\frac{\mathrm{d} r}{\mathrm{~d} \lambda}= \pm E \tag{8.4}
\end{equation*}
$$

the solution of which is immediate:

$$
\begin{equation*}
r= \pm E \lambda+r_{0} \tag{8.5}
\end{equation*}
$$

where $r_{0}$ is some constant. Moreover, writing $\mathrm{d} t / \mathrm{d} \lambda=\mathrm{d} t / \mathrm{d} r \times \mathrm{d} r / \mathrm{d} \lambda$ and combining Eqs. (8.1) and (8.4), we get

$$
\begin{equation*}
\frac{\mathrm{d} t}{\mathrm{~d} r}= \pm\left(1-\frac{2 m}{r}\right)^{-1} \tag{8.6}
\end{equation*}
$$

We recognize the equation governing the radial null geodesics $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}$ and $\mathscr{L}_{(v, \theta, \varphi)}^{\text {in }}$ obtained in Sec. 6.3.1 [Eq. (6.19)], the solution of which is given by Eq. (6.20):

$$
\begin{equation*}
t= \pm r \pm 2 m \ln \left|\frac{r}{2 m}-1\right|+\text { const } . \tag{8.7}
\end{equation*}
$$

Remark 1: Since $\lambda$ is an affine parameter and $E$ is constant, Eq. (8.5) shows explicitly that $r$ is another affine parameter along radial null geodesics of Schwarzschild spacetime - a feature that we had already obtained in Sec. 6.3.1.

Remark 2: The radial null geodesics $\mathscr{L}_{(\theta, \varphi)}^{\text {out }, \mathscr{H}}$ discussed in Sec. 6.3.5 have $L=0$, but they are not recovered from Eq. (8.6), since the latter is based on Schwarzschild-Droste coordinates $(t, r, \theta, \varphi)$ and the $\mathscr{L}_{(\theta, \varphi)}^{\text {out, }, \mathscr{H} \text {,s }}$ are the null geodesic generators of the event horizon $\mathscr{H}$, which does not lie in the Schwarzschild-Droste domain.

Some radial null geodesics of Schwarzschild spacetime are plotted in Fig. 6.1 in terms of the Schwarzschild-Droste coordinates and in Fig. 6.3 in terms of the ingoing Eddington-Finkelstein coordinates.

### 8.2.3 Generic null geodesics: effective potential

Having discussed the case $L=0$ in the preceding section, we focus now on the case $L \neq 0$ ("generic" case). We may then consider along the geodesic $\mathscr{L}$ the affine parameter

$$
\begin{equation*}
\tilde{\lambda}:=|L| \lambda, \tag{8.8}
\end{equation*}
$$

instead of $\lambda$, the latter being the affine parameter associated with the 4 -momentum $\boldsymbol{p}$ via Eq. (7.9). Since $L$ is a non-vanishing constant along a geodesic, the above formula does define a new affine parameter. The absolute value ensures that $\tilde{\lambda}$ is increasing towards the future, as $\lambda$, whatever the sign of $L$. Note that $\tilde{\lambda}$ has the same dimension as $L$, i.e. a squared length, given that $\lambda$ is dimensionless (cf. Sec. 7.2.2). In terms of $\tilde{\lambda}$, the differential system (8.1)-(8.3) becomes

$$
\begin{equation*}
\frac{\mathrm{d} t}{\mathrm{~d} \tilde{\lambda}}=b^{-1}\left(1-\frac{2 m}{r}\right)^{-1} \tag{8.9}
\end{equation*}
$$

$$
\begin{gather*}
\frac{\mathrm{d} \varphi}{\mathrm{~d} \tilde{\lambda}}=\frac{\epsilon_{L}}{r^{2}}  \tag{8.10}\\
\left(\frac{\mathrm{~d} r}{\mathrm{~d} \tilde{\lambda}}\right)^{2}+U(r)=\frac{1}{b^{2}} \tag{8.11}
\end{gather*}
$$

where

$$
\begin{gather*}
b:=\frac{|L|}{E},  \tag{8.12}\\
\epsilon_{L}:=\frac{L}{|L|}=\operatorname{sgn} L \tag{8.13}
\end{gather*}
$$

and

$$
\begin{equation*}
U(r):=\frac{1}{r^{2}}\left(1-\frac{2 m}{r}\right) . \tag{8.14}
\end{equation*}
$$

As for the timelike case (cf. Eq. (7.24)), we note that Eq. (8.11) has the shape of the first integral of the 1-dimensional motion of a non-relativist particle in the effective potential $U(r)$. The main difference is that $U(r)$ does not depend on $L$, contrary to the effective potential $V_{\ell}(r)$ for timelike geodesics. Actually, $U(r)$ is a function of $r$ and the black hole mass $m$ only. We thus arrive at

Property 8.1: characterization of null geodesics by the impact parameter
A null geodesic $\mathscr{L}$ is entirely characterized by the constants $b$ and $\epsilon_{L}= \pm 1$. As soon as $\mathscr{L}$ has some part in region $\mathscr{M}_{\mathrm{I}}$, then $E>0$ [cf. Eq. (7.5)], so that $b$, as defined by Eq. (8.12), is finite and positive. It has the dimension of a length and can be interpreted as the impact parameter in the case of a particle arising from infinity.

Proof. Let us consider that the massless particle $\mathscr{P}$ arises from a point of coordinates $\theta=\pi / 2$, $r=r_{0} \gg m$ and $\varphi=\varphi_{0}$. Let us introduce Cartesian coordinates $(x, y)$ in the plane $\theta=\pi / 2$ : $x:=r \cos \varphi$ and $y:=r \sin \varphi$. Without any loss of generality, we may consider $\left|\varphi_{0}\right| \ll 1$. For large values of $r$, the motion of $\mathscr{P}$ is then essentially along the $x$-axis, with $\varphi$ remaining small: $y \simeq y_{0}$, where $y_{0}=r_{0} \sin \varphi_{0} \simeq r_{0} \varphi_{0}$. The quantity $\left|y_{0}\right|$ is the impact parameter. Since $y=r \sin \varphi \simeq r \varphi$, we get from $y \simeq y_{0}$ the following relation

$$
\varphi \simeq \frac{y_{0}}{r} \quad(r \gg m)
$$

Deriving with respect to $t$ leads to

$$
\begin{equation*}
\frac{\mathrm{d} \varphi}{\mathrm{~d} t} \simeq-\frac{y_{0}}{r^{2}} \frac{\mathrm{~d} r}{\mathrm{~d} t} \simeq \frac{y_{0}}{r^{2}} \quad(r \gg m) \tag{8.15}
\end{equation*}
$$

where we have used $\mathrm{d} r / \mathrm{d} t=-1$ for $r \gg m$. This last property is easy to admit since $r \gg m$ corresponds to the flat part of spacetime; however, it can be derived rigorously by combining Eqs. (8.9) and (8.11) to evaluate $\mathrm{d} r / \mathrm{d} t$. Now by combining Eqs. (8.9) and (8.10), we have

$$
\begin{equation*}
\frac{\mathrm{d} \varphi}{\mathrm{~d} t}=\epsilon_{L} \frac{b}{r^{2}}\left(1-\frac{2 m}{r}\right) \tag{8.16}
\end{equation*}
$$

For $r \gg m$, the right-hand side reduces to $\epsilon_{L} b / r^{2}$, so that the comparison with (8.15) yields $\epsilon_{L} b=y_{0}$, i.e. $b=\left|y_{0}\right|$, which proves that $b$ is the impact parameter of the massless particle with respect to the central black hole.

The effective potential $U(r)$ is plotted in Fig. 8.1. It has no minimum and a maximum at $r=3 m$, which is

$$
\begin{equation*}
U_{\max }=\frac{1}{27 m^{2}} . \tag{8.17}
\end{equation*}
$$



Figure 8.1: Effective potential $U(r)$ (rescaled by $m^{2}$ to make it dimensionless) governing the $r$-part of the motion along a null geodesic in Schwarzschild spacetime [Eq. (8.14)]. The vertical dashed line marks $r=2 m$, i.e. the location of the event horizon. The horizontal lines marked " 1 " to " 4 " correspond to the $r$-motion of four null geodesics (cf. Sec. 8.2.4 for details); their trajectories in the equatorial plane are depicted in Fig. 8.2. [Figure produced with the notebook D.4.7]


Figure 8.2: Selected null geodesics in the equatorial plane of Schwarzschild spacetime, plotted in terms of the coordinates $(x, y):=(r \cos \varphi, r \sin \varphi)$, with the black hole region $r<2 m$ depicted as a grey disk. The green geodesic is the photon circular orbit at $r=3 \mathrm{~m}$. The red geodesic (label " 1 ") starts at $r_{0}=10 \mathrm{~m}, \varphi_{0}=0$, with the impact parameter $b=7.071 m\left(b^{-2}=0.02 \mathrm{~m}^{-2}\right.$ ). The brown geodesic (label " 2 ") starts at $r_{0}=10 \mathrm{~m}, \varphi_{0}=0$ with $b=5 m\left(b^{-2}=0.04 \mathrm{~m}^{-2}\right)$. The orange geodesic (label " 3 ") starts outward at $r_{0}=2.1 \mathrm{~m}, \varphi_{0}=0$ with $b=4.663 m\left(b^{-2}=0.046 m^{-2}\right)$. The grey geodesic (label " 4 ") starts outward at $r_{0}=2.4 m, \varphi_{0}=-\pi / 2$ with $b=5.345 \mathrm{~m}\left(b^{-2}=0.035 \mathrm{~m}^{-2}\right)$. The $r$-motion of these four gedeosics is depicted in Fig. 8.1. [Figure produced with the notebook D.4.8]

This extremum is a stationary position in $r$ : it corresponds thus to a circular orbit, usually called the circular photon orbit The set of all photon orbits (one per choice of equatorial plane) is often called the photon sphere. However, since it corresponds to a maximum of the effective potential, the circular orbit at $r=3 \mathrm{~m}$ is an unstable orbit. So one should not imagine that a Schwarzschild black hole is surrounded by any spherical shell of photons...

### 8.2.4 Radial behaviour of null geodesics

For the sake of concreteness, in this section and the remaining ones, we refer to the massless particle $\mathscr{P}$ as a "photon". In most applications, in particular the astrophysical ones, $\mathscr{P}$ will indeed be a photon. But one shall keep in mind that all results are valid for any other massless particle.

Since the effective potential $U(r)$ has no minimum, it does not offer any potential well, as it is clear from Fig. 8.1. This is in sharp contrast with the effective potential $V_{\ell}(r)$ for massive particle (compare Fig. 7.10). Hence there are no bound orbits for photons ${ }^{1}$.

We can infer various types of photon worldines from Fig. 8.1. In view of the "first integral" (8.11), each photon worldline can be represented by a horizontal line of ordinate $b^{-2}$ in this figure, which must lie above the curve $U(r)$ by the positive quantity $(\mathrm{d} r / \mathrm{d} \tilde{\lambda})^{2}$. The region under the curve $U(r)$ is thus excluded.

For an initially inward photon, i.e. a photon emitted with $\mathrm{d} r / \mathrm{d} \tilde{\lambda}<0$ from a position $r=r_{\mathrm{em}}$, there are two possibilities, depending on the values of $r_{\mathrm{em}}$ and of the impact parameter $b$ :

- if $r_{\mathrm{em}}>3 m$ and $b$ is large enough to fulfill $b^{-2}<U_{\max }$ (e.g. trajectory no. 1 in Fig. 8.1), the photon "bounces" on the potential barrier constituted by $U(r)$ at some minimal value $r_{\mathrm{p}}$ of $r$ - the periastron, which is given by $U\left(r_{\mathrm{p}}\right)=b^{-2}$, or equivalently by

$$
\begin{equation*}
r_{\mathrm{p}}^{3}-b^{2} r_{\mathrm{p}}+2 m b^{2}=0, \quad r_{\mathrm{p}}>3 m \tag{8.18}
\end{equation*}
$$

Equation (8.11) implies then

$$
\begin{equation*}
\left.\frac{\mathrm{d} r}{\mathrm{~d} \tilde{\lambda}}\right|_{r=r_{\mathrm{p}}}=0 \tag{8.19}
\end{equation*}
$$

Actually, $\mathrm{d} r / \mathrm{d} \tilde{\lambda}$ changes sign at $r=r_{\mathrm{p}}$ and the photon subsequently moves away from the black hole for ever (cf. geodesic no. 1 in Fig. 8.2). We may call such a worldline a scattering trajectory.

- if $r_{\mathrm{em}}<3 m$ (e.g. trajectory no. 4 in Fig. 8.1) or $b$ is small enough to fulfill $b^{-2}>U_{\max }$ (e.g. trajectory no. 2 in Fig. 8.1) the photon is not halted by the potential barrier constituted by $U(r)$. It then reaches arbitrarily small values of $r$ and is eventually absorbed by the black hole ( $r<2 m$ ) (cf. geodesic no. 2 in Fig. 8.2).
For an initially outward photon, i.e. a photon emitted with $\mathrm{d} r / \mathrm{d} \tilde{\lambda}>0$, one has necessarily $r_{\mathrm{em}}>2 m$ according to the result obtained in Sec. 7.2.2 and there are then two possible outcomes:

[^65]- if $r_{\mathrm{em}}>3 m$ (e.g. trajectory no. 1 in Fig. 8.1) or $b$ is small enough to fulfill $b^{-2}>U_{\text {max }}$ (e.g. trajectory no. 3 in Figs. 8.1), the photon escapes to infinity (cf. geodesic no. 3 in Fig. 8.2);
- if $2 m<r_{\mathrm{em}}<3 m$ and $b^{-2}<U_{\text {max }}$ (e.g. trajectory no. 4 in Fig. 8.1), the photon "bounces" on the left side of the potential barrier, reaching a maximal value $r_{\mathrm{a}}$ of $r$ - the apoastron, which is given by $U\left(r_{\mathrm{a}}\right)=b^{-2}$, or equivalently by

$$
\begin{equation*}
r_{\mathrm{a}}^{3}-b^{2} r_{\mathrm{a}}+2 m b^{2}=0, \quad r_{\mathrm{a}}<3 m \tag{8.20}
\end{equation*}
$$

The photon moves subsequently towards the black hole and is absorbed by it (cf. geodesic no. 4 in Fig. 8.2).

The critical value of the impact parameter $b$ separating the cases discussed above is determined by $b_{\mathrm{c}}^{-2}=U_{\max }$. Given the value (8.17) of $U_{\max }$, we get

$$
\begin{equation*}
b_{\mathrm{c}}=3 \sqrt{3} m \simeq 5.196152 \mathrm{~m} . \tag{8.21}
\end{equation*}
$$

The above discussion leads us to

## Property 8.2: Behaviour of $r$ along a null geodesics

Along any null geodesic of Schwarzschild spacetime, the areal coordinate $r$ either is a monotonic function or has a single turning point. In the latter case, if the turning point corresponds to a minimum of $r$ (a periastron, which can occur only for $r>3 m$ ), the null geodesic escapes to infinity, while if the turning point corresponds to a maximum of $r$ (an apoastron, which can occur only for $2 m<r<3 m$ ), the null geodesic terminates at the central singularity $(r=0)$.

Note that for $r<2 m$, i.e. in the black hole region, $r$ is always a monotonic function, since it has been demonstrated in Sec. 7.2.2 that $r(\lambda)$ is strictly decreasing. The impossibility of a turning point for $r<2 m$ can also be graphically inferred from Fig. 8.1, which shows that the effective potential $U(r)$ is negative for $r<2 m$, preventing the turning point condition $U(r)=b^{-2}$ to hold.

For $b>b_{\mathrm{c}}$, the explicit expression of the periastron radius $r_{\mathrm{p}}$ (or the apoastron radius $r_{\mathrm{a}}$ ) is obtained by solving the cubic equation (8.18) (or (8.20), which is the same cubic equation, except for the range of the solution). Fortunately Eq. (8.18) is a depressed ${ }^{2}$ cubic equation, which makes it simpler to solve. For $b>b_{c}$, its discriminant $-\left(4 p^{3}+27 q^{2}\right)$ is positive, which implies that it admits three distinct real roots. Two of them are positive and are precisely $r_{\mathrm{p}}$ and $r_{\mathrm{a}}$. The third root is negative, since the product of the roots is $-2 m b^{2}<0$; it has therefore no physical significance. The roots of the generic depressed cubic equation $x^{3}+p x+q=0$ can be expressed via Viète's formulas:

$$
\begin{equation*}
x_{k}=2 \sqrt{-\frac{p}{3}} \cos \left[\frac{1}{3} \arccos \left(\frac{3 q}{2 p} \sqrt{-\frac{3}{p}}\right)+\frac{2 k \pi}{3}\right], \quad k \in\{0,1,2\} . \tag{8.22}
\end{equation*}
$$
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Figure 8.3: Radial coordinate of the periastron, $r_{\mathrm{p}}$, and of the apoastron, $r_{\mathrm{a}}$, along null geodesics with $b>b_{c} \simeq 5.196 m$. Note that a given null geodesic has either a periastron or an apoastron, but not both. [Figure produced with the notebook D.4.9]

In the present case, $p=-b^{2}, q=2 m b^{2}$ and $r_{\mathrm{p}}$ (resp. $r_{\mathrm{a}}$ ) corresponds to $k=0$ (resp. $k=2$ ), so that we obtain

$$
\begin{align*}
& r_{\mathrm{p}}=\frac{2 b}{\sqrt{3}} \cos \left[\frac{\pi}{3}-\frac{1}{3} \arccos \left(\frac{b_{\mathrm{c}}}{b}\right)\right] .  \tag{8.23}\\
& r_{\mathrm{a}}=\frac{2 b}{\sqrt{3}} \cos \left[\frac{5 \pi}{3}-\frac{1}{3} \arccos \left(\frac{b_{\mathrm{c}}}{b}\right)\right] . \tag{8.24}
\end{align*}
$$

As a check, we note that for $b \gg b_{\mathrm{c}}$, Eq. (8.23) yields $r_{\mathrm{p}} \simeq 2 b / \sqrt{3} \cos (\pi / 3-1 / 3 \times \pi / 2) \simeq$ $2 b / \sqrt{3} \cos (\pi / 6) \simeq b$, as expected. Indeed, $b \gg b_{c}$ implies $b \gg m$, so that the photon stays far from the black hole, a regime in which the impact parameter coincides with the distance of closest approach: $b \simeq r_{\mathrm{p}}$.

The variation of $r_{\mathrm{p}}$ and $r_{\mathrm{a}}$ with $b$ is plotted in Fig. 8.3. Note that $r_{\mathrm{p}}=r_{\mathrm{a}}=3 m$ (the photon orbit) at the limit $b=b_{c}$.

Remark 3: It is clear on Fig. 8.3 that, for the same value of $b, r_{\mathrm{a}} \leq r_{\mathrm{p}}$, which may seem contradictory with the apoastron corresponding to the largest distance from the center and the periastron to the distance of closest approach. However, one shall keep in mind that the apoastron and the periastron always refer to different null geodesics: geodesics with an apoastron lie below the photon sphere $(r=3 m)$, while those with a periastron are always outside it. A null geodesic can of course cross the photon sphere (examples are geodesics 2 and 3 on Figs. 8.1 and 8.2), but then it has neither an apoastron nor a periastron.

### 8.3 Trajectories of null geodesics in the equatorial plane

In all this section, we assume $L \neq 0$, i.e. we consider non-radial null geodesics, the radial case having been discussed in Sec. 8.2.2.

Let us first recall the generic property of causal geodesics in Schwarzschild spacetime established in Sec. 7.2.2 : for $L \neq 0$, the azimuthal angle coordinate $\varphi$ has no turning point: it is either always increasing towards the future $(L>0)$ or always decreasing towards the future ( $L<0$ ).
Remark 1: We recover the above property from Eq. (8.10): $\mathrm{d} \varphi / \mathrm{d} \tilde{\lambda}=\epsilon_{L} / r^{2}$, given that $\epsilon_{L}=\operatorname{sgn} L$ and $\tilde{\lambda}$ increases towards the future.

### 8.3.1 Differential equation and fundamental cubic polynomial

The equation governing the $(r, \varphi)$-part of a null geodesic, named trajectory in the orbital plane in Sec. 7.2.3, is the generic differential equation (7.17) with $\mu$ (the particle's mass) set to zero and the ratio $E^{2} / L^{2}$ replaced by $1 / b^{2}$ [cf. Eq. (8.12)]:

$$
\begin{equation*}
\left(\frac{\mathrm{d} u}{\mathrm{~d} \varphi}\right)^{2}=P_{b}(u) \tag{8.25}
\end{equation*}
$$

where $u:=m / r$ [Eq. (7.16)] and $P_{b}(u)$ stands for the cubic polynomial

$$
\begin{equation*}
P_{b}(u):=2 u^{3}-u^{2}+\frac{m^{2}}{b^{2}} \text {. } \tag{8.26}
\end{equation*}
$$

Remark 2: Of course, Eq. (8.25) can be recovered by combining Eqs. (8.10), (8.11) and (8.14).
The graph of the polynomial $P_{b}$ is shown in Fig. 8.4 for selected values of $b$. Note that along a null geodesic, one must have $u>0$ and $P_{b}(u) \geq 0$. The first condition follows from the very definition of $u$ as $m / r$, while the second one is a direct consequence of Eq. (8.25).

By Eq. (8.25), the zeros of the polynomial $P_{b}$ correspond to points at which $\mathrm{d} u / \mathrm{d} \varphi=0$. They are thus stationary points for $u$, and hence for $r$. This can only occur at the circular photon orbit $r=$ const $=3 m$ (then $b=b_{\mathrm{c}}$ ) or at the periastron or apoastron discussed in Sec. 8.2.4 (then $b>b_{\mathrm{c}}$ ). The zeros of $P_{b}$ are governed by its discriminant, which is

$$
\begin{equation*}
\Delta=4 \frac{m^{4}}{b^{4}}\left(\frac{b^{2}}{m^{2}}-27\right) \tag{8.27}
\end{equation*}
$$

One may distinguish three cases:

- $\Delta>0 \Longleftrightarrow b>\sqrt{27} m=b_{c}: P_{b}$ has three distinct real zeros (cf. the green and cyan curves in Fig. 8.4); one of them, $u_{\mathrm{n}}$ say, is negative, and hence unphysical (since $u:=m / r>0$ ), while the two other ones are positive, being nothing but

$$
\begin{equation*}
u_{\mathrm{p}}=\frac{m}{r_{\mathrm{p}}} \quad \text { and } \quad u_{\mathrm{a}}=\frac{m}{r_{\mathrm{a}}}, \tag{8.28}
\end{equation*}
$$

where $r_{\mathrm{p}}$ and $r_{\mathrm{a}}$ are the periastron and apoastron radii given by Eqs. (8.23)-(8.24).


Figure 8.4: Graph of the cubic polynomial $P_{b}(u)=2 u^{3}-u^{2}+m^{2} / b^{2}$ [Eq. (8.26)]. [Figure produced with the notebook D.4.9]

- $\Delta=0 \Longleftrightarrow b=b_{c}$ : $P_{b}$ has a double zero: $u_{\mathrm{a}}=u_{\mathrm{p}}=1 / 3$ and a negative zero: $u_{\mathrm{n}}=-1 / 6$ (cf. red curve in Fig. 8.4); only the first one is physical and correspond to $r=3 m$.
- $\Delta<0 \Longleftrightarrow b<b_{c}$ : $P_{b}$ has one real negative zero, $u_{\mathrm{n}}$, and two complex zeros (cf. blue and magenta curves in Fig. 8.4), so that $P_{b}(u)$ never vanishes for physical values of $u$, which are real positive.

Since they will be required in what follows, let us find explicit expressions for the real zeros of the polynomial $P_{b}$. The equation $P_{b}(u)=0$ can be brought to a depressed form (no square term) by the change of variable $u=x+1 / 6$. We get

$$
\begin{equation*}
x^{3}-\frac{1}{12} x+\frac{m^{2}}{2 b^{2}}-\frac{1}{108}=0 \tag{8.29}
\end{equation*}
$$

We shall discuss separately the cases $b>b_{c}$ and $b<b_{c}$.

Zeros of $P_{b}$ for $b \geq b_{c}$
For $b>b_{\mathrm{c}}$, we can express the solutions of Eq. (8.29) via Viète's formulas (8.22) with $p=-1 / 12$ and $q=m^{2} /\left(2 b^{2}\right)-1 / 108$. We then get the zeros of $P_{b}$ as

$$
u_{k}=\frac{1}{3} \cos \left[\frac{1}{3} \arccos \left(1-2 \frac{b_{\mathrm{c}}^{2}}{b^{2}}\right)+\frac{2 k \pi}{3}\right]+\frac{1}{6}, \quad k \in\{0,1,2\} .
$$



Figure 8.5: Real zeros $u_{\mathrm{n}}, u_{\mathrm{p}}$ and $u_{\mathrm{a}}$ of the cubic polynomial $P_{b}(u)=2 u^{3}-u^{2}+m^{2} / b^{2}$ as functions of $b$. The vertical dashed line marks the critical value $b=b_{\mathrm{c}} \simeq 5.196 \mathrm{~m}$. [Figure produced with the notebook D.4.9]

Using the identity $\arccos \left(1-2 x^{2}\right)=2 \arcsin x$ and noticing that $u_{1}<0$, which implies $u_{1}=u_{\mathrm{n}}$, and $u_{0} \geq u_{2}$, which implies $u_{0}=u_{\mathrm{a}}$ and $u_{2}=u_{\mathrm{p}}$, we arrive at

$$
\begin{align*}
& u_{\mathrm{n}}=\frac{1}{3} \cos \left[\frac{2}{3} \arcsin \left(\frac{b_{\mathrm{c}}}{b}\right)+\frac{2 \pi}{3}\right]+\frac{1}{6}  \tag{8.30a}\\
& u_{\mathrm{p}}=\frac{1}{3} \cos \left[\frac{2}{3} \arcsin \left(\frac{b_{\mathrm{c}}}{b}\right)+\frac{4 \pi}{3}\right]+\frac{1}{6}  \tag{8.30b}\\
& u_{\mathrm{a}}=\frac{1}{3} \cos \left[\frac{2}{3} \arcsin \left(\frac{b_{\mathrm{c}}}{b}\right)\right]+\frac{1}{6} \quad\left(b \geq b_{\mathrm{c}}\right)  \tag{8.30c}\\
&
\end{align*}
$$

These zeros are plotted in terms of $b$ on Fig. 8.5. Note the ordering

$$
\begin{equation*}
-\frac{1}{6} \leq u_{\mathrm{n}}<0<u_{\mathrm{p}} \leq \frac{1}{3} \leq u_{\mathrm{a}}<\frac{1}{2} \tag{8.31}
\end{equation*}
$$

with the inequalities $\leq$ being saturated for $b=b_{\mathrm{c}}$. Note also that

$$
\begin{equation*}
\lim _{b \rightarrow+\infty} u_{\mathrm{n}}=0, \quad \lim _{b \rightarrow+\infty} u_{\mathrm{p}}=0, \quad \text { and } \quad \lim _{b \rightarrow+\infty} u_{\mathrm{a}}=\frac{1}{2} . \tag{8.32}
\end{equation*}
$$

It is easy to express two of the zeros in terms of the third one. For instance, let us pick $u_{\mathrm{p}}$. From $P_{b}\left(u_{\mathrm{p}}\right)=0$, we have immediately $b^{2} / m^{2}=-2 u_{\mathrm{p}}^{3}+u_{\mathrm{p}}^{2}$. If we substitute this expression for $b^{2} / m^{2}$ into $P_{b}(u)$, we get

$$
\begin{aligned}
P_{b}(u)=0 & \Longleftrightarrow 2 u^{3}-u^{2}-2 u_{\mathrm{p}}^{3}+u_{\mathrm{p}}^{2}=0 \\
& \Longleftrightarrow\left(u-u_{\mathrm{p}}\right)\left[2\left(u^{2}+u_{\mathrm{p}} u+u_{\mathrm{p}}^{2}\right)-\left(u+u_{\mathrm{p}}\right)\right]=0 \\
& \Longleftrightarrow\left(u-u_{\mathrm{p}}\right)\left[2 u^{2}+\left(2 u_{\mathrm{p}}-1\right) u+u_{\mathrm{p}}\left(2 u_{\mathrm{p}}-1\right)\right]=0 .
\end{aligned}
$$

The two zeros different from $u_{\mathrm{p}}$ of this equation, namely $u_{\mathrm{n}}$ and $u_{\mathrm{a}}$, must then obey

$$
2 u^{2}+\left(2 u_{\mathrm{p}}-1\right) u+u_{\mathrm{p}}\left(2 u_{\mathrm{p}}-1\right)=0
$$

Solving this quadratic equation leads to the sought expressions:

$$
\begin{align*}
& u_{\mathrm{n}}=\frac{1}{4}\left(1-2 u_{\mathrm{p}}-\sqrt{\left(1-2 u_{\mathrm{p}}\right)\left(1+6 u_{\mathrm{p}}\right)}\right)  \tag{8.33a}\\
& u_{\mathrm{a}}=\frac{1}{4}\left(1-2 u_{\mathrm{p}}+\sqrt{\left(1-2 u_{\mathrm{p}}\right)\left(1+6 u_{\mathrm{p}}\right)}\right) . \tag{8.33b}
\end{align*}
$$

Real zero of $P_{b}$ for $b<b_{c}$
As mentioned above, for $b<b_{c}, P_{b}$ has only one real zero, $u_{\mathrm{n}}$, which is negative. Its value is obtained by means of Viète's substitution, which consists in setting $x=w+1 /(36 w)$ in Eq. (8.29), thereby turning it into a quadratic equation for $w^{3}$. Solving the latter yields

$$
\begin{equation*}
u_{\mathrm{n}}=\frac{1}{6}\left[1-\left(\frac{b_{\mathrm{c}}}{b}-\sqrt{\frac{b_{\mathrm{c}}^{2}}{b^{2}}-1}\right)^{2 / 3}-\left(\frac{b_{\mathrm{c}}}{b}-\sqrt{\frac{b_{\mathrm{c}}^{2}}{b^{2}}-1}\right)^{-2 / 3}\right] \quad\left(b<b_{\mathrm{c}}\right) . \tag{8.34}
\end{equation*}
$$

$u_{\mathrm{n}}$ is plotted as a function of $b$ in the left part of Fig. 8.5. Note that

$$
\begin{equation*}
u_{\mathrm{n}}<-\frac{1}{6}, \quad \lim _{b \rightarrow b_{\mathrm{c}}^{-}} u_{\mathrm{n}}=-\frac{1}{6} \quad \text { and } \quad \lim _{b \rightarrow 0} u_{\mathrm{n}}=-\infty . \tag{8.35}
\end{equation*}
$$

The last limit results from the expansion of Eq. (8.34), which yields $u_{\mathrm{n}} \sim-\left(2 b_{\mathrm{c}} / b\right)^{2 / 3} / 6$ when $b \rightarrow 0$. Observe also from Fig. 8.5 the smooth transition with the value of $u_{\mathrm{n}}$ for $b \geq b_{\mathrm{c}}$, which is given by Eq. (8.30a).
Historical note : As mentioned in the historical note on p. 227, the equations of geodesic motion in Schwarzschild metric have been first derived by Karl Schwarzschild in January 1916 [401] and Johannes Droste in May 1916 [159], but these two authors focussed on the timelike case (orbit of a massive particle or a "planet"). It seems that the first explicit writing of the equations governing null geodesics is due to Ludwig Flamm in September 1916 [179]. In particular, Flamm derived ${ }^{3}$ Eqs. (8.1), (8.2) and a combination of Eqs. (8.1) and (8.3). He also derived Eq. (8.25) governing the trajectories in the equatorial plane, as well as Eq. (8.18) giving the periastron. Regarding the solutions of these equations, he got only approximate ones, to the second order in $m / b$ and recover Einstein's famous result for the deflection of light by the Sun. For details about early studies of null geodesics in Schwarzschild spacetime, see Ref. [164].

### 8.3.2 Critical null geodesics

For $b=b_{c}=3 \sqrt{3} m$, the differential equation (8.25) can be integrated by means of elementary functions. Indeed, one has then $P_{b}(u)=(u-1 / 3)^{2}(2 u+1 / 3)$ and Eq. (8.25) is equivalent to

$$
\begin{equation*}
\frac{\mathrm{d} \varphi}{\mathrm{~d} u}= \pm \frac{1}{\left|u-\frac{1}{3}\right| \sqrt{2 u+\frac{1}{3}}} \tag{8.36}
\end{equation*}
$$
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Figure 8.6: $r$ as a function of $\varphi$ along a null geodesic with an impact parameter equal to the critical one: $b=b_{\mathrm{c}}=3 \sqrt{3} \mathrm{~m}$; the blue curve is for a critical null geodesic with $r>3 \mathrm{~m}$ [Eq. (8.40)], while the red one regards $r<3 m$ [Eq. (8.42)]. [Figure produced with the notebook D.4.10]

This equation can be easily integrated by noticing that

$$
\frac{1}{(1-x) \sqrt{x}}= \begin{cases}2 \frac{\mathrm{~d}}{\mathrm{~d} x}(\operatorname{artanh} \sqrt{x}) & \text { for } x \in(0,1)  \tag{8.37}\\ 2 \frac{\mathrm{~d}}{\mathrm{~d} x}(\operatorname{arcoth} \sqrt{x}) & \text { for } x \in(1,+\infty)\end{cases}
$$

We thus perform the change of variable $x=2 u+1 / 3$ and treat separately two cases : $u<$ $1 / 3 \Longleftrightarrow x \in(1 / 3,1)$ and $u>1 / 3 \Longleftrightarrow x \in(1,+\infty)$. We call geodesics in the first case external critical null geodesics, since $u<1 / 3 \Longleftrightarrow r>3 m$, and those in the second case internal critical null geodesics, since $u>1 / 3 \Longleftrightarrow r<3 m$. Note that the qualifiers external and internal refer to the photon sphere $r=3 m$ discussed in Sec. 8.2.3, and not to the black hole region $(r<2 m)$.

## External critical null geodesics

For $u<1 / 3, x \in(1 / 3,1)$, so that the first line of Eq.(8.37) is relevant and Eq. (8.36) is integrated to

$$
\begin{equation*}
\varphi= \pm 2 \operatorname{artanh} \sqrt{2 u+\frac{1}{3}}+\varphi_{0} \tag{8.38}
\end{equation*}
$$

where $\varphi_{0}$ is some integration constant. This relation is easily inverted to

$$
\begin{equation*}
u=\frac{1}{2} \tanh ^{2}\left(\frac{\varphi-\varphi_{0}}{2}\right)-\frac{1}{6} . \tag{8.39}
\end{equation*}
$$



Figure 8.7: Trace in the equatorial plane spanned by the coordinates $x:=r \cos \varphi, y:=r \sin \varphi$ of an external critical null geodesic ( $b=3 \sqrt{3} m \simeq 5.196 m$ and $r>3 m$ ) with $\varphi_{\infty}=0$. It obeys Eq. (8.40) with $\varphi_{0}=-\varphi_{*}$ and $\varphi \in(0,+\infty)$ (right branch of the blue curve in Fig. 8.6). [Figure produced with the notebook D.4.10]

Moving back to $r=m / u$, we obtain the equation of the external critical null geodesic in polar form:

$$
\begin{equation*}
r=\frac{2 m}{\tanh ^{2}\left(\frac{\varphi-\varphi_{0}}{2}\right)-\frac{1}{3}} . \tag{8.40}
\end{equation*}
$$

The constant $\varphi_{0}$ can be related to the asymptotic value $\varphi_{\infty}$ of $\varphi$ when $r \rightarrow+\infty$ by setting $u=0$ in Eq. (8.39); we get, using the identity artanh $x=1 / 2 \ln [(1+x) /(1-x)]$,

$$
\begin{equation*}
\varphi_{0}=\varphi_{\infty} \pm \varphi_{*}, \quad \text { with } \quad \varphi_{*}:=\ln \left(\frac{\sqrt{3}+1}{\sqrt{3}-1}\right) \simeq 1.316958 \tag{8.41}
\end{equation*}
$$

The function $r(\varphi)$, as given by Eq. (8.40), is depicted on Fig. 8.6 (blue curve). The region $\varphi_{0}-\varphi_{*}<\varphi<\varphi_{0}+\varphi_{*}$ is excluded, since Eq. (8.40) would yield $r<0$. For $\varphi>\varphi_{0}+\varphi_{*}, r(\varphi)$ is a decaying function, which corresponds to the plus sign in Eq. (8.38) and to the minus sign in Eq. (8.41): $\varphi_{0}=\varphi_{\infty}-\varphi_{*}$. Figure 8.7 shows such a null geodesic with $\varphi_{\infty}=0$, which implies $\varphi_{0}=-\varphi_{*}$ and $\varphi>0$. When $\varphi \rightarrow+\infty$, the geodesic rolls up indefinitely onto the photon orbit discussed in Sec. 8.2.3; this behaviour corresponds to the horizontal asymptote at $r=3 \mathrm{~m}$ in the right part of Fig. 8.6. Note that the geodesic approaches very fast the photon orbit, only a single path round to it being graphically visible in Fig. 8.7. This is because the asymptotic expansion of relation (8.40) is $r \sim 3 m\left(1+6 \mathrm{e}^{-\varphi}\right)$ when $\varphi \rightarrow+\infty$.

It is worth stressing that Fig. 8.7 describes both (i) the trace in the $(x, y)$-plane of a geodesic with $L>0$ (so that $\varphi$ increases towards the future, cf. Eq. (8.2)) arising from $r \rightarrow+\infty$ and spiralling inwards to the photon orbit and (ii) the trace of a geodesic with $L<0$ (so that $\varphi$ decays towards the future) arising from $r=r_{\mathrm{em}}>3 m, \varphi=\varphi_{\mathrm{em}}>0$, spiralling outwards and escaping to $r \rightarrow+\infty$ as $\varphi \rightarrow 0$. Had we restored the $t$ dimension perpendicular to the $(x, y)$-plane in a 3d plot, these two geodesics would have clearly appeared distinct.

On the contrary, for $\varphi<\varphi_{0}-\varphi_{*}, r(\varphi)$ is an increasing function, as it is clear on the left part of the blue curve in Fig. 8.6. This corresponds to the minus sign in Eq. (8.38) and to the plus sign in Eq. (8.41): $\varphi_{0}=\varphi_{\infty}+\varphi_{*}$. A null geodesic of this type is depicted in Fig. 8.8. It


Figure 8.8: Same as Fig. 8.7, but for $\varphi_{0}=\varphi_{*}$ and $\varphi \in(-\infty, 0)$ (left branch of the blue curve in Fig. 8.6). [Figure produced with the notebook D.4.10]


Figure 8.9: Trace in the equatorial plane of two internal critical null geodesics ( $b=3 \sqrt{3} m \simeq 5.196 m$ and $r<3 m$ ). They both obey Eq. (8.42) with $\varphi_{0}=0$. The left panel corresponds to $\varphi \in(-\infty, 0)$ (left part of the red curve in Fig. 8.6), while the right one is for $\varphi \in(0,+\infty)$ (right part of the red curve in Fig. 8.6). [Figure produced with the notebook D.4.10]
has $\varphi_{\infty}=0$, so that $\varphi_{0}=\varphi_{*}$ and $\varphi<0$. As for Fig. 8.7, the curve depicted in Fig. 8.8 can be interpreted as the trace in the $(x, y)$-plane of two distinct geodesics: one with $L<0$ arising from $r \rightarrow+\infty$ and spiralling inwards to the photon orbit when $\varphi \rightarrow-\infty$ and another one with $L>0$ arising from $r=r_{\mathrm{em}}>3 m, \varphi=\varphi_{\mathrm{em}}<0$, spiralling outwards and escaping to $r \rightarrow+\infty$ as $\varphi \rightarrow 0$.

## Internal critical null geodesics

Let us now consider the "internal" case: $r<3 m \Longleftrightarrow u>1 / 3$. This implies $x \in(1,+\infty)$ in Eq. (8.37), so that Eq. (8.36) is integrated to

$$
\begin{equation*}
r=\frac{2 m}{\operatorname{coth}^{2}\left(\frac{\varphi-\varphi_{0}}{2}\right)-\frac{1}{3}} . \tag{8.42}
\end{equation*}
$$

Again, $\varphi_{0}$ is an integration constant. But this time, it cannot be determined by the value of $\varphi$ when $r \rightarrow+\infty$ since we are in the case $r<3 m$. The function $r(\varphi)$ given by Eq. (8.42) is plotted as the red curve in Fig. 8.6. Contrary to external critical null geodesics, there is no exclusion interval for $\varphi$. However, $\varphi$ cannot range from $-\infty$ to $+\infty$ along a given geodesic. Indeed, for $\varphi=\varphi_{0}$, one gets $r=0$, which corresponds to the curvature singularity of the Schwarzschild black hole. This is necessarily a termination point for any geodesic. The maximum range of $\varphi$ along an internal critical null geodesic is therefore either $\left(-\infty, \varphi_{0}\right)$ or $\left(\varphi_{0},+\infty\right)$.

An internal critical null geodesic with $\varphi_{0}=0$ and $\varphi \in(-\infty, 0)$ is depicted in the left panel of Fig. 8.9. For $\varphi \rightarrow-\infty$, it rolls up indefinitely onto the photon orbit $(r=3 m$ ) from below. Again the approach to the photon orbit is exponentially fast, the asymptotic expansion of relation (8.42) being $r \sim 3 m\left(1-6 \mathrm{e}^{\varphi}\right)$ when $\varphi \rightarrow-\infty$. The curve plotted in Fig. 8.9 actually represents the trace in the equatorial plane of two distinct geodesics: (i) a geodesic with $L>0$ arising from $r=r_{\mathrm{em}}<3 m, \varphi=\varphi_{\mathrm{em}}<0$ and inspiralling to the central singularity as $\varphi \rightarrow 0$ and (ii) a geodesic with $L<0$ arising from $r=r_{\mathrm{em}} \in(2 m, 3 m), \varphi=\varphi_{\mathrm{em}}<0$ and spiralling outward to the photon orbit as $\varphi \rightarrow-\infty$. Note that for (ii), the emission point must fulfill $r_{\mathrm{em}}>2 m$, i.e. must lie outside the black hole region. Indeed, as shown in Sec. 7.2.2, along any geodesic, $r$ must decrease towards the future in the black hole region. Hence no null geodesic can be spiralling outwards there.

Remark 3: Actually, an outward spiralling critical null geodesic can emerge from the region $r<2 m$ when the latter corresponds to the white hole region in the extended Schwarzschild spacetime that will be discussed in Chap. 9. This explains why nothing in Eq. (8.42) and Fig. 8.9 seems to prevent this behavior.

The right panel of Fig. 8.9 corresponds to an internal critical null geodesic with $\varphi_{0}=0$ and $\varphi \in(0, \infty)$. For $\varphi \rightarrow+\infty$, it rolls up indefinitely onto the photon orbit $(r=3 m)$ from below. Again, the plotted curve describes two cases: (i) a geodesic with $L<0$ arising from $r=r_{\mathrm{em}}<3 m, \varphi=\varphi_{\mathrm{em}}>0$ and inspiralling to the central singularity as $\varphi \rightarrow 0$ and (ii) a geodesic with $L>0$ arising from $r=r_{\mathrm{em}} \in(2 m, 3 m), \varphi=\varphi_{\mathrm{em}}>0$ and spiralling outward to the photon orbit as $\varphi \rightarrow+\infty$.

Historical note : The photon circular orbit at $r=3 \mathrm{~m}$ has been exhibited by David Hilbert in December 1916 [252, 253]. Hilbert also discussed the critical null geodesics and their spirals around the photon orbit, interpreting the latter as a Poincaré limit cycle of the dynamical system governed by Eq. (8.25). Hilbert pointed out that ingoing null geodesics with an impact parameter $b>b_{c}$ are deflected (possibly looping around the photon orbit if $b$ is close to $b_{\mathrm{c}}$ ) and escape to infinity, while those with $b<b_{\mathrm{c}}$ cross the photon orbit and terminate on "the circle $r=2 m$ ". Hilbert claimed that null geodesics stop there, because their (coordinate!) velocity vanishes ${ }^{4}$. We recover here the interpretation of the $r=2 \mathrm{~m}$ (coordinate) singularity as an impenetrable sphere advanced by Droste while discussing timelike geodesics (cf. the historical note on p . 227). The distinction between coordinate effects and physical ones was definitely not clear in the early days of general relativity, even for great minds like Hilbert! The same analysis and conclusions are found in the general relativity treatise by Max von Laue published in 1921 [305].
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### 8.3.3 Null geodesics with $b>b_{c}$ and $r>3 m$

For $b \neq b_{\mathrm{c}}$, the differential equation (8.25) cannot be integrated in terms of elementary functions. As we are going to see, it is integrable though in terms of standard functions of mathematical physics, namely elliptic integrals of the first kind. As a first step, we rewrite Eq. (8.25) as

$$
\begin{equation*}
\frac{\mathrm{d} \varphi}{\mathrm{~d} u}=\epsilon_{L} \epsilon_{\mathrm{in}} \frac{1}{\sqrt{P_{b}(u)}}, \tag{8.43}
\end{equation*}
$$

where $\epsilon_{L}= \pm 1$ is the sign of the conserved angular momentum $L$ [cf. Eq. (8.13)] and $\epsilon_{\text {in }}= \pm 1$ is defined by

$$
\begin{equation*}
\epsilon_{\mathrm{in}}:=\operatorname{sgn}\left(\frac{\mathrm{d} u}{\mathrm{~d} \tilde{\lambda}}\right), \tag{8.44}
\end{equation*}
$$

i.e. $\epsilon_{\text {in }}=+1$ if $u$ increases towards the future along $\mathscr{L}$, or equivalently if $r$ decreases towards the future along $\mathscr{L}$ (inward motion, hence the index "in"), and $\epsilon_{\text {in }}=-1$ otherwise. Let us recall that by vertue of the equation of motion (8.10), $\epsilon_{L}$ gives the sign of $\mathrm{d} \varphi / \mathrm{d} \tilde{\lambda}$, so that the sign of $\mathrm{d} \varphi / \mathrm{d} u=\mathrm{d} \varphi / \mathrm{d} \tilde{\lambda} \times(\mathrm{d} u / \mathrm{d} \tilde{\lambda})^{-1}$ is $\epsilon_{L} \epsilon_{\mathrm{in}}$, which justifies the factor $\epsilon_{L} \epsilon_{\text {in }}$ in front of the positive quantity $1 / \sqrt{P_{b}(u)}$ in the right-hand side of Eq. (8.43).

In this section, we consider null geodesics with $b>b_{c}$ and outside the photon sphere, i.e. geodesics similar to that labelled 1 in Figs. 8.1 and 8.2. Each of these geodesics has a periastron, at $u=u_{\mathrm{p}}$, and obeys $u \rightarrow 0(r \rightarrow+\infty)$ for both $\tilde{\lambda} \rightarrow-\infty$ and $\tilde{\lambda} \rightarrow+\infty$. The general solution to the differential equation (8.43) can be written as

$$
\begin{equation*}
\varphi=\varphi_{\mathrm{p}}+\epsilon_{L} \epsilon_{\mathrm{in}} \int_{u_{\mathrm{p}}}^{u} \frac{\mathrm{~d} \bar{u}}{\sqrt{P_{b}(\bar{u})}}, \tag{8.45}
\end{equation*}
$$

where $\varphi_{\mathrm{p}}$ is the value of $\varphi$ at the periastron. We shall rewrite it as

$$
\begin{equation*}
\varphi=\varphi_{\mathrm{p}}-\epsilon_{L} \epsilon_{\text {in }} \Phi_{b}(u), \tag{8.46}
\end{equation*}
$$

where we have introduced the function

$$
\begin{equation*}
\Phi_{b}(u):=\int_{u}^{u_{\mathrm{P}}} \frac{\mathrm{~d} \bar{u}}{\sqrt{P_{b}(\bar{u})}}=\int_{u}^{u_{\mathrm{p}}} \frac{\mathrm{~d} \bar{u}}{\sqrt{2 \bar{u}^{3}-\bar{u}^{2}+(m / b)^{2}}} \quad\left(b>b_{\mathrm{c}}\right) . \tag{8.47}
\end{equation*}
$$

Since $u_{\mathrm{p}}$ is the function of $b$ given by Eq. (8.30b), the above relation defines uniquely a function of $u$ and $b$, which we consider as a function of $u$ parameterized by $b$. Note that, since $u \leq u_{\mathrm{p}}$ (by definition of the periastron), one has $\Phi_{b}(u) \geq 0$. To evaluate $\Phi_{b}(u)$, we rewrite it in terms of the three zeros $\left(u_{\mathrm{n}}, u_{\mathrm{p}}, u_{\mathrm{a}}\right)$ of $P_{b}$ :

$$
\begin{equation*}
\Phi_{b}(u)=\int_{u}^{u_{\mathrm{p}}} \frac{\mathrm{~d} \bar{u}}{\sqrt{2\left(\bar{u}-u_{\mathrm{n}}\right)\left(u_{\mathrm{p}}-\bar{u}\right)\left(u_{\mathrm{a}}-\bar{u}\right)}} . \tag{8.48}
\end{equation*}
$$

Let us perform the change of variable ${ }^{5}$

$$
t:=\frac{\bar{u}-u_{\mathrm{n}}}{u_{\mathrm{p}}-u_{\mathrm{n}}} \quad \Longleftrightarrow \quad \bar{u}=\left(u_{\mathrm{p}}-u_{\mathrm{n}}\right) t+u_{\mathrm{n}} .
$$
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Figure 8.10: Modulus $k$ of the elliptic integrals $F$ and $K$ that are involved in expression (8.53) for $\Phi_{b}(u)$. [Figure produced with the notebook D.4.9]

We get

$$
\begin{equation*}
\Phi_{b}(u)=\frac{1}{\sqrt{2\left(u_{\mathrm{a}}-u_{\mathrm{n}}\right)}} \int_{\frac{u-u_{\mathrm{n}}}{u_{\mathrm{p}}-u_{\mathrm{n}}}}^{1} \frac{\mathrm{~d} t}{\sqrt{t(1-t)\left(1-k^{2} t\right)}}, \tag{8.49}
\end{equation*}
$$

where $k$ is the following constant:

$$
\begin{equation*}
k:=\sqrt{\frac{u_{\mathrm{p}}-u_{\mathrm{n}}}{u_{\mathrm{a}}-u_{\mathrm{n}}}}=\frac{\sqrt{2}}{\sqrt{\sqrt{3} \cot \left(\frac{2}{3} \arcsin \left(\frac{b_{\mathrm{c}}}{b}\right)\right)+1}} \quad\left(b>b_{\mathrm{c}}\right), \tag{8.50}
\end{equation*}
$$

the second equality following from the expressions (8.30) of $u_{\mathrm{n}}, u_{\mathrm{p}}$ and $u_{\mathrm{a}}$ in terms of $b$.
We can simplify further the integral via a second change of variable:

$$
t=\sin ^{2} \vartheta \Longleftrightarrow \vartheta=\arcsin \sqrt{t}
$$

Note that $0<u \leq u_{\mathrm{p}}$ implies $0<t \leq 1$, so that $0<\vartheta \leq \pi / 2$. Since $\mathrm{d} t=2 \sin \vartheta \cos \vartheta \mathrm{~d} \vartheta=$ $2 \sqrt{t(1-t)} \mathrm{d} \vartheta$, we arrive immediately at

$$
\begin{equation*}
\Phi_{b}(u)=\frac{\sqrt{2}}{\sqrt{u_{\mathrm{a}}-u_{\mathrm{n}}}} \int_{\phi_{b}(u)}^{\pi / 2} \frac{\mathrm{~d} \vartheta}{\sqrt{1-k^{2} \sin ^{2} \vartheta}}, \tag{8.51}
\end{equation*}
$$

where ${ }^{6}$

$$
\begin{equation*}
\phi_{b}(u):=\arcsin \sqrt{\frac{u-u_{\mathrm{n}}}{u_{\mathrm{p}}-u_{\mathrm{n}}}} \quad\left(b>b_{\mathrm{c}}\right) . \tag{8.52}
\end{equation*}
$$

[^70]By splitting the integral according to $\int_{\phi}^{\pi / 2}=\int_{0}^{\pi / 2}-\int_{0}^{\phi}$, we rewrite (8.51) as

$$
\begin{equation*}
\Phi_{b}(u)=\frac{\sqrt{2}}{\sqrt{u_{\mathrm{a}}-u_{\mathrm{n}}}}\left[K(k)-F\left(\phi_{b}(u), k\right)\right] \quad\left(b>b_{\mathrm{c}}\right), \tag{8.53}
\end{equation*}
$$

where $F(\phi, k)$ is the incomplete elliptic integral of the first kind [71, 212, 2]:

$$
\begin{equation*}
F(\phi, k):=\int_{0}^{\phi} \frac{\mathrm{d} \vartheta}{\sqrt{1-k^{2} \sin ^{2} \vartheta}} \tag{8.54}
\end{equation*}
$$

and $K(k)$ is the complete elliptic integral of the first kind:

$$
\begin{equation*}
K(k):=\int_{0}^{\frac{\pi}{2}} \frac{\mathrm{~d} \vartheta}{\sqrt{1-k^{2} \sin ^{2} \vartheta}}=F\left(\frac{\pi}{2}, k\right) \tag{8.55}
\end{equation*}
$$

The notation $F(\phi, k)$ is the most common one in the literature [71, 212], but one may encounter as well $F(\phi \mid m)$ for $F(\phi, k)$ with $m=k^{2}$ [2]. The parameter $k$ is called the modulus of the elliptic integral. From its expression (8.50), we see that $k$ is a function of $b$. It is plotted in Fig. 8.10. Given the ordering (8.31) and the limits (8.32), we deduce from expression (8.50) that

$$
\begin{equation*}
0<k<1, \tag{8.56}
\end{equation*}
$$

with

$$
\begin{equation*}
\lim _{b \rightarrow b_{c}^{+}} k=1 \quad \text { and } \quad \lim _{b \rightarrow+\infty} k=0 . \tag{8.57}
\end{equation*}
$$

Given the range ( $0, u_{\mathrm{p}}$ ) of $u$, we deduce from expression (8.52) that

$$
\begin{equation*}
0<\arcsin \sqrt{\frac{u_{\mathrm{n}}}{u_{\mathrm{n}}-u_{\mathrm{p}}}}<\phi_{b}(u) \leq \frac{\pi}{2}, \tag{8.58}
\end{equation*}
$$

with $\phi_{b}\left(u_{\mathrm{p}}\right)=\pi / 2$.
The function $\Phi_{b}(u)$ is plotted in Fig. 8.11 for various values of $b$. Note that, by construction [cf. Eq. (8.47)], $\Phi_{b}(u) \geq 0$ and $\Phi_{b}(u)=0 \Longleftrightarrow u=u_{\mathrm{p}}$. Note also that the closer $b$ is from $b_{c} \simeq 5.1961452$, the larger the amplitude of $\Phi_{b}(u)$. This point will be discussed further in Secs. 8.3.6 and 8.4.

Remark 4: One can express $\Phi_{b}(u)$ in terms of a single elliptic integral thanks to the following property of incomplete elliptic integrals of the first kind ${ }^{7}$ :

$$
\begin{equation*}
\tan \psi \tan \phi=\frac{1}{\sqrt{1-k^{2}}} \Longrightarrow F(\psi, k)=K(k)-F(\phi, k) . \tag{8.59}
\end{equation*}
$$

Then by setting

$$
\begin{equation*}
\psi_{b}(u):=\arcsin \left(\frac{1}{k} \sqrt{\frac{u_{\mathrm{p}}-u}{u_{\mathrm{a}}-u}}\right), \tag{8.60}
\end{equation*}
$$
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Figure 8.11: Function $\Phi_{b}(u)$ defined by Eq. (8.47) and evaluated via the elliptic integral expression (8.52)-(8.53), for selected values of $b>b_{\mathrm{c}}$. For each value of $b$, the range of $u$ is $\left(0, u_{\mathrm{p}}\right]$, with the inverse periastron radius $u_{\mathrm{p}}=u_{\mathrm{p}}(b)$ given by Eq. (8.30b). [Figure produced with the notebook D.4.11]
we can rewrite Eq. (8.53) as

$$
\begin{equation*}
\Phi_{b}(u)=\frac{\sqrt{2}}{\sqrt{u_{\mathrm{a}}-u_{\mathrm{n}}}} F\left(\psi_{b}(u), k\right) . \tag{8.61}
\end{equation*}
$$

We prefer however the form (8.53) of $\Phi_{b}(u)$ because (i) expression (8.52) for $\phi_{b}(u)$ is simpler than expression (8.60) for $\psi_{b}(u)$ and (ii) the form (8.53) is better adapted to the study of the limit $b \rightarrow b_{c}$, to be discussed in Sec. 8.4.1.

Remark 5: The trajectory of a null geodesic in the plane $\theta=\pi / 2$ as given by Eqs. (8.46) and (8.53) is of the form $\varphi=\varphi(r)$ on each of the two arcs with respect to the periastron. One can invert this relation to express the trajectory in the polar form $r=r(\varphi)$. This is performed thanks to the inverse of the incomplete elliptic integral $F(\phi, k)$, which is the Jacobi elliptic sine $\operatorname{sn}(x, k)$, defined by $\sin \phi=\operatorname{sn}(F(\phi, k), k)$. We deduce then from Eqs. (8.60)-(8.61) that

$$
\begin{equation*}
\frac{u_{\mathrm{p}}-u}{u_{\mathrm{a}}-u}=k^{2} \operatorname{sn}\left(\frac{\sqrt{u_{\mathrm{a}}-u_{\mathrm{n}}}}{\sqrt{2}} \Phi_{b}(u), k\right) \tag{8.62}
\end{equation*}
$$

We refer the reader to Refs. [72, 334] for more details.

### 8.3.4 Null geodesics with $b>b_{\mathrm{c}}$ and $r<3 m$

Let us consider now null geodesics still with $b>b_{c}$ but located below the photon sphere, i.e. geodesics similar to that labelled 4 in Figs. 8.1 and 8.2. Each of these geodesics has an apoastron, at $u=u_{\mathrm{a}}$, where $u_{\mathrm{a}}$ is the function of $b$ given by Eq. (8.30c). In other words, i.e. one has $u \geq u_{\mathrm{a}}$ along the geodesic.

The treatment is similar to that of Sec. 8.3.3, but with $u_{\mathrm{a}}$ playing the role of $u_{\mathrm{p}}$. To be detailed later...

### 8.3.5 Null geodesics with $b<b_{c}$

A null geodesic $\mathscr{L}$ with an impact parameter $b<b_{\mathrm{c}}$ has neither a periastron nor an apoastron, since $P_{b}$ has no zero in the physical range $(0,+\infty)$ of $u$ in that case (cf. Sec. 8.3.1 and Fig. 8.4). The only real zero of $P_{b}$ is $u_{\mathrm{n}}<0$, which is the function of $b$ given by Eq. (8.34). Examples of such geodesics are those labelled 2 and 3 in Figs. 8.1 and 8.2. Having no periastron or apoastron implies that $r$, and hence $u$, is a monotonic function along $\mathscr{L}$. We shall then distinguish two cases:

- $\mathscr{L}$ is ingoing: $r$ decreases all along $\mathscr{L}$, from $+\infty$ to 0 as $\tilde{\lambda}$ varies from $-\infty$ to some value $\tilde{\lambda}_{0}$ where $\mathscr{L}$ hits the curvature singularity at $r=0$ :

$$
\begin{equation*}
\lim _{\tilde{\lambda} \rightarrow-\infty} r=+\infty \text { and } \lim _{\tilde{\lambda} \rightarrow \tilde{\lambda}_{0}} r=0 \Longleftrightarrow \lim _{\tilde{\lambda} \rightarrow-\infty} u=0 \text { and } \lim _{\tilde{\lambda} \rightarrow \tilde{\lambda}_{0}} u=+\infty . \tag{8.63}
\end{equation*}
$$

- $\mathscr{L}$ is outgoing: $r$ increases all along $\mathscr{L}$; as shown in Sec. 7.2.2, this cannot happen in the region $r<2 m$ (the black hole interior). Hence, we must have $r$ varying from $2 m$ to $+\infty$, with $\tilde{\lambda}$ ranging from some finite value, $\tilde{\lambda}_{1}$ say, to $+\infty$ :

$$
\begin{equation*}
\lim _{\tilde{\lambda}_{\rightarrow \tilde{\lambda}_{1}}} r=2 m \text { and } \lim _{\tilde{\lambda} \rightarrow+\infty} r=+\infty \quad \Longleftrightarrow \quad \lim _{\tilde{\lambda} \rightarrow \tilde{\lambda}_{1}} u=\frac{1}{2} \text { and } \lim _{\tilde{\lambda} \rightarrow+\infty} u=0 . \tag{8.64}
\end{equation*}
$$

That the range of $\tilde{\lambda}$ for outgoing geodesics is $\left(\lambda_{1},+\infty\right)$ and not the whole real line can be understood by considering the limit $b \rightarrow 0$. We are then in the case of radial null geodesics, for which it has been proved that $r$ is an affine parameter (cf. Secs. 6.3.1 and 8.2.2). Since this particular affine parameter obviously takes a finite value at $r=2 m$, any other affine parameter must take a finite value as well. Actually, we shall see in Chap. 9 (cf. Sec. 9.3.1) that this $r=2 m$ limit in the past of outgoing null geodesics does not correspond to the black hole horizon but to the event horizon of a white hole, which is a located in a part of the spacetime that is not covered by the Schwarzschild-Droste coordinates considered here.

Since $P_{b}\left(u_{\mathrm{n}}\right)=0$, we have $m^{2} / b^{2}=-2 u_{\mathrm{n}}^{3}+u_{\mathrm{n}}^{2}$, so that we may write

$$
P_{b}(u)=2\left(u^{3}-u_{\mathrm{n}}^{3}\right)-\left(u^{2}-u_{\mathrm{n}}^{2}\right)=\left(u-u_{\mathrm{n}}\right)\left[2\left(u^{2}+u u_{\mathrm{n}}+u_{\mathrm{n}}^{2}\right)-\left(u+u_{\mathrm{n}}\right)\right] .
$$

After a slight rearrangement of the term in square brackets, we arrive at

$$
\begin{equation*}
P_{b}(u)=2\left(u-u_{\mathrm{n}}\right)\left[\left(u-u_{0}\right)^{2}+\left(u_{*}-u_{\mathrm{n}}\right)^{2}-\left(u_{0}-u_{\mathrm{n}}\right)^{2}\right], \tag{8.65}
\end{equation*}
$$

with

$$
\begin{equation*}
u_{0}:=\frac{1}{4}-\frac{u_{\mathrm{n}}}{2} \quad \text { and } \quad u_{*}:=\sqrt{u_{\mathrm{n}}\left(3 u_{\mathrm{n}}-1\right)}+u_{\mathrm{n}} . \tag{8.66}
\end{equation*}
$$

Note that $u_{0}$ and $u_{*}$ are functions of $b$, via the expression (8.34) of $u_{\mathrm{n}}$. They are plotted in Fig. 8.12. It is clear from this figure that $u_{*}>u_{0}$; consequently the term inside the square brackets in Eq. (8.65) is always positive, in agreement with $u_{\mathrm{n}}$ being the only real zero of $P_{b}$ for $b<b_{c}$. Furthermore, according to the limits (8.35), we have

$$
\begin{equation*}
\lim _{b \rightarrow 0} u_{*}=+\infty \quad \text { and } \quad \lim _{b \rightarrow b_{c}^{-}} u_{*}=\frac{1}{3} . \tag{8.67}
\end{equation*}
$$



Figure 8.12: Parameters $u_{0}$ and $u_{*}$, defined by Eq. (8.66), as functions of $b$. The horizontal dashed line marks $u=1 / 3$. [Figure produced with the notebook D.4.12]

The general solution of the differential equation (8.43) can be written as

$$
\begin{equation*}
\varphi=\varphi_{*}-\epsilon_{L} \epsilon_{\text {in }} \Phi_{b}(u), \tag{8.68}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{b}(u):=\int_{u}^{u_{*}} \frac{\mathrm{~d} \bar{u}}{\sqrt{P_{b}(\bar{u})}}=\int_{u}^{u_{*}} \frac{\mathrm{~d} \bar{u}}{\sqrt{2 \bar{u}^{3}-\bar{u}^{2}+(m / b)^{2}}} \quad\left(b<b_{\mathrm{c}}\right) \tag{8.69}
\end{equation*}
$$

and $\varphi_{*}$ is the value of $\varphi$ at $u=u_{*}$. Since

$$
\lim _{b \rightarrow b_{\mathrm{c}}^{-}} u_{*}=\frac{1}{3}=\lim _{b \rightarrow b_{\mathrm{c}}^{+}} u_{\mathrm{p}},
$$

there is a kind of continuity of (8.69) with the definition (8.47) of $\Phi_{b}(u)$ for $b>b_{c}$, despite the fact that $\Phi_{b}(u)$ is not defined for $b=b_{c}$ (more precisely, as we shall see later, $\lim _{b \rightarrow b_{c}^{-}} \Phi_{b}(u)=+\infty$ for $u<u_{*}$ and $\lim _{b \rightarrow b_{\mathrm{c}}^{+}} \Phi_{b}(u)=+\infty$ for $u<u_{\mathrm{p}}$ ).

To evaluate $\Phi_{b}(u)$, we shall use expression (8.65) for $P_{b}(u)$ :

$$
\Phi_{b}(u)=\frac{1}{\sqrt{2}} \int_{u}^{u_{*}} \frac{\mathrm{~d} \bar{u}}{\sqrt{\left(\bar{u}-u_{\mathrm{n}}\right)\left[\left(\bar{u}-u_{0}\right)^{2}+\left(u_{*}-u_{\mathrm{n}}\right)^{2}-\left(u_{0}-u_{\mathrm{n}}\right)^{2}\right]}}
$$

Performing the change of variable

$$
\begin{equation*}
t:=\frac{u_{*}-\bar{u}}{u_{*}+\bar{u}-2 u_{\mathrm{n}}} \quad \Longleftrightarrow \quad \bar{u}=\left(u_{*}-u_{\mathrm{n}}\right) \frac{1-t}{1+t}+u_{\mathrm{n}} \tag{8.70}
\end{equation*}
$$

yields

$$
\begin{equation*}
\Phi_{b}(u)=\int_{0}^{\frac{u_{*}-u}{u_{*}+u-2 u_{\mathrm{n}}}} \frac{\mathrm{~d} t}{\sqrt{1-t^{2}} \sqrt{\left(u_{*}-u_{\mathrm{n}}\right)\left(1+t^{2}\right)-\left(u_{0}-u_{\mathrm{n}}\right)\left(1-t^{2}\right)}} \tag{8.71}
\end{equation*}
$$

Given the range $(0,+\infty)$ for $u$, the range of $t$ is

$$
-1<t \leq \frac{u_{*}}{u_{*}-2 u_{\mathrm{n}}}<1
$$

To proceed, we shall distinguish the cases $u \leq u_{*}$ and $u>u_{*}$. The first case corresponds to $0 \leq t<\frac{u_{*}}{u_{*}-2 u_{\mathrm{n}}}<1$ and we perform the change of variable $t=\cos \vartheta$ with $\vartheta \in(0, \pi / 2)$ in the integral (8.71), yielding

$$
\Phi_{b}(u)=\frac{1}{\sqrt{2\left(u_{*}-u_{\mathrm{n}}\right)}} \int_{\left.\phi_{b}(u)\right)}^{\pi / 2} \frac{\mathrm{~d} \vartheta}{\sqrt{1-k^{2} \sin ^{2} \vartheta}}
$$

with

$$
\begin{equation*}
\phi_{b}(u):=\arccos \left(\frac{\left|u_{*}-u\right|}{u_{*}+u-2 u_{\mathrm{n}}}\right) \quad\left(b<b_{\mathrm{c}}\right) . \tag{8.72}
\end{equation*}
$$

and $^{8}$

$$
\begin{equation*}
k:=\sqrt{\frac{u_{*}-5 u_{\mathrm{n}} / 2+1 / 4}{2\left(u_{*}-u_{\mathrm{n}}\right)}} \quad\left(b<b_{\mathrm{c}}\right) . \tag{8.73}
\end{equation*}
$$

The absolute value in the right-hand side of Eq. (8.72) is not necessary in the present case since $u \geq u_{*}$. We keep it because the same expression will be used below for the case $u>u_{*}$. To let appear the incomplete elliptic integral of the first kind (8.54), let us rewrite the above expression as

$$
\Phi_{b}(u)=\frac{1}{\sqrt{2\left(u_{*}-u_{\mathrm{n}}\right)}}\left[\int_{0}^{\pi / 2} \frac{\mathrm{~d} \vartheta}{\sqrt{1-k^{2} \sin ^{2} \vartheta}}-\int_{0}^{\phi_{b}(u)} \frac{\mathrm{d} \vartheta}{\sqrt{1-k^{2} \sin ^{2} \vartheta}}\right] .
$$

In view of respectively (8.55) and (8.54), the first integral is $K(k)$, while the second one is $F\left(\phi_{b}(u), k\right)$. We have thus

$$
\begin{equation*}
\Phi_{b}(u)=\frac{1}{\sqrt{2\left(u_{*}-u_{\mathrm{n}}\right)}}\left[K(k)-F\left(\phi_{b}(u), k\right)\right] \quad\left(u \leq u_{*}, b<b_{\mathrm{c}}\right) . \tag{8.74}
\end{equation*}
$$

As for the case $b>b_{\mathrm{c}}$, the modulus $k$ of the elliptic integrals $K$ and $F$ is a function of $b$ only, which is given by combining Eqs. (8.73), (8.66) and (8.34). It is plotted in Fig. 8.13. Note that its range is pretty limited:

$$
\begin{equation*}
\underbrace{\frac{1}{2} \sqrt{2+\sqrt{3}}}_{\simeq 0.96592}<k<1 . \tag{8.75}
\end{equation*}
$$

Let us now turn to the case $u>u_{*}$. It implies $-1<t<0$, so that we perform the change of variable $t=-\cos \vartheta$ in order to keep $\vartheta \in(0, \pi / 2)$. We obtain then

$$
\Phi_{b}(u)=\frac{1}{\sqrt{2\left(u_{*}-u_{\mathrm{n}}\right)}} \int_{\pi / 2}^{\phi_{b}(u)} \frac{\mathrm{d} \vartheta}{\sqrt{1-k^{2} \sin ^{2} \vartheta}},
$$

[^72]

Figure 8.13: Modulus $k$ of the elliptic integrals $F$ and $K$ that are involved in expressions (8.74) and (8.76) for $\Phi_{b}(u)$. [Figure produced with the notebook D.4.12]


Figure 8.14: Function $\Phi_{b}(u)$ defined by Eq. (8.69) and evaluated via the elliptic integral expressions (8.74) and (8.76), for selected values of $b<b_{c}$. [Figure produced with the notebook D.4.12]
where $\phi_{b}(u)$ and $k$ are given by Eqs. (8.72) and (8.73). We conclude that

$$
\begin{equation*}
\Phi_{b}(u)=\frac{1}{\sqrt{2\left(u_{*}-u_{\mathrm{n}}\right)}}\left[F\left(\phi_{b}(u), k\right)-K(k)\right] \quad\left(u>u_{*}, b<b_{\mathrm{c}}\right) . \tag{8.76}
\end{equation*}
$$

The function $\Phi_{b}$ evaluated via Eqs. (8.74) and (8.76) is plotted in Fig. 8.14 for various values of $b$. Note that, by construction [cf. Eq. (8.69)], $\Phi_{b}(u)=0 \Longleftrightarrow u=u_{*}$. Note also that, as in the case $b>b_{\mathrm{c}}$ (Sec. 8.3.3), the closer $b$ is from $b_{\mathrm{c}} \simeq 5.1961452$, the larger the amplitude of $\Phi_{b}(u)$.

### 8.3.6 Deflection angle and winding number

Let us consider a null geodesic $\mathscr{L}$ with $b>b_{\text {c }}$ arising from $r \rightarrow+\infty$, i.e. belonging to the family studied in Sec. 8.3.3. $\mathscr{L}$ reaches some periastron and departs to $r \rightarrow+\infty$. The total change of $\varphi$ along the geodesic history is

$$
\begin{equation*}
\Delta \varphi=\varphi_{\infty}-\varphi_{-\infty}, \tag{8.77}
\end{equation*}
$$

with $\varphi_{\infty}:=\lim _{\tilde{\lambda} \rightarrow+\infty} \varphi$ and $\varphi_{-\infty}:=\lim _{\tilde{\lambda} \rightarrow-\infty} \varphi$. Given that $\lim _{\tilde{\lambda} \rightarrow \pm \infty} u=0$, Eq. (8.46) with respectively $\epsilon_{\text {in }}=+1$ and $\epsilon_{\text {in }}=-1$ leads to

$$
\begin{equation*}
\varphi_{-\infty}=\varphi_{\mathrm{p}}-\epsilon_{L} \Phi_{b}(0) \quad \text { and } \quad \varphi_{\infty}=\varphi_{\mathrm{p}}+\epsilon_{L} \Phi_{b}(0) . \tag{8.78}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\Delta \varphi=2 \epsilon_{L} \Phi_{b}(0) \tag{8.79}
\end{equation*}
$$

Note that one can have $|\Delta \varphi|>2 \pi$; in such a case, the null geodesic is winding around the black hole before leaving to infinity. We therefore introduce the winding number $n \in \mathbb{Z}$ by

$$
\Delta \varphi=: \overline{\Delta \varphi}+2 \pi n \quad \text { with } \quad \begin{cases}\overline{\Delta \varphi} \in[0,2 \pi) & \text { if } L>0  \tag{8.80}\\ \overline{\Delta \varphi} \in(-2 \pi, 0] & \text { if } L<0 .\end{cases}
$$

Note that $n \geq 0$ for $L>0$ and $n \leq 0$ for $L<0$. We then define the deflection angle $\Theta$ by

$$
\begin{equation*}
\Theta:=\overline{\Delta \varphi}-\epsilon_{L} \pi . \tag{8.81}
\end{equation*}
$$

Let us recall that $\epsilon_{L}= \pm 1$ is the sign of the conserved angular momentum $L$ [cf. Eq. (8.13)]. The $-\epsilon_{L} \pi$ term in the above equation is chosen so that $\Theta=0$ in flat spacetime (no deflection of light). By construction, the range of $\Theta$ is

$$
\begin{equation*}
-\pi \leq \Theta \leq \pi \tag{8.82}
\end{equation*}
$$

The above concepts are illustrated in Figs. 8.15-8.16, which show the trajectories of null geodesics arising from infinity along the direction $\varphi=0$ (i.e. having $\varphi_{-\infty}=0$ ), for various values of the impact parameter $b$ decaying from $b=12 m$ to $b_{c}$. They have been computed by means of the geodesic integrator of SageMath (cf. Appendix D), instead of making use of the elliptic-integral expression (8.53). All these geodesics have $L>0$ and hence $\epsilon_{L}=+1$. For


Figure 8.15: Null geodesics in the plane $\theta=\pi / 2$ of Schwarzschild spacetime, plotted in terms of the coordinates $(x, y):=(r \cos \varphi, r \sin \varphi)$. All geodesics arise from $x \gg m$ with trajectories initially parallel to the $x$-axis; they differ by the value of the impact parameter $b$. The grey disk marks the black hole region $r<2 m$, while the dashed green circle indicates the photon orbit at $r=3 \mathrm{~m}$. [Figure produced with the notebook D.4.8]


Figure 8.16: Same as Fig. 8.15 but for values of $b$ closer to $b_{c} \simeq 5.196152 m$. [Figure produced with the notebook D.4.8]
$b=12 m$ (upper left panel of Fig. 8.15), the geodesic suffers only some moderate bending: the deflection angle is $\Theta \simeq \pi / 6$ and the winding number is $n=0$. We recover here the standard deflection of light by massive bodies in general relativity. For $b=8 m$ and $6 m$, the bending is more pronounced, exceeding $\Theta=\pi / 2$ for $b=6 \mathrm{~m}$, still with $n=0$. For $b=5.355 \mathrm{~m}$ (lower right panel of Fig. 8.15), the deflection angle is $\Theta \simeq \pi$, i.e. the photon goes back in the direction from which it was coming.

When the impact parameter becomes even closer to the critical value $b_{\mathrm{c}} \simeq 5.196152 \mathrm{~m}$ [Eq. (8.21)], the null geodesic starts to wind around the black hole before escaping to infinity (Fig. 8.16). For $b=5.230 m$ (upper left panel of Fig. 8.16), the winding number is $n=1$ and the deflection angle is $\Theta \simeq-\pi / 2$. For $b=5.2025 m$ (upper right panel of Fig. 8.16), one has $n=1$ and $\Theta=0$. For $b=5.19643 m$ (lower left panel of Fig. 8.16), one has $n=1$ and $\Theta \simeq \pi$ and for $b=5.196155 m$ (lower right panel of Fig. 8.16), one has $n=2$ and $\Theta \simeq \pi / 2$. Note that the winding is taking place almost at the photon circular orbit $(r=3 m)$. That after a few turns the null geodesic departs to infinity corroborates the fact that the photon orbit is unstable (cf. Sec. 8.2.3).

We can understand the winding phenomenon around the photon circular orbit for $b$ close to $b_{\mathrm{c}}$ without investigating the properties of elliptic integrals. Indeed, by combining Eqs. (8.79) and (8.48), we get

$$
\begin{equation*}
\Delta \varphi=\epsilon_{L} \sqrt{2} \int_{0}^{u_{\mathrm{p}}} \frac{\mathrm{~d} u}{\sqrt{\left(u_{\mathrm{p}}-u\right)\left(u_{\mathrm{a}}-u\right)\left(u-u_{\mathrm{n}}\right)}} . \tag{8.83}
\end{equation*}
$$

Given the ordering (8.31), each of the three factors under the square root is positive on the integration range ( $0, u_{\mathrm{p}}$ ). For $b \neq b_{\mathrm{c}}$, one has $u_{\mathrm{a}} \neq u_{\mathrm{p}}$ (cf. Fig. 8.5) and the only diverging term in the integrand of (8.83) is $1 / \sqrt{u_{\mathrm{p}}-u}$, which diverges at the integral boundary $u=u_{\mathrm{p}}$. However, the integral

$$
\int_{0}^{u_{\mathrm{p}}} \frac{\mathrm{~d} u}{\sqrt{u_{\mathrm{p}}-u}}
$$

is finite, being equal to $2 \sqrt{u_{\mathrm{p}}}$, so that $\Delta \varphi$ remains finite. When $b \rightarrow b_{\mathrm{c}}, u_{\mathrm{a}} \rightarrow u_{\mathrm{p}}$ and the integral (8.83) has a behaviour similar to

$$
\int_{0}^{u_{\mathrm{p}}} \frac{\mathrm{~d} u}{\sqrt{\left(u_{\mathrm{p}}-u\right)^{2}}}=\int_{0}^{u_{\mathrm{p}}} \frac{\mathrm{~d} u}{u_{\mathrm{p}}-u}
$$

Since the latter is a diverging integral, we conclude that

$$
\begin{equation*}
\Delta \varphi \rightarrow \pm \infty \quad \text { when } \quad b \rightarrow b_{c} . \tag{8.84}
\end{equation*}
$$

We recover the behaviour observed for $b=b_{\mathrm{c}}$ in Sec. 8.3.2: for an external critical null geodesic, $\Delta \varphi$ is infinite, the geodesic spiralling indefinitely around the photon orbit (cf. Fig. 8.7). We shall refine (8.84) in Sec. 8.4.1 [Eq. (8.102)].

### 8.4 Asymptotic direction from some emission point

To discuss images in Sec. 8.5, we shall need the change in $\varphi$ between some arbitrary point on a null geodesic (the "emission" point) and a point far away from the black hole (the "reception" point). The total change $\Delta \varphi$ along all the geodesic history considered in Sec. 8.3.6 is then a special case: that for which the emission point is infinitely far from the black hole.

### 8.4.1 Asymptotic direction for $b>b_{c}$

Let us consider a null geodesic $\mathscr{L}$ with $b>b_{c}$ and an event of (finite) affine parameter $\tilde{\lambda}=\tilde{\lambda}_{\text {em }}$ on $\mathscr{L}$, which we shall call the emission point. We are interested in null geodesics which reach the asymptotic flat region $r \rightarrow+\infty$ for $\tilde{\lambda} \rightarrow+\infty$. This implies that the emission point is located outside the photon sphere, i.e. obeys

$$
\begin{equation*}
r_{\mathrm{em}}:=r\left(\tilde{\lambda}_{\mathrm{em}}\right)>3 m . \tag{8.85}
\end{equation*}
$$

Indeed, we have seen in Sec. 8.3.4 that null geodesics with $b>b_{c}$ and emitted under the photon sphere never cross the later (this is also obvious from the effective potential profile, as plotted in Fig. 8.1, cf. trajectory no. 4). Our $\operatorname{aim}$ is to relate the value $\varphi_{\infty}$ of $\varphi$ for $\tilde{\lambda} \rightarrow+\infty$ (the asymptotic direction) to its value $\varphi_{\mathrm{em}}$ at $\tilde{\lambda}=\tilde{\lambda}_{\text {em }}$.

If the emission point is past $\mathscr{L}$ 's periastron, i.e. if $\tilde{\lambda}_{\text {em }}>\tilde{\lambda}_{\mathrm{p}}, \varphi_{\text {em }}$ is related to $\varphi_{\mathrm{p}}$ by Eq. (8.46) with $\epsilon_{\mathrm{in}}=-1$ :

$$
\begin{equation*}
\varphi_{\mathrm{em}}=\varphi_{\mathrm{p}}+\epsilon_{L} \Phi_{b}\left(u_{\mathrm{em}}\right), \tag{8.86}
\end{equation*}
$$

where $u_{\mathrm{em}}:=m / r_{\mathrm{em}}$. On the other side, the asymptotic value $\varphi_{\infty}$ is related to $\varphi_{\mathrm{p}}$ by Eq. (8.78). By combining these two relations to eliminate $\varphi_{\mathrm{p}}$, we get

$$
\begin{equation*}
\varphi_{\infty}=\varphi_{\mathrm{em}}+\epsilon_{L}\left[\Phi_{b}(0)-\Phi_{b}\left(u_{\mathrm{em}}\right)\right] . \tag{8.87}
\end{equation*}
$$

Substituting expression (8.53) for $\Phi_{b}$ yields

$$
\varphi_{\infty}=\varphi_{\mathrm{em}}+\epsilon_{L} \frac{\sqrt{2}}{\sqrt{u_{\mathrm{a}}-u_{\mathrm{n}}}}\left[F\left(\phi_{b}\left(u_{\mathrm{em}}\right), k\right)-F\left(\phi_{b}(0), k\right)\right] \quad \begin{gather*}
\left(b>b_{\mathrm{c}}\right)  \tag{8.88}\\
\left(\tilde{\lambda}_{\mathrm{em}}>\tilde{\lambda}_{\mathrm{p}}\right)
\end{gather*},
$$

where, according to Eq. (8.52),

$$
\begin{equation*}
\phi_{b}\left(u_{\mathrm{em}}\right)=\arcsin \sqrt{\frac{u_{\mathrm{em}}-u_{\mathrm{n}}}{u_{\mathrm{p}}-u_{\mathrm{n}}}} \quad \text { and } \quad \phi_{b}(0)=\arcsin \sqrt{\frac{\left|u_{\mathrm{n}}\right|}{u_{\mathrm{p}}-u_{\mathrm{n}}}} . \tag{8.89}
\end{equation*}
$$

If the emission point is located prior to the periastron, i.e. if $\tilde{\lambda}_{\text {em }}<\tilde{\lambda}_{\mathrm{p}}, \varphi_{\text {em }}$ is related to $\varphi_{\mathrm{p}}$ by Eq. (8.46) with $\epsilon_{\text {in }}=+1$ :

$$
\begin{equation*}
\varphi_{\mathrm{em}}=\varphi_{\mathrm{p}}-\epsilon_{L} \Phi_{b}\left(u_{\mathrm{em}}\right) \tag{8.90}
\end{equation*}
$$

and we get, by combining with Eq. (8.78),

$$
\begin{equation*}
\varphi_{\infty}=\varphi_{\mathrm{em}}+\epsilon_{L}\left[\Phi_{b}(0)+\Phi_{b}\left(u_{\mathrm{em}}\right)\right] . \tag{8.91}
\end{equation*}
$$

Equation (8.53) then yields

$$
\varphi_{\infty}=\varphi_{\mathrm{em}}+\epsilon_{L} \frac{\sqrt{2}}{\sqrt{u_{\mathrm{a}}-u_{\mathrm{n}}}}\left[2 K(k)-F\left(\phi_{b}\left(u_{\mathrm{em}}\right), k\right)-F\left(\phi_{b}(0), k\right)\right] \quad \begin{gather*}
\left(b>b_{\mathrm{c}}\right)  \tag{8.92}\\
\left(\tilde{\lambda}_{\mathrm{em}}<\tilde{\lambda}_{\mathrm{p}}\right)
\end{gather*} .
$$

$\varphi_{\infty}-\varphi_{\mathrm{em}}$ is plotted as a function of $b$ in Fig. 8.17 for various values of $r_{\mathrm{em}}=m / u_{\mathrm{em}}$, with the dashed curves corresponding to the case $\tilde{\lambda}_{\text {em }}>\tilde{\lambda}_{\mathrm{p}}$. We notice that for $b \gg m$ (cf. the red curve near $b=12 m$ ), one has either $\varphi_{\infty}-\varphi_{\mathrm{em}} \simeq 0$ (dashed red curve: $\tilde{\lambda}_{\mathrm{em}}>\tilde{\lambda}_{\mathrm{p}}$ ) or $\varphi_{\infty}-\varphi_{\mathrm{em}} \simeq \pi$ (solid red curve: $\tilde{\lambda}_{\mathrm{em}}<\tilde{\lambda}_{\mathrm{p}}$ ): null geodesics with large impact parameters suffer almost no deflection, as expected. Another striking feature of Fig. 8.17 is the divergence of $\varphi_{\infty}-\varphi_{\mathrm{em}}$ when $b$ tends to $b_{\mathrm{c}}$. Let us examine this in details.


Figure 8.17: Total change $\varphi_{\infty}-\varphi_{\mathrm{em}}$ in $\varphi$ from the emission point at $(r, \varphi)=\left(r_{\mathrm{em}}, \varphi_{\mathrm{em}}\right)$ as a function of the impact parameter $b$ of the null geodesic, assuming $\epsilon_{L}=+1$. The dashed curves correspond to trajectories with $b>b_{\mathrm{c}}$ that do not pass through the periastron. For each value of $r_{\mathrm{em}}>3 m$, the maximum of $b$ is given by $r_{\mathrm{p}}(b)=r_{\mathrm{em}}$, i.e. by $b^{2}=r_{\mathrm{em}}^{3} /\left(r_{\mathrm{em}}-2 m\right)$ [cf. Eq. (8.18) and Fig. 8.3]. [Figure produced with the notebook D.4.11]

## Limit $b \rightarrow b_{\mathrm{c}}^{+}$

From Eqs. (8.30), we have the following limits:

$$
\begin{equation*}
\lim _{b \rightarrow b_{\mathrm{c}}^{+}} u_{\mathrm{n}}=-\frac{1}{6} \quad \text { and } \quad \lim _{b \rightarrow b_{\mathrm{c}}^{+}} u_{\mathrm{p}}=\lim _{b \rightarrow b_{\mathrm{c}}^{+}} u_{\mathrm{a}}=\frac{1}{3} . \tag{8.93}
\end{equation*}
$$

It follows then from expressions (8.89) that

$$
\begin{equation*}
\lim _{b \rightarrow b_{\mathrm{c}}^{+}} \phi_{b}\left(u_{\mathrm{em}}\right)=\arcsin \sqrt{2 u_{\mathrm{em}}+\frac{1}{3}} \quad \text { and } \quad \lim _{b \rightarrow b_{\mathrm{c}}^{+}} \phi_{b}(0)=\arcsin \left(\frac{1}{\sqrt{3}}\right) . \tag{8.94}
\end{equation*}
$$

Besides, $\lim _{b \rightarrow b_{c}^{+}} k=1$ [cf. Eq. (8.57)] and, for any $\phi \in[0, \pi / 2$ ), the definition (8.54) of $F$ leads to

$$
\begin{equation*}
F(\phi, 1)=\int_{0}^{\phi} \frac{\mathrm{d} \vartheta}{\sqrt{1-\sin ^{2} \vartheta}}=\int_{0}^{\phi} \frac{\mathrm{d} \vartheta}{\cos \vartheta}=\ln \left(\frac{1+\sin \phi}{\cos \phi}\right) . \tag{8.95}
\end{equation*}
$$

The limits (8.94) result then in

$$
\begin{equation*}
\lim _{b \rightarrow b_{\mathrm{c}}^{+}} F\left(\phi_{b}\left(u_{\mathrm{em}}\right), k\right)=\ln \left(\frac{\sqrt{3}+\sqrt{6 u_{\mathrm{em}}+1}}{\sqrt{2\left(1-3 u_{\mathrm{em}}\right)}}\right) \quad \text { and } \quad \lim _{b \rightarrow b_{\mathrm{c}}^{+}} F\left(\phi_{b}(0), k\right)=\ln \left(\frac{\sqrt{3}+1}{\sqrt{2}}\right) . \tag{8.96}
\end{equation*}
$$

For $\tilde{\lambda}_{\mathrm{em}}>\tilde{\lambda}_{\mathrm{p}}$, inserting these formulas into (8.88) leads to

$$
\begin{equation*}
\varphi_{\infty} \underset{b \rightarrow b_{\mathrm{c}}^{+}}{\sim} \varphi_{\mathrm{em}}+\epsilon_{L} \ln \left(\frac{2+3 u_{\mathrm{em}}+\sqrt{3\left(6 u_{\mathrm{em}}+1\right)}}{(2+\sqrt{3})\left(1-3 u_{\mathrm{em}}\right)}\right) \quad\left(\tilde{\lambda}_{\mathrm{em}}>\tilde{\lambda}_{\mathrm{p}}\right) . \tag{8.97}
\end{equation*}
$$

Note that the constraint (8.85) is equivalent to $1-3 u_{\mathrm{em}}>0$, so that the above formula is well posed.

For the case $\tilde{\lambda}_{\text {em }}<\tilde{\lambda}_{\mathrm{p}}, \varphi_{\infty}$ is given by Eq. (8.92) and we need to determine the behaviour of $K(k)$ to conclude. Actually, when $k \rightarrow 1, K(k)$ is diverging with the following behaviour ${ }^{9}$ :

$$
\begin{equation*}
\lim _{k \rightarrow 1}\left[K(k)-\ln \left(\frac{4}{\sqrt{1-k^{2}}}\right)\right]=0 \tag{8.98}
\end{equation*}
$$

To relate $\sqrt{1-k^{2}}$ to $b-b_{\mathrm{c}}$, let us introduce the small parameter $\varepsilon>0$ such that

$$
\begin{equation*}
u_{\mathrm{p}}=: \frac{1}{3}-\varepsilon \tag{8.99}
\end{equation*}
$$

The relation $P_{b}\left(u_{\mathrm{p}}\right)=0$, once expanded to second order in $\varepsilon^{2}$, leads to the following relation between $b-b_{\mathrm{c}}$ and $\varepsilon$ :

$$
\begin{equation*}
\frac{b-b_{c}}{m}=\frac{81 \sqrt{3}}{2} \varepsilon^{2}+O\left(\varepsilon^{3}\right) \tag{8.100}
\end{equation*}
$$

Besides, from the expressions (8.33) of $u_{\mathrm{n}}$ and $u_{\mathrm{a}}$ in terms of $u_{\mathrm{p}}$, we get, still to the second order in $\varepsilon$,

$$
u_{\mathrm{n}}=-\frac{1}{6}+2 \varepsilon^{2}+O\left(\varepsilon^{3}\right) \quad \text { and } \quad u_{\mathrm{a}}=\frac{1}{3}+\varepsilon-2 \varepsilon^{2}+O\left(\varepsilon^{3}\right)
$$

Substituting these values in the expression (8.50) of the modulus $k$ and expanding to the first order in $\varepsilon$ leads to

$$
k=1-2 \varepsilon+O\left(\varepsilon^{2}\right)
$$

from which

$$
\sqrt{1-k^{2}} \underset{\varepsilon \rightarrow 0}{\sim} \sqrt{1-(1-4 \varepsilon)} \underset{\varepsilon \rightarrow 0}{\sim} 2 \sqrt{\varepsilon} .
$$

The property (8.98) then leads to

$$
2 K(k) \underset{\varepsilon \rightarrow 0}{\sim} 2 \ln \left(\frac{2}{\sqrt{\varepsilon}}\right) \underset{\varepsilon \rightarrow 0}{\sim} \ln \left(\frac{4}{\varepsilon}\right) .
$$

Using this result, as well as (8.96), in Eq. (8.92) yields

$$
\begin{gathered}
\varphi_{\infty} \underset{b \rightarrow b_{\mathrm{c}}^{+}}{\sim} \varphi_{\mathrm{em}}+\epsilon_{L} \times 2\left[\ln \left(\frac{4}{\varepsilon}\right)-\ln \left(\frac{\sqrt{3}+\sqrt{6 u_{\mathrm{em}}+1}}{\sqrt{2\left(1-3 u_{\mathrm{em}}\right)}}\right)-\ln \left(\frac{\sqrt{3}+1}{\sqrt{2}}\right)\right] \\
\underset{b \rightarrow b_{\mathrm{c}}^{+}}{\sim} \varphi_{\mathrm{em}}+\epsilon_{L} \ln \left(\frac{16}{\varepsilon^{2}} \frac{2\left(1-3 u_{\mathrm{em}}\right)}{\left(\sqrt{3}+\sqrt{6 u_{\mathrm{em}}+1}\right)^{2}} \frac{2}{(\sqrt{3}+1)^{2}}\right) .
\end{gathered}
$$

Note that we have used the limits (8.93) to evaluate the prefactor in Eq. (8.92) as $\sqrt{2 /\left(u_{\mathrm{a}}-u_{\mathrm{n}}\right)} \sim$ $\sqrt{2 /(1 / 3-(-1 / 6))}=2$. Expressing $\varepsilon^{2}$ in terms of $b-b_{c}$ via Eq. (8.100) leads to the final formula:

$$
\begin{equation*}
\varphi_{\infty} \underset{b \rightarrow b_{\mathrm{c}}^{+}}{\sim} \varphi_{\mathrm{em}}+\epsilon_{L} \ln \left(\frac{648(2 \sqrt{3}-3)\left(1-3 u_{\mathrm{em}}\right)}{2+3 u_{\mathrm{em}}+\sqrt{3\left(1+6 u_{\mathrm{em}}\right)}} \times \frac{m}{b-b_{\mathrm{c}}}\right) \quad\left(\tilde{\lambda}_{\mathrm{em}}<\tilde{\lambda}_{\mathrm{p}}\right) . \tag{8.101}
\end{equation*}
$$

[^73]The prefactor of $m /\left(b-b_{c}\right)$ in the logarithm is plotted as a function of $r_{\mathrm{em}}=m / u_{\mathrm{em}}$ in Fig. 8.22 below.

The value of the total change $\Delta \varphi$ along the complete geodesic history [cf. Eq. (8.77)] is obtained by taking the limit $u_{\mathrm{em}} \rightarrow 0$ (i.e. $r_{\mathrm{em}} \rightarrow+\infty$ ) in this formula. We get

$$
\begin{equation*}
\Delta \varphi \underset{b \rightarrow b_{c}^{+}}{\sim} \epsilon_{L} \ln \left(\frac{648(7 \sqrt{3}-12) m}{b-b_{\mathrm{c}}}\right) . \tag{8.102}
\end{equation*}
$$

We recover the result (8.84): $\Delta \varphi$ is diverging when $b \rightarrow b_{\mathrm{c}}^{+}$. Moreover, Eq. (8.102) specifies this divergence as logarithmic in $b-b_{\mathrm{c}}$. More generally, Eq. (8.101) shows that $\varphi_{\infty}-\varphi_{\mathrm{em}}$ diverges logarithmically in $b-b_{\mathrm{c}}$ when $b \rightarrow b_{\mathrm{c}}^{+}$, whatever the position of the emission point.

Let us express $\Delta \varphi$ is terms of the deflection angle $\Theta$ and the winding number $n$ through Eqs. (8.80) and (8.81):

$$
\begin{equation*}
\Delta \varphi=\Theta-\epsilon_{L} \pi+2 \pi n . \tag{8.103}
\end{equation*}
$$

We can then deduce from (8.102) that

$$
\begin{equation*}
b-b_{\mathrm{c}} \underset{b \rightarrow b_{\mathrm{c}}^{+}}{\sim} \underbrace{648(7 \sqrt{3}-12) \mathrm{e}^{-\pi}}_{\simeq 3.482284} m \mathrm{e}^{-\epsilon_{L} \theta-2 \pi|n|} \text {. } \tag{8.104}
\end{equation*}
$$

In the above writing, we have used the fact that the sign of $n$ is the same as that of $L$, so that $\epsilon_{L} n=|n|$.
Remark 1: A check of Eq. (8.102) is obtained by comparing it with Eq. (268) in Chap. 3 of Ref. [96], where $\delta D=b-b_{\mathrm{c}}$ and $\Theta$ is the same as ours, or with Eq. (7.4.54) of Ref. [185], where $\Delta \ell=\left(b-b_{\mathrm{c}}\right) /(2 m)$.

Historical note : Equation (8.104) has been first derived by Charles Galton Darwin - the grandson of the famous naturalist Charles Robert Darwin - in 1959 [141] (cf. Eqs. (31) and (32) of Ref. [141], where $\mu=\Theta$ ).

### 8.4.2 Asymptotic direction for $b<b_{c}$

When the impact parameter $b$ is lower than the critical value, the null geodesic $\mathscr{L}$ has no periastrion and $\varphi_{\mathrm{em}}$ and $\varphi_{\infty}$ are given by Eq. (8.68) with $\epsilon_{\mathrm{in}}=-1$ (outgoing motion):

$$
\begin{equation*}
\varphi_{\mathrm{em}}=\varphi_{*}+\epsilon_{L} \Phi_{b}\left(u_{\mathrm{em}}\right) \quad \text { and } \quad \varphi_{\infty}=\varphi_{*}+\epsilon_{L} \Phi_{b}(0) \tag{8.105}
\end{equation*}
$$

We have then

$$
\begin{equation*}
\varphi_{\infty}=\varphi_{\mathrm{em}}+\epsilon_{L}\left[\Phi_{b}(0)-\Phi_{b}\left(u_{\mathrm{em}}\right)\right] . \tag{8.106}
\end{equation*}
$$

$\Phi_{b}(0)$ is given by Eq. (8.74):

$$
\begin{equation*}
\Phi_{b}(0)=\frac{1}{\sqrt{2\left(u_{*}-u_{\mathrm{n}}\right)}}\left[K(k)-F\left(\phi_{b}(0), k\right)\right] \tag{8.107}
\end{equation*}
$$

If $u_{\mathrm{em}}<u_{*}, \Phi_{b}\left(u_{\mathrm{em}}\right)$ is given by Eq. (8.74) as well, so that Eq. (8.106) becomes

$$
\varphi_{\infty}=\varphi_{\mathrm{em}}+\frac{\epsilon_{L}}{\sqrt{2\left(u_{*}-u_{\mathrm{n}}\right)}}\left[F\left(\phi_{b}\left(u_{\mathrm{em}}\right), k\right)-F\left(\phi_{b}(0), k\right)\right] \quad \begin{gather*}
\left(b<b_{\mathrm{c}}\right)  \tag{8.108}\\
\left(u_{\mathrm{em}}<u_{*}\right)
\end{gather*}
$$

with $\phi_{b}\left(u_{\text {em }}\right)$ and $\phi_{b}(0)$ given by Eq. (8.72):

$$
\begin{equation*}
\phi_{b}\left(u_{\mathrm{em}}\right)=\arccos \left(\frac{\left|u_{*}-u_{\mathrm{em}}\right|}{u_{*}+u_{\mathrm{em}}-2 u_{\mathrm{n}}}\right) \quad \text { and } \quad \phi_{b}(0)=\arccos \left(\frac{u_{*}}{u_{*}-2 u_{\mathrm{n}}}\right) \tag{8.109}
\end{equation*}
$$

If $u_{\mathrm{em}}>u_{*}$, then $\Phi_{b}\left(u_{\mathrm{em}}\right)$ is given by Eq. (8.76). Combining with Eq. (8.107), we can then write Eq. (8.106) as

$$
\varphi_{\infty}=\varphi_{\mathrm{em}}+\frac{\epsilon_{L}}{\sqrt{2\left(u_{*}-u_{\mathrm{n}}\right)}}\left[2 K(k)-F\left(\phi_{b}\left(u_{\mathrm{em}}\right), k\right)-F\left(\phi_{b}(0), k\right)\right] \quad \begin{gather*}
\left(b<b_{\mathrm{c}}\right)  \tag{8.110}\\
\left(u_{\mathrm{em}}>u_{*}\right)
\end{gather*},
$$

where $\phi_{b}\left(u_{\mathrm{em}}\right)$ is still given by Eq. (8.109). $\varphi_{\infty}-\varphi_{\mathrm{em}}$ is plotted as a function of $b$ in Fig. 8.17 for various values of $r_{\mathrm{em}}=m / u_{\mathrm{em}}$. For $r_{\mathrm{em}} \gg m$ (cf. the red curve $r_{\mathrm{em}}=100 m$ for $b<b_{\mathrm{c}}$ ), we note that $\varphi_{\infty}-\varphi_{\mathrm{em}} \simeq 0$, as expected. As for the case $b>b_{\mathrm{c}}$, we also note that $\varphi_{\infty}-\varphi_{\mathrm{em}}$ is diverging when $b$ tends to $b_{c}$. Let us quantify this diverging behaviour:

Limit $b \rightarrow b_{\mathrm{c}}^{-}$
When $b \rightarrow b_{\mathrm{c}}^{-}$, we have the following limits [cf. Eqs. (8.35) and (8.67)]:

$$
\lim _{b \rightarrow b_{\mathrm{c}}^{-}} u_{\mathrm{n}}=-\frac{1}{6} \quad \text { and } \quad \lim _{b \rightarrow b_{\mathrm{c}}^{-}} u_{*}=\frac{1}{3} .
$$

Consequently, Eq. (8.109) yields

$$
\begin{equation*}
\lim _{b \rightarrow b_{\mathrm{c}}^{-}} \phi_{b}\left(u_{\mathrm{em}}\right)=\arccos \left(\frac{\left|1-3 u_{\mathrm{em}}\right|}{2+3 u_{\mathrm{em}}}\right) \quad \text { and } \quad \lim _{b \rightarrow b_{\mathrm{c}}^{-}} \phi_{b}(0)=\arccos \left(\frac{1}{2}\right)=\frac{\pi}{3} . \tag{8.111}
\end{equation*}
$$

Moreover, from expression (8.73) for $k$ and the above limits for $u_{*}$ and $u_{\mathrm{n}}$, we have (see also Fig. 8.13)

$$
\lim _{b \rightarrow b_{\mathrm{c}}^{-}} k=1 .
$$

Given the values (8.111) and expression (8.95) for the elliptic integral $F$ when $k=1$, we get

$$
\begin{align*}
& \lim _{b \rightarrow b_{\mathrm{c}}^{-}} F\left(\phi_{b}\left(u_{\mathrm{em}}\right), k\right)=\ln \left(\frac{2+3 u_{\mathrm{em}}+\sqrt{3\left(1+6 u_{\mathrm{em}}\right)}}{\left|1-3 u_{\mathrm{em}}\right|}\right)  \tag{8.112a}\\
& \lim _{b \rightarrow b_{\mathrm{c}}^{-}} F\left(\phi_{b}(0), k\right)=\ln (2+\sqrt{3}) . \tag{8.112b}
\end{align*}
$$

When $u_{\mathrm{em}}<u_{*}$, inserting these formulas into Eq. (8.108) leads to

$$
\begin{equation*}
\varphi_{\infty} \underset{b \rightarrow b_{\mathrm{c}}^{-}}{\sim} \varphi_{\mathrm{em}}+\epsilon_{L} \ln \left(\frac{2+3 u_{\mathrm{em}}+\sqrt{3\left(6 u_{\mathrm{em}}+1\right)}}{(2+\sqrt{3})\left(1-3 u_{\mathrm{em}}\right)}\right) \quad\left(u_{\mathrm{em}}<\frac{1}{3}\right) . \tag{8.113}
\end{equation*}
$$

We have written $u_{\mathrm{em}}<1 / 3$ because $u_{*} \rightarrow 1 / 3$ when $b \rightarrow b_{\mathrm{c}}^{-}$. For this reason, we also get rid of the absolute value around $1-3 u_{\mathrm{em}}$. Note that the value of $\varphi_{\infty}$ given by Eq. (8.113) is
identical to that given by Eq. (8.97), which was obtained for $b \rightarrow b_{\mathrm{c}}^{+}$and an emission point beyond the periastron. This is not surprising if one invokes the continuity around $b=b_{c}$ of null geodesics as regards their part beyond the periastron for $b>b_{\mathrm{c}}$ and outside $r=3 \mathrm{~m}$ for $b<b_{\mathrm{c}}$. Indeed, the geodesics with $b \rightarrow b_{\mathrm{c}}^{+}$differ significantly from those with $b \rightarrow b_{\mathrm{c}}^{-}$only on parts including the periastron. This continuity appears clearly on Fig. 8.17: the curves with $b<b_{\mathrm{c}}$ and $r_{\mathrm{em}}>3 m$ have a continuous prolongation with the dashed curves, which are the curves with $b>b_{c}$ without any periastrion on the path from the emission point to infinity.

For $u_{\mathrm{em}}>u_{*}$, we shall use formula (8.110), with $K(k)$ having the diverging behaviour (8.98) since $\lim _{b \rightarrow b_{\mathrm{c}}^{-}} k=1$. To express $K(k)$ in terms of $\left|b-b_{\mathrm{c}}\right|$, let us introduce the small parameter $\varepsilon>0$ such that

$$
\begin{equation*}
u_{\mathrm{n}}=-\frac{1}{6}-\varepsilon . \tag{8.114}
\end{equation*}
$$

The relation $P_{b}\left(u_{\mathrm{n}}\right)=0$, once expanded to first order in $\varepsilon$, leads then to the following relation between $b_{\mathrm{c}}-b$ and $\varepsilon$ :

$$
\begin{equation*}
\frac{b_{\mathrm{c}}-b}{m}=\frac{81 \sqrt{3}}{4} \varepsilon \tag{8.115}
\end{equation*}
$$

Besides, by expanding formula (8.66) at first order in $\varepsilon$, we get

$$
u_{*}=\frac{1}{3}+\varepsilon+O\left(\varepsilon^{2}\right)
$$

Substituting this value, as well as (8.114), into expression (8.73) for $k$ yields

$$
k=1-\frac{\varepsilon}{4}+O\left(\varepsilon^{2}\right),
$$

so that

$$
\sqrt{1-k^{2}} \underset{\varepsilon \rightarrow 0}{\sim} \sqrt{1-\left(1-\frac{\varepsilon}{2}\right)} \underset{\varepsilon \rightarrow 0}{\sim} \sqrt{\frac{\varepsilon}{2}}
$$

The property (8.98) then leads to

$$
2 K(k) \underset{\varepsilon \rightarrow 0}{\sim} 2 \ln \left(\frac{4 \sqrt{2}}{\sqrt{\varepsilon}}\right) \underset{\varepsilon \rightarrow 0}{\sim} \ln \left(\frac{32}{\varepsilon}\right) .
$$

Substituting this expression for $K(k)$, as well as Eq. (8.112) for $F\left(\phi_{b}\left(u_{\mathrm{em}}\right), k\right)$ and $F\left(\phi_{b}(0), k\right)$, into Eq. (8.110) results in

$$
\begin{aligned}
\varphi_{\infty} & \underset{b \rightarrow b_{\mathrm{c}}^{-}}{\sim} \varphi_{\mathrm{em}}+\frac{\epsilon_{L}}{\sqrt{2\left(\frac{1}{3}+\frac{1}{6}\right)}}\left[\ln \left(\frac{32}{\varepsilon}\right)-\ln \left(\frac{2+3 u_{\mathrm{em}}+\sqrt{3\left(1+6 u_{\mathrm{em}}\right)}}{3 u_{\mathrm{em}}-1}\right)-\ln (2+\sqrt{3})\right] \\
& \underset{b \rightarrow b_{\mathrm{c}}^{-}}{\sim} \varphi_{\mathrm{em}}+\epsilon_{L} \ln \left(\frac{32}{\varepsilon} \frac{(2-\sqrt{3})\left(3 u_{\mathrm{em}}-1\right)}{2+3 u_{\mathrm{em}}+\sqrt{3\left(1+6 u_{\mathrm{em}}\right)}}\right) .
\end{aligned}
$$

Finally, using (8.115) to let appear $b_{c}-b$ instead of $\varepsilon$, we get

$$
\begin{equation*}
\varphi_{\infty} \underset{b \rightarrow b_{\mathrm{c}}^{-}}{\sim} \varphi_{\mathrm{em}}+\epsilon_{L} \ln \left(\frac{648(2 \sqrt{3}-3)\left(3 u_{\mathrm{em}}-1\right)}{2+3 u_{\mathrm{em}}+\sqrt{3\left(1+6 u_{\mathrm{em}}\right)}} \times \frac{m}{b_{\mathrm{c}}-b}\right) \quad\left(u_{\mathrm{em}}>\frac{1}{3}\right) . \tag{8.116}
\end{equation*}
$$



Figure 8.18: Link between the observation angle $\hat{b}$ and the impact parameter $b$ for an asymptotic observer $\mathscr{O}$ located at $r_{\mathscr{O}} \gg m$.

Hence we recover a logarithmic divergence of $\varphi_{\infty}-\varphi_{\mathrm{em}}$ when $b$ tends to $b_{c}$ by lower values.
Remark 2: The prefactor of $m /\left(b_{c}-b\right)$ in formula (8.116) is exactly the opposite of the prefactor of $m /\left(b-b_{\mathrm{c}}\right)$ in formula (8.101). It is plotted as a function of $r_{\mathrm{em}}=m / u_{\mathrm{em}}$ in Fig. 8.22 below.

The upper bound on $u_{\mathrm{em}}$ is $1 / 2$, for this corresponds to a source just outside the black hole event horizon at $r=2 m$. Let us evaluate $\varphi_{\infty}$ in this limit; setting $u_{\mathrm{em}} \rightarrow 1 / 2$ in Eq. (8.116) results in, after simplification,

$$
\begin{equation*}
\varphi_{\infty} \underset{b \rightarrow b_{\mathrm{c}}^{-}}{\sim} \varphi_{\mathrm{em}}+\epsilon_{L} \ln \left(\frac{648(26 \sqrt{3}-45) m}{b_{\mathrm{c}}-b}\right) \quad\left(u_{\mathrm{em}} \rightarrow \frac{1}{2}\right) . \tag{8.117}
\end{equation*}
$$

Remark 3: As a check, Eq. (8.117) agrees with Eq. (4) in Ref. [214].

### 8.5 Images

Being the worldlines of photons, null geodesics are the key ingredient in determining images as seen by some observer of emitting material around a black hole. Computing such images is of great interest, especially after the first image of a black hole vicinity obtained by the Event Horizon Telescope team in 2019 [5, 74]. As stated in Sec. 8.1, we shall differ the discussion of that image to the chapter dealing with rotating black holes (Sec. 12.5.3).

### 8.5.1 The asymptotic observer

Let us consider some "far-away" static observer, i.e. an observer $\mathscr{O}$ located at $r=r_{\mathscr{O}} \gg m$. Without any loss of generality, we may assume that $\mathscr{O}$ is located at $\theta=\pi / 2$ and $\varphi=0$ (cf. Fig. 8.18). Furthermore, we suppose that $\mathscr{O}$ is equipped with an optical device (telescope) pointing in the direction from $\mathscr{O}$ to the black hole, which is the $x$-axis in terms of the coordinates $(x, y):=(r \cos \varphi, r \sin \varphi)$. Images are formed by null geodesics reaching $\mathscr{O}$ 's screen with a angle $\hat{b}$ with respect to the telescope axis (in $\mathscr{O}$ 's frame) within the telescope aperture. The angle $\hat{b}$ is actually related to the geodesic impact parameter $b$ by $\sin \hat{b}=b / r_{\mathscr{O}}$ (cf. Fig. 8.18), which, for large $r_{\mathscr{O}}$, can be rewritten as

$$
\begin{equation*}
\hat{b}=\frac{b}{r_{\mathscr{O}}} . \tag{8.118}
\end{equation*}
$$



Figure 8.19: Null geodesics in Schwarzschild spacetime with $\varphi_{\infty}=0$ and various values of the impact parameter $b$. The green ones have $b$ ranging from 0 to $12 m$, by steps of $0.8 m$, while the olive ones have $b$ close to $b_{\mathrm{c}}$, namely $b / m \in\{5.0,5.2,5.4\} . S$ is a luminous point source and three of its images for an observer at $y=0$ and $x \rightarrow+\infty$ are obtained by following the drawn null geodesics through $S$. [Figure produced with the notebook D.4.13]

A second parameter characterizing any incoming null geodesic is a polar angle $\alpha \in[0,2 \pi)$ so that $(\hat{b}, \alpha)$ are spherical coordinates on $\mathscr{O}$ 's celestial sphere, the North pole $(\hat{b}=0)$ of which coinciding with the direction to the black hole. The image on $\mathscr{O}$ 's screen at the telescope output may be then parameterized by polar coordinates ( $\hat{b}, \alpha$ ), with $\hat{b}$ representing the distance to the screen's center. Other projections from the celestial sphere to the planar screen may be considered but this is rather unimportant here, given the small field of view of the telescope. In what follows, we shall use directly $b$, instead of $\hat{b}$, as the radial coordinate in the screen plane. According to Eq. (8.118), this amounts to drop the constant scale factor $1 / r_{\theta}$.

Moreover, we shall consider the asymptotic observer limit: $r_{\mathscr{O}} \rightarrow \infty$. In that limit, null geodesics that reach $\mathscr{O}$ must have

$$
\begin{equation*}
\varphi_{\infty}=0 \quad \bmod 2 \pi \tag{8.119}
\end{equation*}
$$



Figure 8.20: Part $\left(\boldsymbol{e}_{(r)}, \boldsymbol{e}_{(\varphi)}\right)$ of the vector frame of the emitter $\mathscr{O}_{\mathrm{em}}$ and emission angle $\eta$. The coordinates $(x, y)$ are defined in terms of the Schwarzschild-Droste coordinates by $x=r \cos \varphi$ and $y=r \sin \varphi . \boldsymbol{P}$ is the photon momentum as measured by $\mathscr{O}_{\text {em }}$.

### 8.5.2 Images of a point source

## Qualitative analysis from a concrete example

To understand the formation of images on $\mathscr{O}$ 's screen, a bunch of null geodesics with $\varphi_{\infty}=0$ is drawn in Fig. 8.19. $\mathscr{O}$ is located in the far right of this figure and all the drawn geodesics eventually hit $\mathscr{O}$ 's screen. Let us consider a luminous point source $S$. From the drawing of Fig. 8.19, three null geodesics of the $\varphi_{\infty}=0$ family goes through $S$. They give rise to three distinct images of $S$ on $\mathscr{O}$ 's screen, which are represented by the open circles labelled 1 to 3 in the right part of the figure. These three geodesics can be distinguished by their deflection angle $\Theta$ and their winding number $n$ (cf. Sec. 8.3.6). The geodesic giving image 1 is the less deflected one: it has $\Theta \simeq-\pi / 4$ and $n=0$, while that of image 2 has $\Theta \simeq 2 \pi / 3$ and $n=0$. The geodesic giving image 3 is much more deflected it makes a full turn around the black hole before reaching $\mathscr{O}$; it's winding number is $n=-1$ and it has $\Theta \simeq-\pi / 6$. We note that the more deflected the geodesic, the closer the image with respect to the circle $b=b_{\mathrm{c}}$ on $\mathscr{O}$ 's screen.

For the sake of clarity, only three images of the source $S$ have been depicted in Fig. 8.19, but we are going to see that there is actually an infinite number of them: two per value of $|n|$ (the number of turns around the black hole) - one with $L>0$ and one with $L<0$.

Remark 1: In Fig. 8.19, the source $S$ is rather close to the black hole but it is worth to stress that the multiple character of the images of a given source is not due to the proximity between the source and the black hole. Multiple images are formed for any source, even very far ones. For instance, the source can lie behind the observer, i.e. one can have $x_{S}>x_{\mathscr{O}}$. This is clear if we consider the lower-right panel of Fig. 8.15 (case $b=5.355 \mathrm{~m}$ ): a source with $x_{S}>x_{\mathscr{O}} \gg m$ and $y=5.355 \mathrm{~m}$ gives an image on $\mathscr{O}$ 's screen at $b=5.355 \mathrm{~m}$.

## Link between the emission angle and the impact parameter

In the above discussion, we have parameterized the null geodesics arriving on the observer's screen by the impact parameter $b$. Let us relate the latter to the emission angle in the source frame. To this aim, we consider that the point source $S$, as depicted in Fig. 8.19, is actually the trace in the plane of the figure of the worldline of a static observer equipped with a source of light, who we shall call the emitter and denote by $\mathscr{O}_{\text {em }}$. Furthermore, we suppose that the rest frame of $\mathscr{O}_{\mathrm{em}}$ is an orthonormal tetrad $\left(\boldsymbol{u}_{\mathrm{em}}, \boldsymbol{e}_{(r)}, \boldsymbol{e}_{(\theta)}, \boldsymbol{e}_{(\varphi)}\right)$ such that the first spacelike vector, $\boldsymbol{e}_{(r)}$, is always pointing towards the black hole (cf. Fig. 8.20). Note that the first vector of the tetrad is necessarily the 4 -velocity $\boldsymbol{u}_{\text {em }}$ of $\mathscr{O}_{\text {em }}$. More precisely, we set

$$
\begin{align*}
& \boldsymbol{u}_{\mathrm{em}}=\left(1-\frac{2 m}{r_{\mathrm{em}}}\right)^{-1 / 2} \boldsymbol{\partial}_{t}  \tag{8.120a}\\
& \boldsymbol{e}_{(r)}=-\left(1-\frac{2 m}{r_{\mathrm{em}}}\right)^{1 / 2} \boldsymbol{\partial}_{r}  \tag{8.120b}\\
& \boldsymbol{e}_{(\theta)}=-r_{\mathrm{em}}^{-1} \boldsymbol{\partial}_{\theta}  \tag{8.120c}\\
& \boldsymbol{e}_{(\varphi)}=-r_{\mathrm{em}}^{-1} \boldsymbol{\partial}_{\varphi}, \tag{8.120d}
\end{align*}
$$

where $\left(\boldsymbol{\partial}_{t}, \boldsymbol{\partial}_{r}, \boldsymbol{\partial}_{\theta}, \boldsymbol{\partial}_{\varphi}\right)$ is the natural basis associated with Schwarzschild-Droste coordinates and $r_{\mathrm{em}}$ is the (constant) $r$-coordinate of $\mathscr{O}_{\mathrm{em}}$, and hence of $\mathscr{O}_{\mathrm{em}}$. It is immediate that $\left(\boldsymbol{u}_{\mathrm{em}}, \boldsymbol{e}_{(r)}, \boldsymbol{e}_{(\theta)}, \boldsymbol{e}_{(\varphi)}\right)$ is an orthonormal tetrad with respect to the Schwarzschild metric (6.14). Moreover, having a 4 -velocity $\boldsymbol{u}_{\mathrm{em}}$ collinear to the Killing vector $\boldsymbol{\partial}_{t}$ makes the observer $\mathscr{O}_{\text {em }}$ static [cf. Eq. (7.28)].

The generic 4 -momentum $\boldsymbol{p}$ of a photon evolving in the equatorial plane $\theta=\pi / 2$ is given by Eqs. (7.10) and (8.1)-(8.3):

$$
\begin{equation*}
\boldsymbol{p}=E\left[\left(1-\frac{2 m}{r}\right)^{-1} \boldsymbol{\partial}_{t} \pm \sqrt{1-b^{2} U(r)} \boldsymbol{\partial}_{r}+\epsilon_{L} \frac{b}{r^{2}} \boldsymbol{\partial}_{\varphi}\right], \tag{8.121}
\end{equation*}
$$

where we have used Eq. (8.14) to let appear $U(r)$ and Eqs. (8.12)-(8.13) to express ${ }^{10} L$ in terms of $E$ and $b$. Taking the value of $\boldsymbol{p}$ at the emission point $S$ and using (8.120) to express $\boldsymbol{\partial}_{t}, \boldsymbol{\partial}_{r}$ and $\boldsymbol{\partial}_{\varphi}$ in terms of $\mathscr{O}_{\text {em }}$ 's orthonormal tetrad, we get

$$
\begin{equation*}
\boldsymbol{p}=\varepsilon_{\mathrm{em}}\left(\boldsymbol{u}_{\mathrm{em}}+\boldsymbol{n}\right), \tag{8.122}
\end{equation*}
$$

where

$$
\begin{equation*}
\varepsilon_{\mathrm{em}}:=-\boldsymbol{u}_{\mathrm{em}} \cdot \boldsymbol{p}=E\left(1-\frac{2 m}{r_{\mathrm{em}}}\right)^{-1 / 2} \tag{8.123}
\end{equation*}
$$

is the energy of the photon as measured by $\mathscr{O}_{\mathrm{em}}$ (cf. Sec. 1.4) and

$$
\begin{equation*}
\boldsymbol{n}:= \pm \sqrt{1-b^{2} U\left(r_{\mathrm{em}}\right)} \boldsymbol{e}_{(r)}-\epsilon_{L} b \sqrt{U\left(r_{\mathrm{em}}\right)} \boldsymbol{e}_{(\varphi)} \tag{8.124}
\end{equation*}
$$

is a unit spacelike vector orthogonal to $\boldsymbol{u}_{\mathrm{em}}: \boldsymbol{n} \cdot \boldsymbol{n}=1$ and $\boldsymbol{u}_{\mathrm{em}} \cdot \boldsymbol{n}=0$.

[^74]

Figure 8.21: Impact parameter $b$ of null geodesics (multiplied by $\epsilon_{L}= \pm 1$ ) as a function of the emission angle $\eta$ in the emitter's rest frame, for various values of the $r$-coordinate $r_{\mathrm{em}}$ of the static emitter. Dashed curves correspond to values of $r_{\mathrm{em}}$ lower than 3 m . The two horizontal grey lines marks $b=b_{\mathrm{c}} \simeq 5.196 \mathrm{~m}$. [Figure produced with the notebook D.4.14]

In view of (8.122) and $\boldsymbol{u}_{\mathrm{em}} \cdot \boldsymbol{n}=0$, the linear momentum of the photon as measured by $\mathscr{O}_{\mathrm{em}}$ is $\boldsymbol{P}=\varepsilon_{\mathrm{em}} \boldsymbol{n}$ [cf. Eq. (1.22) and Fig. 8.20]. We conclude that the unit vector $\boldsymbol{n}$ gives the direction of emission of the photon in $\mathscr{O}_{\mathrm{em}}$ 's rest frame. Let us then define the emission angle $\eta$ by

$$
\begin{equation*}
\boldsymbol{n}=\cos \eta \boldsymbol{e}_{(r)}+\sin \eta \boldsymbol{e}_{(\varphi)} . \tag{8.125}
\end{equation*}
$$

Equation (8.124) yields immediately

$$
\begin{equation*}
\cos \eta= \pm \sqrt{1-b^{2} U\left(r_{\mathrm{em}}\right)} \quad \text { and } \quad \sin \eta=-\epsilon_{L} b \sqrt{U\left(r_{\mathrm{em}}\right)}, \tag{8.126}
\end{equation*}
$$

from which we can express the impact parameter $b$ and in terms of the emission angle $\eta$ :

$$
\begin{equation*}
b=-\epsilon_{L} \frac{\sin \eta}{\sqrt{U\left(r_{\mathrm{em}}\right)}} \text {. } \tag{8.127}
\end{equation*}
$$

Remark 2: Equation (8.126) is well posed because $U(r) \geq 0$ for $r>2 m$ [cf. Eq. (8.14)] and the equation of motion (8.11) implies $b^{-2}-U\left(r_{\mathrm{em}}\right) \geq 0$, from which we get $0 \leq b^{2} U\left(r_{\mathrm{em}}\right) \leq 1$.

The variation of $b$ in terms of $\eta$ and $r_{\mathrm{em}}$, as given by formula (8.127), is depicted in Fig. 8.21. We notice that the smallest range of $b$ is $\left[0, b_{\mathrm{c}}\right)$ and is reached for $r_{\mathrm{em}}=3 \mathrm{~m}$, which is not surprising in view of (8.127) since the maximum of $U$ precisely occurs at $r=3 m$ (cf. Fig. 8.1).

## Infinite sequence of images

It appears clearly from Fig. 8.21 that, whatever the location $r_{\mathrm{em}}$ of the emitter, including locations inside the photon sphere ( $r_{\mathrm{em}}<3 m$ ), there always exist four emission angles $\eta$ giving


Figure 8.22: Function $A\left(r_{\mathrm{em}}\right)$ defined by Eq. (8.130). The dashed line marks the horizontal asymptote $A=648(7 \sqrt{3}-12) \simeq 80.58246$. [Figure produced with the notebook D.4.14]
birth to impact parameters $b$ in the vicinity of the critical value $b_{c}$. These four angles can be gathered in two pairs of angles of opposite directions: $\left(\eta_{1}, \eta_{1}+\pi\right)$ and $\left(\eta_{2}, \eta_{2}+\pi\right)$. In each pair, only a single emission direction is prior to the periastron for null geodesics with $b>b_{c}$ and only a single emission direction is outgoing and reaches infinity for $b<b_{c}$. In other words, on the four values of $\eta$, only two of them define geodesics that may reach the asymptotic observer 0 .

Let $\varphi_{\mathrm{em}} \in[0,2 \pi)$ be the $\varphi$ coordinate of the emitter $\mathscr{O}_{\mathrm{em}}$. A null geodesic emitted by $\mathscr{O}_{\mathrm{em}}$ reaches the asymptotic observer $\mathscr{O}$, who is located at $\varphi=0$, iff $\varphi_{\infty}=0 \bmod 2 \pi$ [Eq. (8.119)], i.e. iff

$$
\begin{equation*}
\varphi_{\infty}=2 \pi \epsilon_{L} n, \quad n \in \mathbb{N} . \tag{8.128}
\end{equation*}
$$

The above formula takes into account the fact that the sign of $\varphi_{\infty}$ is that of $L$, hence the factor $\epsilon_{L}$ and $n \geq 0$. From Fig. 8.17, we see that values $n \geq 1$ can be reached iff either (i) $r_{\mathrm{em}}>3 m, b$ is close to $b_{\mathrm{c}}$ from above and $\tilde{\lambda}_{\mathrm{em}}<\tilde{\lambda}_{\mathrm{p}}$ or (ii) $r_{\mathrm{em}}<3 m$ and $b$ is close to $b_{\mathrm{c}}$ from below. In the first case, we may use the approximate formula (8.101) with $u_{\mathrm{em}}=m / r_{\mathrm{em}}$, while in the second case formula (8.116) is relevant. Inserting (8.128) in either of these formulas, we get

$$
\begin{equation*}
2 \pi \epsilon_{L} n=\varphi_{\mathrm{em}}+\epsilon_{L} \ln \left(A\left(r_{\mathrm{em}}\right) \frac{m}{b-b_{\mathrm{c}}}\right) \tag{8.129}
\end{equation*}
$$

with (cf. Remark 2, page 263)

$$
\begin{equation*}
A\left(r_{\mathrm{em}}\right):=\frac{648(2 \sqrt{3}-3)\left(r_{\mathrm{em}}-3 m\right)}{2 r_{\mathrm{em}}+3 m+\sqrt{3 r_{\mathrm{em}}\left(r_{\mathrm{em}}+6 m\right)}} . \tag{8.130}
\end{equation*}
$$

Note that $A\left(r_{\mathrm{em}}\right)>0$ for $r_{\mathrm{em}}>3 m$ and $A\left(r_{\mathrm{em}}\right)<0$ for $r_{\mathrm{em}}<3 m$. Taking into account that $b-b_{\mathrm{c}}>0$ for case (i) and $b-b_{\mathrm{c}}<0$ for case (ii), we check that the argument of the logarithm
in Eq. (8.129) is always positive. Equation (8.129) can be solved for $b$ :

$$
b=b_{\mathrm{c}}+m A\left(r_{\mathrm{em}}\right) \mathrm{e}^{\epsilon_{L} \varphi_{\mathrm{em}}-2 \pi n},
$$

which we may write $b=b_{n}^{+}$or $b_{n}^{-}$, denoting the solution with $\epsilon_{L}=+1$ by $b_{n}^{+}$and that with $\epsilon_{L}=-1$ by $b_{n}^{-}$:

$$
\begin{array}{ll}
b_{n}^{+}=b_{\mathrm{c}}+m A\left(r_{\mathrm{em}}\right) \mathrm{e}^{\varphi_{\mathrm{em}}-2 \pi n} & \\
b_{n}^{-}:=b_{\mathrm{c}}+m A\left(r_{\mathrm{em}}\right) \mathrm{e}^{-\varphi_{\mathrm{em}}-2 \pi n}, & n \in \mathbb{N}^{*} . \tag{8.131b}
\end{array}
$$

The function $A\left(r_{\mathrm{em}}\right)$ is plotted in Fig. 8.22. It varies monotonically between

$$
\lim _{r_{\mathrm{em}} \rightarrow 2 m} A\left(r_{\mathrm{em}}\right)=\underbrace{-648(26 \sqrt{3}-45)}_{\simeq-21.59201} \text { and } \lim _{r_{\mathrm{em}} \rightarrow+\infty} A\left(r_{\mathrm{em}}\right)=\underbrace{648(7 \sqrt{3}-12)}_{\simeq 80.58246} .
$$

One shall recall that formulas (8.131) have been derived under the assumption $\left|b-b_{\mathrm{c}}\right| \ll m$. Given the amplitude of $A\left(r_{\text {em }}\right)$ shown in Fig. 8.22 and the value $\mathrm{e}^{-2 \pi} \simeq 1.9 \times 10^{-3}$, this is valid for any $n \geq 1$, except maybe for $b_{n}^{+}$with $n=1$ and $\varphi_{\mathrm{em}}$ large (i.e. close to $2 \pi$ ).

Via Eq. (8.127), the two sequences (8.131) of the impact parameter $b$ correspond to two sequences of the emission angle $\eta$ :

$$
\begin{array}{ll}
\sin \eta_{n}^{+}:=-\sqrt{U\left(r_{\mathrm{em}}\right)}\left(b_{\mathrm{c}}+m A\left(r_{\mathrm{em}}\right) \mathrm{e}^{\varphi_{\mathrm{em}}-2 \pi n}\right), & n \in \mathbb{N}^{*} \\
\sin \eta_{n}^{-}:=\sqrt{U\left(r_{\mathrm{em}}\right)}\left(b_{\mathrm{c}}+m A\left(r_{\mathrm{em}}\right) \mathrm{e}^{-\varphi_{\mathrm{em}}-2 \pi n}\right), & n \in \mathbb{N}^{*} . \tag{8.132b}
\end{array}
$$

Note that $0 \leq b_{\mathrm{c}} \sqrt{U\left(r_{\mathrm{em}}\right)} \leq 1$ and $b_{\mathrm{c}} \sqrt{U\left(r_{\mathrm{em}}\right)}=1 \Longleftrightarrow r_{\mathrm{em}}=3 \mathrm{~m}$. As discussed above (cf. Fig. 8.21), for $r_{\mathrm{em}} \neq 3 m$, there are always some solutions for $\eta_{n}^{+}$and $\eta_{n}^{-}$for $n$ sufficiently large (in practice, $n \geq 1$ ). We therefore conclude:

## Property 8.3: images of a point source

Any static point source $S$ give birth to two infinite sequences of images on the screen of the asymptotic observer $\mathscr{O}$, at the effective distances from the screen's center $\left(b_{n}^{+}\right)_{n \in \mathbb{N}^{*}}$ and $\left(b_{n}^{-}\right)_{n \in \mathbb{N}^{*}}$, as given by Eq. (8.131). If $S, \mathscr{O}$ and the black hole are not aligned, i.e. if $\varphi_{\mathrm{em}} \notin\{0, \pi\}$, all the images of $S$ are aligned on $\mathscr{O}$ 's screen: they all lie in the plane defined by $S, \mathscr{O}$ and the black hole (plane of Fig. 8.19). If $S$ is located outside the photon sphere $\left(r_{\text {em }}>3 m\right)$, all images lie outside the circle $b=b_{\mathrm{c}}$ on $\mathscr{O}$ 's screen, while if $S$ is located inside the photon sphere ( $r_{\mathrm{em}}<3 \mathrm{~m}$ ), all images lie inside that circle. In both cases, the images of the sequence $\left(b_{n}^{+}\right)_{n \in \mathbb{N}^{*}}$ (positive $L$ ) are located on the opposite side of those of the sequence $\left(b_{n}^{-}\right)_{n \in \mathbb{N}^{*}}$ (negative $L$ ). The higher $n$, the closer the images $b_{n}^{+}$and $b_{n}^{-}$to the circle $b=b_{c}$. Actually, according to the laws (8.131), each sequence converge exponentially fast to that circle. From $n$ to $n+1$, the distance to the circle is reduced by a factor $\mathrm{e}^{-2 \pi} \simeq 1.9 \times 10^{-3}$.

Remark 3: The alignment of the images is a direct consequence of the spherical symmetry of Schwarzschild spacetime.

Remark 4: The reader may be puzzled by the compatibility between an infinite number of images from a single source and the conservation of energy. There is actually no issue here because one can show that the images are fainter as $n$ increases. So in practice, only a few images would be visible.


Figure 8.23: Same as Fig. 8.19 but underlining four null geodesics from a point source $A$ located on the $x$-axis, i.e. aligned with the black hole and the observer on the far right. [Figure produced with the notebook D.4.13]

### 8.5.3 Aligned source and Einstein rings

In the special case where the source is located on the $x$-axis, the images form a series of concentric circles accumulating from above on the circle $b=b_{\mathrm{c}}$. This is illustrated by the source $A$ in Fig. 8.23. Four geodesics through the source are drawn, given birth to four images that are symmetric with respect to the $x$-axis, labelled 1,3 and 2,4 respectively. Since in this case the plane of the figure is not privileged (one cannot speak about the plane defined by $A, \mathscr{O}$ and the black hole, since they are aligned); we deduce by rotation about the $x$-axis that $A$ generates images all along circles centered on the origin in $\mathscr{O}$ 's screen. Images 1 and 2 in Fig. 8.23 lie actually on the same circle, as well as images 3 and 4. As for the non-aligned case, Fig. 8.23 shows only a limited number of images, but there is actually an infinite number of such images: the full image of $A$ on $\mathscr{O}$ 's screen is composed by a infinite sequence $\left(\mathscr{C}_{n}\right)_{n \in \mathbb{N}}$ of concentric circles that accumulate exponentially fast onto the circle of radius $b=b_{c}$. Each circle $\mathscr{C}_{n}$ has a radius $b_{n}$ that is given by Eq. (8.131) with $\varphi_{\text {em }}=0$ or $\pi$ (case of Fig. 8.23), so that $b_{n}^{+}=b_{n}^{-}=: b_{n}\left(\right.$ case $\left.\varphi_{\mathrm{em}}=0\right)$ or $b_{n}^{+}=b_{n-1}^{-}=: b_{n}\left(\right.$ case $\left.\varphi_{\mathrm{em}}=\pi\right)$. The outermost circle, $\mathscr{C}_{0}$, is called the Einstein ring of $A$. It is the only significant ring in astronomical images involving gravitational lensing by a massive foreground source (not necessarily a black hole), which are in the context $\left|x_{A}\right| \gg m$ and $b \gg m$. We may call $\mathscr{C}_{n}$ the $\boldsymbol{n}^{\text {th }}$ Einstein ring of $A$. For $n \geq 1$, $\mathscr{C}_{n}$ is also called a relativistic Einstein ring of $A$. Indeed, these rings exist only in the case of
a very relativistic central object, so that photons can wind around it. On the contrary $\mathscr{C}_{0}$ exists even for non-relativistic objects. In particular, in astronomical observations of Einstein rings performed up to now, the central deflecting object is a galaxy or a galaxy cluster, both being highly non-relativistic (very low compactness).

Historical note : The infinite sequence of images of a point source located at $r>3 m$, with accumulation just outside the circle $b=b_{\mathrm{c}}$, has been predicted in 1959 by Charles Galton Darwin [141] (cf. historical note on p. 260). Darwin has also derived the sequence of relativistic Einstein rings for aligned sources.

### 8.5.4 Black hole shadow

Let us determine the image on observer $\mathscr{O}$ 's screen when all the sources of light are very far, both from the black hole and from $\mathscr{O}$. We may think of many stars shining on the celestial sphere. To simplify the problem, we shall assume that the black hole and the observer are surrounded by a distant sphere $\mathscr{S}$ that is uniformly bright. In such a setting, all values of $b>b_{\mathrm{c}}$ on $\mathscr{O}$ 's screen, whatever the polar angle $\alpha$, correspond to a null geodesic that originates from the shining sphere $\mathscr{S}$, while this is not possible for $b \leq b_{\mathrm{c}}$. This is clear on Fig. 8.19: when traced backward from the right ( $\mathscr{O}$ position), (i) null geodesics with $b>b_{c}$ eventually end up far away from the black hole, i.e. necessarily on $\mathscr{S}$, (ii) null geodesics with $b<b_{c}$ end up infinitely close to the black hole horizon and (iii) null geodesics with $b=b_{\mathrm{c}}$ roll up indefinitely around the photon sphere (cf. Figs. 8.7 and 8.8).

The same conclusion can be reached by considering the effective potential diagram in Fig. 8.1. For concreteness, imagine that $\mathscr{O}$ is located at $r=15 \mathrm{~m}$ and that the shining sphere $\mathscr{S}$ has a coordinate radius $r=20 \mathrm{~m}$. These values allow us to put $\mathscr{O}$ and $\mathscr{S}$ in Fig. 8.1 according to our settings ( $\mathscr{S}$ is encompassing both $\mathscr{O}$ and the black hole), but one shall keep in mind that both $\mathscr{O}$ and $\mathscr{S}$ are assumed to lie at much larger values of $r$ (fulfilling $r \gg m$ ). Only two kinds of geodesic trajectories in Fig. 8.1 diagram can reach $r=15 \mathrm{~m}$ ( $\mathscr{O}$ 's screen) with increasing values of $r$ (the direction of observation): those of type 1 and those of type 3. The latter ones originate necessarily from a region between the black hole horizon and $\mathscr{O}$ 's location, i.e. a region that does not intersect $\mathscr{S}$. On the contrary, all the geodesics of type 1 must have had $r=20 \mathrm{~m}$ in their past history, i.e. we may consider that they all have been emitted by $\mathscr{S}$ inwards and have bounced on the potential barrier before reaching $\mathscr{O}$ 's screen in their outward motion.

Both reasonings, that based on Fig. 8.19 and that based on Fig. 8.1, led us to conclude that

## Property 8.4: shadow of a Schwarzschild black hole

For a distant observer, the image of a uniformly bright sphere $\mathscr{S}$ surrounding the black hole and the observer is a bright area fulfilling the observer's screen, except for a central black disk of radius $b=b_{\mathrm{c}}$ (cf. Fig. 8.24). This disk is called the black hole shadow.

Historical note : In his 1921 treatise [305], Max von Laue noted that an emitting sphere of radius $r_{0}$ such that $2 m<r_{0}<3 m$ will appear as having a radius of $3 \sqrt{3} m\left(=b_{c}\right)$ to a distant observer,


Figure 8.24: Shadow of a Schwarzschild black hole. The dashed grey circle delimitates the dark disk that would appear on the screen of an observer looking at a black sphere of radius $r=2 \mathrm{~m}$ in Minkowski spacetime. The ratio between the radii of the two disks is $b_{c} / 2 m=3 \sqrt{3} / 2 \simeq 2.60$.
independently of the value of $r_{0}$. Maybe the first mention of a shadow lies in the article by Charles Galton Darwin in 1959 [141]. Actually, Darwin imagined that the source of the Schwarzschild metric is a massive point particle, called by him the "sun", and wrote "suppose that there is a roughly uniform star-field all round the sky, and consider what will be seen and mapped from the telescope... To the area inside this circle (the circle $b=b_{\mathrm{c}}$ ) only the sun itself can contribute light. The most obvious assumption is that its rays would emerge in straight lines, so that there would be a brilliant point of light surrounded by blackness". In the full black hole context, the first computation of the shadow has been presented by James M. Bardeen at the famous Les Houches summer school of 1972 [32]; the shadow is called the apparent shape of the black hole by Bardeen and the computation has been performed for the Kerr black hole, which generalizes the Schwarzschild black hole to the rotating case (cf. Chap. 10); this Kerr black hole shadow will be discussed in details in Sec. 12.4.

To go further, see the review article [130].

### 8.5.5 Image of an accretion disk

A realistic "source of light" in the vicinity of a black hole is an accretion disk [1]. Actually most of astronomical observations of black holes in the electromagnetic domain are measurements about an accretion disk, either a spectrum or an image, like the image of M87* released in 2019 by the Event Horizon Telescope collaboration [5]. The matter (mostly hydrogen) constituting the accretion disk arises either from a companion star (stellar-mass black hole in a binary system, like Cyg X-1, cf. Table 7.1) or from gas clouds in a galactic center (supermassive black holes, like Sgr A* and M87*, cf. Table 7.1).

Figure 8.25 shows various views of an accretion disk around a Schwarzschild black hole as seen by a distant observer. The accretion disk is a model developed by Novikov \& Thorne [348] and Page \& Thorne [356], lying in some plane around the black hole. It is geometrically


Figure 8.25: Image of an accretion disk around a Schwarzschild black hole, as seen by a distant observer, with various inclination angles: $\iota=0$ (upper left), $\iota=\pi / 6$ (upper right), $\iota=\pi / 3$ (lower left) and $\iota=3 / 2$ (lower right). [Figure produced by Gyoto with the input files given in Sec. E.2.1]
thin but optically thick. The inner radius of the disk is the innermost stable circular orbit (ISCO) at $r=6 m$ (cf. Sec. 7.3.3). The images shown in Fig. 8.25 have been computed by the open-source ray-tracing code Gyoto [442] (cf. Appendix E). This code integrates the null geodesic equations backward, starting from the observer's screen. For Fig. 8.25, the observer is located at $r=1000 \mathrm{~m}$ and at various inclination angles $\iota$ with respect to the accretion disk, ranging from $\iota=0$ (disk seen face-on) to $\iota=3 / 2$ (disk seen almost edge-on). The colors in Fig. 8.25 encode the flux at a fixed wavelength.

Let us first discuss the face-on view (upper-left panel of Fig. 8.25). To interpret it, some null geodesics generating it have been depicted in Fig. 8.26. One may distinguish three images of the accretion disk:

- the primary image, which is formed by the outermost bright part; it is generated by null geodesics that suffers a small deflection from the disk to the observer; more precisely, they are arising from the side of the disk facing the observer and have $\Delta \varphi= \pm \pi / 2$ in their trajectory plane (cf. orange curves in Fig. 8.26); the inner boundary of the primary image is the image of the ISCO under these geodesics; it is located at $b=6.932 \mathrm{~m}$ on the observer's screen;
- the secondary image, which is the bright yellow ring separated from the inner boundary of the primary image by the thick black annulus; this image is generated by null geodesics that perform half a turn around the photon sphere before reaching the observer; more precisely, they are arising from the side of the disk opposite to the observer and have $\Delta \varphi= \pm 3 \pi / 2$ in their trajectory plane (cf. brown curves in Fig. 8.26); the inner boundary of the secondary image is located at $b=5.479 \mathrm{~m}$ on the observer's screen;
- the tertiary image, which is the thin faint innermost ring; this image is generated by null geodesics that perform a full turn around the photon sphere before reaching the observer; more precisely, they are arising from the side of the disk facing the observer and have $\Delta \varphi= \pm 5 \pi / 2$ in their trajectory plane (cf. red curves in Fig. 8.26); the inner boundary of the tertiary image is located at $b=5.208 \mathrm{~m}$ on the observer's screen.

As discussed in Sec. 8.5.2, there are actually an infinite number of images of the accretion disk but they are more and more faint and only three of them are visible in Fig. 8.25. Moreover these images are formed by exponentially thinner rings and accumulate near the circle $b=b_{c}$. In Figs. 8.25 and 8.26, the tertiary image corresponds to $n=2$ for $\epsilon_{L}=1$ and $n=1$ for $\epsilon_{L}=-1$ in Eq. (8.128) ${ }^{11}$, so that Eqs. (8.131) with $\varphi_{\mathrm{em}}=\pi / 2\left(b=b_{1}^{-}\right)$and $\varphi_{\mathrm{em}}=3 \pi / 2$ $\left(b=b_{2}^{+}\right)$yield $\left(b-b_{\mathrm{c}}\right) / b_{\mathrm{c}}=A\left(r_{\mathrm{em}}\right) \mathrm{e}^{-5 \pi / 2} /(3 \sqrt{3})$. With $r_{\mathrm{em}}=6 m$, we have $A\left(r_{\mathrm{em}}\right) \simeq 30.3$, so that $\left(b-b_{c}\right) / b_{c} \simeq 0.0013$ for the tertiary image. This we may conclude that, up to a relative accuracy of $10^{-3}$, the interior of the tertiary image corresponds to the black hole shadow as defined in Sec. 8.5.4,

For a nonzero inclination angle, the images shown in Fig. 8.25 exhibit some asymmetry between the left and the right. This is due to the rotation of the disk at relativistic speed, which generates a strong Doppler boost, making the left part of the disk, which moves towards the
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Figure 8.26: Formation of the primary (orange), secondary (brown) and tertiary (red) images of an accretion disk when viewed face-on. The figure plane is orthogonal to the disk plane, the intersection between the two planes being the $y$-axis, so that disk is depicted by the thick segments located at $\varphi=\pi / 2$ and $\varphi=3 \pi / 2$. As in Fig. 8.25, the inner boundary of the disk is $r_{\text {in }}=6 \mathrm{~m}$ (the ISCO), but the outer boundary has been truncated at $r_{\text {out }}=9 m$ for pedagogical purposes. The observer is located at $x \gg m$ and $y=0$. The dashed green circle is the photon orbit at $r=3 \mathrm{~m}$. The lower panel shows the geodesics emerging from the inner and outer edges of the upper part of the disk. [Figure produced with the notebook D.4.15]
observer, much brighter than the right part, which recedes from the observer. Note that for the three views with $\iota \neq 0$, the primary, secondary and tertiary images are still present but are no longer circular rings. Note that the almost edge-on view is drastically different from what would get in flat (Minkowski) spacetime, since for the latter the accretion disk would appear as a very thin ellipsoidal shape elongated along the horizontal axis.
Historical note : The first computation of the image of an accretion disk around a Schwarzschild black hole has been performed by Jean-Pierre Luminet in 1979 [312], (see Ref. [313] for an historical account). The accretion disk was the same Page-Thorne model as that considered here and Luminet obtained an image pretty close to that of the last quadrant of Fig 8.25 , the difference lying in the inclination angle: $\iota=80^{\circ} \simeq 1.40 \mathrm{rad}$ versus $\iota=1.50 \mathrm{rad}$ in Fig 8.25. In 1991, Jean-Alain Marck computed the first movie of an observer plunging into a Schwarzschild black endowed with an accretion disk [316, 317]. In 2007, Alain Riazuelo computed very precise images of a Schwarzschild black hole in front of a realistic stellar field [386, 387], which illustrate magnificently the multiple character of images of stars (Sec. 8.5.2) and the concept of black hole shadow (Sec. 8.5.4) (cf. Appendix F).

## Chapter 9

## Maximal extension of Schwarzschild spacetime
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### 9.1 Introduction

In the preceding chapters, the Schwarzschild spacetime was considered to be ( $\mathscr{M}_{\mathrm{IEF}}, \boldsymbol{g}$ ), where the manifold $\mathscr{M}_{\text {IEF }}$ is covered by the ingoing Eddington-Finkelstein coordinates. It turns out that this spacetime can be smoothly (actually analytically) extended to a larger spacetime, $(\mathscr{M}, \boldsymbol{g})$ say, which on its turn cannot be extended, i.e. it is maximal. To construct $(\mathscr{M}, \boldsymbol{g})$, we first introduce the so-called Kruskal-Szekeres coordinates on $\mathscr{M}_{\text {IEF }}$ in Sec. 9.2. These coordinates restore some symmetry between the ingoing radial null geodesics and the outgoing ones: both types of geodesics appear as straight lines in a spacetime diagram built on Kruskal-Szekeres coordinates, with a slope +1 for the outgoing family and -1 for the ingoing one. Then it appears clearly that the outgoing radial null geodesics are artificially halted ${ }^{1}$ at some past boundary of $\mathscr{M}_{\text {IEF }}$, while no curvature singularity is located there. This calls for an extension of the spacetime, which is performed in Sec. 9.3, thanks to Kruskal-Szekeres coordinates. This extension is maximal; in particular, all incomplete geodesics are so because they either terminate to or emanate from a curvature singularity. In Sec. 9.4, we construct the Carter-Penrose diagram

[^76]of the maximal Schwarzschild spacetime $(\mathscr{M}, \boldsymbol{g})$, via two compactified versions of the KruskalSzekeres coordinates. We show that the simplest one, which is standard in the literature, does not lead to a regular conformal completion of $(\mathscr{M}, \boldsymbol{g})$, as defined in Sec. 4.3. The second version, built on Penrose-Frolov-Novikov compactified coordinates, achieves this goal. We use this completion to show explicitly that the maximal spacetime contains a white hole, in addition to the black one. In Sec. 9.5, we investigate the hypersurfaces of constant Kruskal-Szekeres time, which connect two asymptotically flat regions of $(\mathscr{M}, \boldsymbol{g})$ through the co-called EinsteinRosen bridge. Finally, Sec. 9.6 discusses the physical relevance of the maximally extended Schwarzschild spacetime.

### 9.2 Kruskal-Szekeres coordinates

### 9.2.1 Definition

On the open set $\mathscr{M}_{\mathrm{I}}$, let us consider the "double-null" coordinate system $x^{\hat{\alpha}}=(u, v, \theta, \varphi)$. It is related to Schwarzschild-Droste coordinates $(t, r, \theta, \varphi)$ by Eqs. (6.21)-(6.22):

$$
\left\{\begin{array} { l } 
{ u = t - r - 2 m \operatorname { l n } | \frac { r } { 2 m } - 1 | }  \tag{9.1}\\
{ v = t + r + 2 m \operatorname { l n } | \frac { r } { 2 m } - 1 | }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
t=\frac{1}{2}(u+v) \\
r+2 m \ln \left|\frac{r}{2 m}-1\right|=\frac{1}{2}(v-u) .
\end{array}\right.\right.
$$

Although $r$ cannot be explicitly expressed in terms of $(u, v)$, the function $r \mapsto r+2 m \ln \left|\frac{r}{2 m}-1\right|$ is invertible on $(2 m,+\infty)$ (cf. Fig. 9.1), so that (9.1) does define a coordinate system on $\mathscr{M}_{\mathrm{I}}$. The range of $(u, v)$ is $\mathbb{R}^{2}$.

The above relations imply

$$
\mathbf{d} u=\mathbf{d} t-\frac{\mathbf{d} r}{1-\frac{2 m}{r}}, \quad \mathbf{d} v=\mathbf{d} t+\frac{\mathbf{d} r}{1-\frac{2 m}{r}} \quad \text { and } \quad \mathbf{d} u \mathbf{d} v=\mathbf{d} t^{2}-\frac{\mathbf{d} r^{2}}{\left(1-\frac{2 m}{r}\right)^{2}}
$$

The Schwarzschild metric (6.14) can be then rewritten as

$$
\begin{equation*}
\boldsymbol{g}=-\left(1-\frac{2 m}{r}\right) \mathbf{d} u \mathbf{d} v+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) . \tag{9.2}
\end{equation*}
$$

In this formula, $r$ is to be considered as a function of $(u, v)$, given by (9.1).
The metric components (9.2) are regular on $\mathscr{M}_{\mathrm{I}}$. Having a look at Fig. 9.1, we realize that we cannot extend this coordinate system to include the Schwarzschild horizon $\mathscr{H}$, since $r \rightarrow 2 m$ is equivalent to $v-u \rightarrow-\infty$ : if $u$ (resp. $v$ ) were taking a finite value on $\mathscr{H}$, we would have $v \rightarrow-\infty$ (resp. $u \rightarrow+\infty$ ). This impossibility of extending to $\mathscr{H}$ is also reflected by the fact that

$$
\operatorname{det}\left(g_{\hat{\hat{\alpha}} \hat{\hat{\beta}}}\right)=-\frac{1}{4}\left(1-\frac{2 m}{r}\right)^{2} r^{4} \sin ^{2} \theta
$$

vanishes for $r \rightarrow 2 m$, which would make $\boldsymbol{g}$ a degenerate bilinear form at $r=2 m$, while it is not of course.
$r_{*} / m$


Figure 9.1: Function $r_{*}(r)=r+2 m \ln \left|\frac{r}{2 m}-1\right|$ (the tortoise coordinate, cf. Eq. (6.23)). It relates $r$ to ( $u, v$ ) via $r_{*}(r)=(u-v) / 2$ [Eq. (9.1)].

On $\mathscr{M}_{\mathrm{I}}, r>2 m$ and (9.1) yields

$$
\begin{equation*}
r+2 m \ln \left(\frac{r}{2 m}-1\right)=\frac{1}{2}(v-u) \quad \Longrightarrow \quad \mathrm{e}^{r / 2 m}\left(\frac{r}{2 m}-1\right)=\mathrm{e}^{(v-u) / 4 m} \tag{9.3}
\end{equation*}
$$

This motivates to introduce the coordinates $(U, V)$ defined on $\mathscr{M}_{\mathrm{I}}$ by

$$
\left\{\begin{array}{l}
U:=-\mathrm{e}^{-u / 4 m}  \tag{9.4}\\
V:=\mathrm{e}^{v / 4 m}
\end{array}\right.
$$

Since the range of $(u, v)$ is $\mathbb{R}^{2}$, the range of $U$ is $(-\infty, 0)$ and that of $V$ is $(0,+\infty)$. We have

$$
\mathbf{d} U=\frac{1}{4 m} \mathrm{e}^{-u / 4 m} \mathbf{d} u, \quad \mathbf{d} V=\frac{1}{4 m} \mathrm{e}^{v / 4 m} \mathbf{d} v \quad \text { and } \quad \mathbf{d} u \mathbf{d} v=16 m^{2} \mathrm{e}^{(u-v) / 4 m} \mathbf{d} U \mathbf{d} V .
$$

In view of Eq. (9.3), we get

$$
\mathbf{d} u \mathbf{d} v=16 m^{2} \mathrm{e}^{-r / 2 m}\left(\frac{r}{2 m}-1\right)^{-1} \mathbf{d} U \mathbf{d} V=\frac{32 m^{3}}{r} \mathrm{e}^{-r / 2 m}\left(1-\frac{2 m}{r}\right)^{-1} \mathbf{d} U \mathbf{d} V
$$

Substituting this expression in (9.2) yields the expression of the metric with respect to the coordinates $X^{\hat{\alpha}}:=(U, V, \theta, \varphi)$ :

$$
\begin{equation*}
\boldsymbol{g}=-\frac{32 m^{3}}{r} \mathrm{e}^{-r / 2 m} \mathbf{d} U \mathbf{d} V+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) . \tag{9.5}
\end{equation*}
$$

In this formula, $r$ has to be considered as a function of $(U, V)$, whose implicit expression is found by combining (9.3) and (9.4):

$$
\begin{equation*}
\mathrm{e}^{r / 2 m}\left(\frac{r}{2 m}-1\right)=-U V \text {. } \tag{9.6}
\end{equation*}
$$

This relation takes a very simple form in terms of the tortoise coordinate (cf. Eq. (6.23)):

$$
\begin{equation*}
\mathrm{e}^{r_{*} / 2 m}=-U V . \tag{9.7}
\end{equation*}
$$

We notice that the factor $(1-2 m / r)$ has disappeared in the metric components (9.5), which are thus perfectly regular as $r \rightarrow 2 m$.

The coordinates $U$ and $V$ are null coordinates, since $u$ and $v$ are (cf. Sec. 6.3.2) and Eq. (9.4) shows that the hypersurfaces of constant $U$ (resp. $V$ ) obviously coincide with those of constant $u$ (resp. $v$ ). To cope with a timelike-spacelike coordinate system instead, let us introduce on $\mathscr{M}_{\mathrm{I}}$ the pair $(T, X)$ such that $U$ is $T$ retarded by $X$ and $V$ is $T$ advanced by $X$ :

$$
\left\{\begin{array} { l } 
{ U = T - X }  \tag{9.8}\\
{ V = T + X }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
T=\frac{1}{2}(U+V) \\
X=\frac{1}{2}(V-U)
\end{array}\right.\right.
$$

Since the range of $U$ on $\mathscr{M}_{\mathrm{I}}$ is $(-\infty, 0)$ and that of $V$ is $(0,+\infty)$, the range of $(T, X)$ is ruled by $T<X, T>-X$ and $X>0$. In other words, the coordinates $(T, X)$ span the following quarter of $\mathbb{R}^{2}$ (cf. Fig. 9.2):

$$
\begin{equation*}
\mathscr{M}_{\mathrm{I}}: \quad X>0 \quad \text { and } \quad-X<T<X . \tag{9.9}
\end{equation*}
$$

The coordinates $X^{\alpha}:=(T, X, \theta, \varphi)$ are called the Kruskal-Szekeres coordinates.
We have $\mathbf{d} U \mathbf{d} V=(\mathbf{d} T-\mathbf{d} X)(\mathbf{d} T+\mathbf{d} X)=\mathbf{d} T^{2}-\mathbf{d} X^{2}$, so that the metric components with respect to the Kruskal-Szekeres coordinates are easily deduced from Eq. (9.5):

$$
\begin{equation*}
\boldsymbol{g}=\frac{32 m^{3}}{r} \mathrm{e}^{-r / 2 m}\left(-\mathbf{d} T^{2}+\mathbf{d} X^{2}\right)+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{9.10}
\end{equation*}
$$

Here $r$ is to be considered as a function of $(T, X)$, which is implicitly defined by

$$
\begin{equation*}
\mathrm{e}^{r / 2 m}\left(\frac{r}{2 m}-1\right)=X^{2}-T^{2} . \tag{9.11}
\end{equation*}
$$

This relation is a direct consequence of (9.6) and (9.8). We may rewrite it as $F(r / 2 m)=X^{2}-T^{2}$, where $F$ is the function defined by

$$
\begin{align*}
F:(0,+\infty) & \longrightarrow(-1,+\infty)  \tag{9.12}\\
x & \longmapsto \mathrm{e}^{x}(x-1) .
\end{align*}
$$

The graph of $F$ is shown in Fig. 9.3. We see clearly that $F$ is a bijective map. In particular, $F$ induces a bijection between $(1,+\infty)$ (the range of $r / 2 m$ on $\mathscr{M}_{\mathrm{I}}$ ) and $(0,+\infty)$ (the range of


Figure 9.2: Submanifold $\mathscr{M}_{\mathrm{I}}$ in the Kruskal-Szekeres coordinates $(T, X): \mathscr{M}_{\mathrm{I}}$ is covered by the SchwarzschildDroste grid (in blue): the solid lines have $t=$ const (spaced apart by $\delta t=m$ ), while the dashed curves have $r=$ const (spaced apart by $\delta r=m / 2$ ). [Figure generated by the notebook D.4.16]
$X^{2}-T^{2}$ on $\mathscr{M}_{\mathrm{I}}$, according to (9.9)). The inverse of $F$ can be expressed in terms of the Lambert function $W_{0}[2,128]$, which is defined as the inverse of $x \mapsto x \mathrm{e}^{x}$ :

$$
\begin{align*}
W_{0}:(-1 / \mathrm{e},+\infty) & \longrightarrow(-1,+\infty)  \tag{9.13}\\
x & \longmapsto y \text { such that } y \mathrm{e}^{y}=x .
\end{align*}
$$

Noticing that $F(x)=\mathrm{e}^{x}(x-1)=\mathrm{e} \times(x-1) \mathrm{e}^{x-1}$, we may write $F^{-1}=W$, where $W$ is the rescaled Lambert function defined by

$$
\begin{equation*}
W(x):=W_{0}\left(\frac{x}{\mathrm{e}}\right)+1 . \tag{9.14}
\end{equation*}
$$

By construction, $W$ is a bijection $(-1,+\infty) \rightarrow(0,+\infty)$, which obeys

$$
\begin{equation*}
\mathrm{e}^{W(x)}(W(x)-1)=x \tag{9.15}
\end{equation*}
$$

Its graph is shown in Fig. 9.4.
Since $F^{-1}=W$, we may invert relation (9.11) to $r=2 m W\left(X^{2}-T^{2}\right)$. This allows us to eliminate $r$ from the metric expression (9.10); using Eq. (9.15) to substitute $W\left(X^{2}-\right.$ $\left.T^{2}\right) \mathrm{e}^{W\left(X^{2}-T^{2}\right)}$ by $X^{2}-T^{2}+\mathrm{e}^{W\left(X^{2}-T^{2}\right)}$, we arrive at a fully explicit expression of Schwarzschild


Figure 9.3: Function $F: x \mapsto \mathrm{e}^{x}(x-1)$, yielding $X^{2}-T^{2}=F(r / 2 m)$, cf. Eq. (9.11).


Figure 9.4: Rescaled Lambert function $W=F^{-1}$, defined by (9.14) and obeying $\mathrm{e}^{W(x)}(W(x)-1)=x$.
metric in terms of the Kruskal-Szekeres coordinates:

$$
\begin{equation*}
\boldsymbol{g}=4 m^{2}\left[\frac{4}{X^{2}-T^{2}+\mathrm{e}^{W\left(X^{2}-T^{2}\right)}}\left(-\mathbf{d} T^{2}+\mathbf{d} X^{2}\right)+W\left(X^{2}-T^{2}\right)^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)\right] . \tag{9.16}
\end{equation*}
$$

The relation between the Kruskal-Szekeres coordinates and the Schwarzschild-Droste ones is obtained by combining (9.8), (9.4) and (9.1):

$$
T=\frac{1}{2}(U+V)=\frac{1}{2}\left(\mathrm{e}^{v / 4 m}-\mathrm{e}^{-u / 4 m}\right)=\frac{1}{2}\left(\mathrm{e}^{\left(t+r_{*}\right) / 4 m}-\mathrm{e}^{\left(r_{*}-t\right) / 4 m}\right)=\mathrm{e}^{r_{*} / 4 m} \sinh \left(\frac{t}{4 m}\right)
$$

where $r_{*}$ is related to $r$ by (6.23). Similarly $X=\mathrm{e}^{r_{*} / 4 m} \cosh (t / 4 m)$. In particular, we have

$$
\begin{equation*}
\frac{T}{X}=\tanh \left(\frac{t}{4 m}\right) \tag{9.17}
\end{equation*}
$$

Since Eq. (6.23) yields $\mathrm{e}^{r_{*} / 4 m}=\mathrm{e}^{r / 4 m} \sqrt{r /(2 m)-1}$, the above relations can be written as

$$
\mathscr{M}_{\mathrm{I}}:\left\{\begin{array}{l}
T=\mathrm{e}^{r / 4 m} \sqrt{\frac{r}{2 m}-1} \sinh \left(\frac{t}{4 m}\right)  \tag{9.18}\\
X=\mathrm{e}^{r / 4 m} \sqrt{\frac{r}{2 m}-1} \cosh \left(\frac{t}{4 m}\right)
\end{array}\right\} \Longleftrightarrow\left\{\begin{array}{l}
t=2 m \ln \left(\frac{X+T}{X-T}\right) \\
r=2 m W\left(X^{2}-T^{2}\right)
\end{array}\right.
$$

Note that we have used the identity $\operatorname{artanh} x=1 / 2 \ln [(1+x) /(1-x)]$. The curves of constant $t$ and constant $r$ in the ( $T, X$ ) plane are drawn in Fig. 9.2. The fact that the curves of constant $t$ are straight lines from the origin follow immediately from Eq. (9.17).
Remark 1: Given the properties of the cosh and sinh functions, it is clear on these expressions that the constraints (9.9) are satisfied.

Remark 2: In expression (9.16) the metric components $g_{T T}$ and $g_{X X}$ depend on both $X$ and $T$; this shows that neither $\boldsymbol{\partial}_{T}$ nor $\boldsymbol{\partial}_{X}$ coincide with a Killing vector. In other words, the coordinates ( $T, X$ ) are not adapted to the spacetime symmetries, contrary to the Schwarzschild-Droste coordinates or to the Eddington-Finkelstein ones.

### 9.2.2 Extension to the IEF domain

We notice that the metric components (9.10) are perfectly regular at $r=2 m$. Therefore, the Kruskal-Szekeres coordinates can be extended to cover the Schwarzschild horizon $\mathscr{H}$. Actually they can be extended to all values of $r \in(0,2 m]$, i.e. to the whole domain of the ingoing Eddington-Finkelstein coordinates: the manifold $\mathscr{M}_{\text {IEF }}$ introduced in Sec. 6.3.3: $\mathscr{M}_{\text {IEF }}=\mathscr{M}_{\mathrm{I}} \cup \mathscr{H} \cup \mathscr{M}_{\mathrm{II}}$. Let us show this in detail. Back on $\mathscr{M}_{\mathrm{I}}$, we can express the IEF coordinate $\tilde{t}$ in terms of ( $T, X$ ) by combining $\tilde{t}=v-r$ [Eq. (6.30)], $v=4 m \ln V$ [Eq. (9.4)] and $V=T+X$ [Eq. (9.8)]:

$$
\begin{equation*}
\tilde{t}=4 m \ln (T+X)-r . \tag{9.19}
\end{equation*}
$$

The above relation is a valid expression as long as $T+X>0$. Besides, we already noticed that the function $F$ defined by (9.12) is a bijection from the range of $r / 2 m$ on $\mathscr{M}_{\text {IEF }}$, i.e. $(0,+\infty)$, to $(-1,+\infty)$, with the $(0,+\infty)$ part of the latter interval representing the range of $X^{2}-T^{2}$ on $\mathscr{M}_{\mathrm{I}}$. We may use these properties to extend the Kruskal-Szekeres coordinates to all $\mathscr{M}_{\text {IEF }}$ by requiring

$$
\begin{align*}
& \tilde{t}=4 m \ln (T+X)-r  \tag{9.20a}\\
& \underbrace{\mathrm{e}^{r / 2 m}\left(\frac{r}{2 m}-1\right)}_{F(r / 2 m)}=X^{2}-T^{2} . \tag{9.20b}
\end{align*}
$$

The range of the coordinates $(T, X)$ on $\mathscr{M}_{\text {IEF }}$ is then ruled by

$$
\mathscr{M}_{\mathrm{IEF}}: \quad T+X>0 \quad \text { and } \quad X^{2}-T^{2}>-1,
$$

which can be rewritten as

$$
\begin{equation*}
\mathscr{M}_{\mathrm{IEF}}: \quad-X<T<\sqrt{X^{2}+1} \tag{9.21}
\end{equation*}
$$

We deduce from (9.20) that

$$
\left\{\begin{align*}
X+T & =\mathrm{e}^{(\tilde{t}+r) / 4 m}  \tag{9.22}\\
X-T & =\mathrm{e}^{(r-\tilde{t}) / 4 m}\left(\frac{r}{2 m}-1\right)
\end{align*}\right.
$$



Figure 9.5: Domain of ingoing Eddington-Finkelstein coordinates, $\mathscr{M}_{\mathrm{IEF}}=\mathscr{M}_{\mathrm{I}} \cup \mathscr{H} \cup \mathscr{M}_{\mathrm{II}}$, depicted in terms of the Kruskal-Szekeres coordinates $(T, X)$ : the solid red curves have $\tilde{t}=$ const (spaced apart by $\delta \tilde{t}=m$ ), while the dashed red curves have $r=$ const (spaced apart by $\delta r=m / 2$ ). [Figure generated by the notebook D.4.16]

Hence the relation between the ingoing Eddington-Finkelstein coordinates and the KruskalSzekeres ones on $\mathscr{M}_{\text {IEF }}$ :

$$
\left\{\begin{array} { l } 
{ T = \mathrm { e } ^ { r / 4 m } [ \operatorname { c o s h } ( \frac { \tilde { t } } { 4 m } ) - \frac { r } { 4 m } \mathrm { e } ^ { - \tilde { t } / 4 m } ] }  \tag{9.23}\\
{ X = \mathrm { e } ^ { r / 4 m } [ \operatorname { s i n h } ( \frac { \tilde { t } } { 4 m } ) + \frac { r } { 4 m } \mathrm { e } ^ { - \tilde { t } / 4 m } ] }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
\tilde{t}=2 m\left[2 \ln (T+X)-W\left(X^{2}-T^{2}\right)\right] \\
r=2 m W\left(X^{2}-T^{2}\right)
\end{array}\right.\right.
$$

The various subsets of $\mathscr{M}_{\text {IEF }}$ correspond then to the following coordinate ranges (cf. Fig. 9.5):

$$
\begin{array}{ll}
\mathscr{M}_{\mathrm{I}}: & X>0 \text { and }-X<T<X \\
\mathscr{H}: & X>0 \text { and } T=X \\
\mathscr{M}_{\mathrm{II}}: & |X|<T<\sqrt{X^{2}+1} . \tag{9.24c}
\end{array}
$$

Since the relation between IEF coordinates and Kruskal-Szekeres ones is the same in $\mathscr{M}_{\text {II }}$ as in $\mathscr{M}_{\mathrm{I}}$ (being given by (9.23) in both cases), we conclude that expressions (9.10) and (9.16) for the metric components with respect to Kruskal-Szekeres coordinates are valid in all $\mathscr{M}_{\text {IEF }}$.

Let us determine the relation between the Kruskal-Szekeres coordinates and the Schwarz-schild-Droste ones in $\mathscr{M}_{\text {II }}$. Since $r<2 m$ in $\mathscr{M}_{\text {II }}$, Eq. (6.32) gives

$$
\mathscr{M}_{\mathrm{II}}: \quad \mathrm{e}^{\tilde{t} / 4 m}=\mathrm{e}^{t / 4 m} \sqrt{1-\frac{r}{2 m}},
$$



Figure 9.6: Schwarzschild-Droste coordinates in $\mathscr{M}_{\text {SD }}=\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\text {II }}$ depicted in terms of the Kruskal-Szekeres coordinates $(T, X)$ : the solid blue curves have $t=$ const (spaced apart by $\delta t=m$ ), while the dashed blue curves have $r=$ const (spaced apart by $\delta r=m / 2$ ). [Figure generated by the notebook D.4.16]
so that (9.22) can be rewritten as

$$
\mathscr{M}_{\mathrm{II}}:\left\{\begin{array}{l}
X+T=\mathrm{e}^{(t+r) / 4 m} \sqrt{1-\frac{r}{2 m}} \\
X-T=-\mathrm{e}^{(r-t) / 4 m} \sqrt{1-\frac{r}{2 m}}
\end{array}\right.
$$

We obtain then

$$
\mathscr{M}_{\mathrm{II}}:\left\{\begin{array}{l}
T=\mathrm{e}^{r / 4 m} \sqrt{1-\frac{r}{2 m}} \cosh \left(\frac{t}{4 m}\right)  \tag{9.25}\\
X=\mathrm{e}^{r / 4 m} \sqrt{1-\frac{r}{2 m}} \sinh \left(\frac{t}{4 m}\right)
\end{array}\right\} \Longleftrightarrow\left\{\begin{array}{l}
t=2 m \ln \left(\frac{T+X}{T-X}\right) \\
r=2 m W\left(X^{2}-T^{2}\right) .
\end{array}\right.
$$

This is to be compared with (9.18). The curves of constant $t$ and constant $r$ in the ( $T, X$ ) plane are drawn in Fig. 9.6, which extends Fig. 9.2 to $\mathscr{M}_{\text {II }}$.

As discussed in Sec. 6.3.4, one approaches a curvature singularity as $r \rightarrow 0$. According to (9.23) or (9.25), this corresponds to $X^{2}-T^{2} \rightarrow-1$ (see also Fig. 9.3), with $T>0$. Hence, in the $(T, X)$ plane, the curvature singularity is located at $T=\sqrt{X^{2}+1}$, i.e. at the upper branch of the hyperbola $T^{2}-X^{2}=1$.

### 9.2.3 Radial null geodesics in Kruskal-Szekeres coordinates

By construction, the Kruskal-Szekeres coordinates $(T, X, \theta, \varphi)$ are adapted to the radial null geodesics. This is clear on the expression (9.10) of the metric tensor, where the $(T, X)$ part is conformal to the flat metric $-\mathrm{d} T^{2}+\mathrm{d} X^{2}$. Consequently the radial null geodesics are straight lines of slope $\pm 45^{\circ}$ in the ( $T, X$ ) plane (cf. Fig. 9.7):

- the ingoing radial null geodesics obey

$$
\begin{equation*}
T=-X+V, \tag{9.26}
\end{equation*}
$$

where $V$ is a positive constant (the constraint $V>0$ following from (9.21)), so that each geodesic of this family can be labelled by $(V, \theta, \varphi)$;

- the outgoing radial null geodesics obey

$$
\begin{equation*}
T=X+U \tag{9.27}
\end{equation*}
$$

where $U$ is an arbitrary real constant, so that each geodesic of this family can be labelled by $(U, \theta, \varphi)$.

In particular, the Schwarzschild horizon $\mathscr{H}$ is generated by the outgoing radial null geodesics having $U=0$ : Eqs. (9.27) and (9.11) clearly imply $r=2 m$ for $U=0$, i.e. $X=T$. The outgoing radial null geodesics not lying on $\mathscr{H}$, which are denoted $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}$ in Sec. 6.3.5, have an equation in terms of the IEF coordinates given by Eq. (6.51): $\tilde{t}=r+4 m \ln |r / 2 m-1|+u$, where the constant $u$ is related to $U$ by

$$
\begin{align*}
U & =-\mathrm{e}^{-u / 4 m} \quad \text { on } \mathscr{M}_{\mathrm{I}}  \tag{9.28a}\\
U & =0 \quad \text { on } \mathscr{H}  \tag{9.28b}\\
U & =\mathrm{e}^{-u / 4 m} \quad \text { on } \mathscr{M}_{\mathrm{II}} . \tag{9.28c}
\end{align*}
$$

These relations are easily established by combining (6.51) and (9.23).
Remark 3: The relation $U=-\mathrm{e}^{-u / 4 m}$ introduced in Sec. 9.2.1 by Eq. (9.4) is thus valid only in $\mathscr{M}_{\mathrm{I}}$. On the contrary the relation $V=\mathrm{e}^{v / 4 m}$ is valid in all $\mathscr{M}_{\text {IEF }}$.

### 9.3 Maximal extension

### 9.3.1 Construction

The spacetime ( $\left.\mathscr{M}_{\mathrm{IEF}}, \boldsymbol{g}\right)$ is not geodesically complete (cf. Sec. B.3.2 in Appendix B). Indeed, let us consider the radial null geodesics discussed above. We have seen in Sec. 6.3.1 that $r$ is an affine parameter along them, except for those that are null generators of $\mathscr{H}$ (the outgoing ones with $U=0$ ). Now, for the ingoing radial null geodesics, $r$ is decreasing towards the future and all of them terminate at $r=0$ (the left end-point of the dashed lines in Fig. 9.7). They are thus incomplete geodesics. However, they cannot be extended to negative values of the


Figure 9.7: Radial null geodesics in $\mathscr{M}_{\text {IEF }}=\mathscr{M}_{\mathrm{I}} \cup \mathscr{H} \cup \mathscr{M}_{\mathrm{II}}$ depicted in terms of the Kruskal-Szekeres coordinates $(T, X)$ : the solid lines correspond to the outgoing family, with $u$ spanning $[-6 m, 8 m]$ (with steps $\delta u=2 m$ ), from the left to the right in $\mathscr{M}_{\mathrm{II}}$ and from the right to the left in $\mathscr{M}_{\mathrm{I}}$; the dashed lines correspond to the ingoing family, with $v$ spanning $[-8 m, 6 m]$ (with steps $\delta v=2 m$ ) from the left to the right. [Figure generated by the notebook D.4.16]
affine parameter $r$ by extending the spacetime since $r=0$ marks a spacetime singularity (cf. Sec. 6.3.4).

On the other hand, the outgoing radial null geodesics are limited by the constraint $T+X>0$, which corresponds to $r>2 m$ in $\mathscr{M}_{\mathrm{I}}$, with $r$ increasing towards the future, and to $r<2 m$ in $\mathscr{M}_{\mathrm{II}}$, with $r$ decreasing towards the future. Thus all outgoing radial null geodesics terminate towards the past at the finite value $2 m$ of the affine parameter $r$ (the left end point of the solid lines in Fig. 9.7) and are therefore incomplete geodesics. However, contrary to ingoing radial null geodesics, they can be extended since $r=2 m$ does not mark any spacetime singularity. More precisely, the limit at which outgoing radial null geodesics terminate is $T=-X$, which by virtue of (9.11) yields $r=2 m$. This does not correspond to the Schwarzschild horizon $\mathscr{H}$, since for the latter $T=X$, but rather to $\tilde{t} \rightarrow-\infty$, as it is clear when comparing Fig. 9.7 with Fig. 9.5.

Another hint regarding the extendability of $\left(\mathscr{M}_{\mathrm{IEF}}, \boldsymbol{g}\right)$ is the fact that the Killing horizon $\mathscr{H}$ is non-degenerate, having a non-zero surface gravity (cf. Sec. 3.3.6); the latter has been computed in Example 10 of Chap. 2: $\kappa=1 / 4 m$. Now, we have seen in Sec. 3.4 that nondegenerate Killing horizons have incomplete null generators and, if they can be extended, they must be part of a bifurcate Killing horizon (Property 3.15). In the present case, the null generators of $\mathscr{H}$ are nothing but outgoing radial null geodesics. They are thus as incomplete as those discussed above, i.e. those that admit $r$ as an affine parameter.

The possibility of spacetime extension beyond $\mathscr{M}_{\text {IEF }}$ is clear on the metric element (9.16): it is invariant by the transformation

$$
\begin{array}{rccc}
\Phi: & \mathbb{R}^{2} & \longrightarrow & \mathbb{R}^{2}  \tag{9.29}\\
(T, X) & \longmapsto & (-T,-X) .
\end{array}
$$

Thus we may include the part $T+X<0$ by adding a copy of $\mathscr{M}_{\text {IEF }}$, symmetric to the original one with respect to the "origin" $(T, X)=(0,0)$. The whole spacetime manifold is then the following open subset of $\mathbb{R}^{2} \times \mathbb{S}^{2}$ :

$$
\begin{equation*}
\mathscr{M}:=\left\{p \in \mathbb{R}^{2} \times \mathbb{S}^{2}, \quad T^{2}(p)-X^{2}(p)<1\right\}, \tag{9.30}
\end{equation*}
$$

where $(T, X, \theta, \varphi)$ is the canonical coordinate system on $\mathbb{R}^{2} \times \mathbb{S}^{2}$, called in this context KruskalSzekeres coordinates. The metric $\boldsymbol{g}$ on the whole $\mathscr{M}$ is then defined by (9.16):

$$
\begin{equation*}
\boldsymbol{g}=4 m^{2}\left[\frac{4}{X^{2}-T^{2}+\mathrm{e}^{W\left(X^{2}-T^{2}\right)}}\left(-\mathbf{d} T^{2}+\mathbf{d} X^{2}\right)+W\left(X^{2}-T^{2}\right)^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)\right], \tag{9.31}
\end{equation*}
$$

where $W$ is the rescaled Lambert function defined by (9.14) (cf. Fig. 9.4); it is the inverse of the function $x \mapsto \mathrm{e}^{x}(x-1)$, which establishes a bijection from $(0,+\infty)$ to $(-1,+\infty)$. Note that the metric components $g_{\alpha \beta}$ appearing in Eq. (9.31) are regular functions of ( $T, X$ ) in all $\mathscr{M}$. In particular, the denominator $X^{2}-T^{2}+\mathrm{e}^{W\left(X^{2}-T^{2}\right)}$ of $g_{T T}$ and $g_{X X}$ never vanishes for $X^{2}-T^{2}>-1$, which is the range of variation of $(T, X)$ on $\mathscr{M}$ according to Eq. (9.30). For $|T|=|X|$, and in particular at $(T, X)=(0,0)$, one has $g_{X X}=-g_{T T}=16 \mathrm{~m}^{2} / \mathrm{e}$, given that $W(0)=1$ (cf. Fig. 9.4),

Let us define the following open subsets of $\mathscr{M}$, which are respectively the images of $\mathscr{M}_{\text {I }}$ and $\mathscr{M}_{\text {II }}$ by the reflection through the origin (9.29):

$$
\begin{array}{ll}
\mathscr{M}_{\mathrm{III}}: & X<0 \quad \text { and } \quad X<T<-X \\
\mathscr{M}_{\mathrm{IV}}: & -\sqrt{X^{2}+1}<T<-|X| . \tag{9.32b}
\end{array}
$$

On $\mathscr{M}_{\text {III }} \cup \mathscr{M}_{\mathrm{IV}}$, one may introduce coordinates $\left(t^{\prime}, r^{\prime}, \theta, \varphi\right)$ of Schwarzschild-Droste type; they are related to the Kruskal-Szekeres coordinates by formulas analogous to (9.18) and (9.25), simply changing $T$ to $-T$ and $X$ to $-X$ :

$$
\begin{align*}
& \mathscr{M}_{\mathrm{III}}: \begin{array}{|c}
\left\{\begin{array}{c}
T=-\mathrm{e}^{r^{\prime} / 4 m} \sqrt{\frac{r^{\prime}}{2 m}-1} \sinh \left(\frac{t^{\prime}}{4 m}\right) \\
X=-\mathrm{e}^{r^{\prime} / 4 m} \sqrt{\frac{r^{\prime}}{2 m}-1} \cosh \left(\frac{t^{\prime}}{4 m}\right)
\end{array}\right.
\end{array} \Longleftrightarrow\left\{\begin{array}{l}
t^{\prime}=2 m \ln \left(\frac{X+T}{X-T}\right) \\
r^{\prime}=2 m W\left(X^{2}-T^{2}\right) .
\end{array}\right.  \tag{9.33}\\
& \mathscr{M}_{\mathrm{IV}}: \int \begin{array}{l}
T=-\mathrm{e}^{r^{\prime} / 4 m} \sqrt{1-\frac{r^{\prime}}{2 m}} \cosh \left(\frac{t^{\prime}}{4 m}\right) \\
X=-\mathrm{e}^{r^{\prime} / 4 m} \sqrt{1-\frac{r^{\prime}}{2 m}} \sinh \left(\frac{t^{\prime}}{4 m}\right)
\end{array}
\end{align*} \Longleftrightarrow\left\{\begin{array}{l}
t^{\prime}=2 m \ln \left(\frac{T+X}{T-X}\right)  \tag{9.34}\\
r^{\prime}=2 m W\left(X^{2}-T^{2}\right) .
\end{array}\right.
$$



Figure 9.8: Kruskal diagram: Schwarzschild spacetime $\mathscr{M}$ depicted in terms of Kruskal-Szekeres coordinates $(T, X)$. Each point in this diagram, including the one at $(T, X)=(0,0)$, is actually a sphere $\mathbb{S}^{2}$, spanned by the coordinates $(\theta, \varphi)$. Solid lines denote the hypersurfaces $t=$ const in $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\mathrm{II}}$ and the hypersurfaces $t^{\prime}=$ const in $\mathscr{M}_{\text {III }}$ and $\mathscr{M}_{\mathrm{IV}}$, whiles dashed curves denote the hypersurfaces $r=$ const in $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\mathrm{II}}$ and the hypersurfaces $r^{\prime}=$ const in $\mathscr{M}_{\text {III }}$ and $\mathscr{M}_{\mathrm{IV}}$. The bifurcate Killing horizon is marked by thick black lines, while the singularities at $r=0$ and $r^{\prime}=0$ are depicted by the heavy dashed brown curve. [Figure generated by the notebook D.4.16]

The extended Schwarzschild spacetime $(\mathscr{M}, \boldsymbol{g})$ is depicted in Fig. 9.8, which is usually called a Kruskal diagram. There are two curvature singularities, which formally are not part of $\mathscr{M}$ : the hypersurfaces $r=0$ and $r^{\prime}=0$, which are the two branches of the hyperbola $T^{2}-X^{2}=1$. As discussed in Sec. 9.2.3, the radial null geodesics appear as straight lines of slope $\pm 45^{\circ}$ ( + for the outgoing family, and - for the ingoing one). As in ( $\mathscr{M}_{\mathrm{IEF}}, \boldsymbol{g}$ ), they are still not complete but the only locations where they terminate are the curvature singularities at $r=0$ (future end point) and $r^{\prime}=0$ (past end point). Therefore, they cannot be extended further. For this reason, $(\mathscr{M}, \boldsymbol{g})$ is called the maximal extension of Schwarzschild spacetime.

Remark 1: The extended manifold $\mathscr{M}$ is not just the union $\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\mathrm{II}} \cup \mathscr{M}_{\mathrm{III}} \cup \mathscr{M}_{\mathrm{IV}}$, since the latter does not contain the hypersurfaces $T= \pm X$ (cf. the strict inequalities in Eqs. (9.24) and (9.32)), which are parts of $\mathscr{M}$ according to the definition (9.30). Actually, we have

$$
\begin{equation*}
\mathscr{M}=\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\mathrm{II}} \cup \mathscr{M}_{\mathrm{III}} \cup \mathscr{M}_{\mathrm{IV}} \cup \hat{\mathscr{H}} \tag{9.35}
\end{equation*}
$$

where $\hat{\mathscr{H}}$ is the bifurcate Killing horizon, to be discussed in Sec. 9.3.3.

### 9.3.2 Global null coordinates

In Secs. 9.2.1 and 9.2.3, we have introduced on $\mathscr{M}_{\text {IEF }}$ the null coordinates $(U, V)$; they are related to the coordinates ( $T, X$ ) by Eq. (9.8) (or equivalently Eqs. (9.26)-(9.27)), which we can use to define $(U, V)$ in all the maximal extension $\mathscr{M}$ :

$$
\left\{\begin{array} { l } 
{ U = T - X }  \tag{9.36}\\
{ V = T + X }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
T=\frac{1}{2}(U+V) \\
X=\frac{1}{2}(V-U)
\end{array}\right.\right.
$$

The range of $(U, V)$ of $\mathscr{M}$ is deduced from the constraint $T^{2}-X^{2}<1$ [cf. Eq. (9.30)]: since $T^{2}-X^{2}=U V$, we get:

$$
\begin{equation*}
\mathscr{M}: \quad(U, V) \in \mathbb{R}^{2} \quad \text { and } \quad U V<1 \tag{9.37}
\end{equation*}
$$

The expression of the metric with respect to the null coordinates $X^{\hat{\alpha}}=(U, V, \theta, \varphi)$ is deduced from (9.31):

$$
\begin{equation*}
\boldsymbol{g}=4 m^{2}\left[\frac{4}{U V-\mathrm{e}^{W(-U V)}} \mathbf{d} U \mathbf{d} V+W(-U V)^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)\right] \tag{9.38}
\end{equation*}
$$

We can also rewrite it as (9.5):

$$
\begin{equation*}
\boldsymbol{g}=-\frac{32 m^{3}}{r} \mathrm{e}^{-r / 2 m} \mathbf{d} U \mathbf{d} V+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{9.39}
\end{equation*}
$$

where $r$ is the function of $(U, V)$ given by

$$
\begin{equation*}
r=2 m W(-U V) \tag{9.40}
\end{equation*}
$$

Note that relation (9.6) between $r$ and $(U, V)$ holds in all $\mathscr{M}$ :

$$
\begin{equation*}
\mathrm{e}^{r / 2 m}\left(\frac{r}{2 m}-1\right)=-U V \text {. } \tag{9.41}
\end{equation*}
$$

Remark 2: In Sec. 9.3.1, we have distinguished the coordinate $r$ in $\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\text {II }}$ from the coordinate $r^{\prime}$ in $\mathscr{M}_{\text {III }} \cup \mathscr{M}_{\mathrm{IV}}$. Here, $r$ is the function (9.40) of $(U, V)$, which has the same expression in $\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\mathrm{II}}$ and $\mathscr{M}_{\text {III }} \cup \mathscr{M}_{\mathrm{IV}}$. There is no need to make any distinction. Hence there is no mention of $r^{\prime}$ in (9.39).

Historical note : The Kruskal-Szekeres coordinates have been introduced in 1960 independently by Martin Kruskal [292] and George Szekeres [422]. Actually the coordinates introduced by Szekeres were $^{2}(2 T / \sqrt{\mathrm{e}}, 2 X / \sqrt{\mathrm{e}})$. Both Kruskal and Szekeres have used these coordinates to construct the maximal extension of Schwarzschild spacetime. Its graphical representation in the ( $X, T$ ) plane (the Kruskal diagram, cf. Fig. 9.8) has been presented by Kruskal (Fig. 2 of Ref. [292]). However, the first author to obtain the maximal extension of Schwarzschild spacetime is John Synge in 1950 [419], i.e. 10

[^77]years before Kruskal and Szekeres. Synge used coordinates $\left(T^{\prime}, X^{\prime}\right)$ whose relation to SchwarzschildDroste coordinates is more complicated than the Kruskal-Szekeres one: $T^{\prime}=R(r) \sinh \left(\frac{t}{4 m}\right)$ and $X^{\prime}=R(r) \cosh \left(\frac{t}{4 m}\right)$, with $R(r):=2 m\left[\operatorname{arcosh} \sqrt{\frac{r}{2 m}}+\sqrt{\frac{r}{2 m}\left(\frac{r}{2 m}-1\right)}\right]$; compare with (9.18). Albeit looking complicated, $R(r)$ is nothing but the primitive vanishing at $r=2 m$ of $r \mapsto\left(\frac{r}{2 m}-1\right)^{-1 / 2}$. Interestingly, in his article [422], Szekeres says that the transformations (9.18) "are essentially due to Synge", probably because they differ only in the choice of the function $R(r)$, the latter being $R_{\mathrm{KS}}(r)=$ $\mathrm{e}^{r / 4 m} \sqrt{r / 2 m-1}$ for Kruskal-Szekeres coordinates. For this reason, both coordinate systems share some similarities: in Synge diagram (Figs. 8 and 9 in Ref. [419]), the bifurcate horizon appears as the two bisector lines $T^{\prime}= \pm X^{\prime}$ and the singularity $r=0$ as the hyperbola $T^{\prime 2}-X^{\prime 2}=\pi^{2} m^{2}$ (compare with $T^{2}-X^{2}=1$ for Kruskal-Szekeres coordinates). A major difference is that Synge diagram is not "conformal": the radial null geodesics are generally not lines with $\pm 45^{\circ}$ slope. Even, in some regions, the coordinate $X^{\prime}$ ceases to be spacelike ${ }^{3}$. The maximal extension of Schwarzschild spacetime has also been found by Christian Fronsdal [186] in 1959, not via any explicit change of coordinates but rather via an isometric embedding of the spacetime in the 6-dimensional Minkowski spacetime.

### 9.3.3 Bifurcate Killing horizon

As discussed in Sec. 9.3.1, the Schwarzschild horizon $\mathscr{H}$ is a non-degenerate Killing horizon and therefore shall be part of a bifurcate Killing horizon (cf. Sec. 3.4) in the extended spacetime. The bifurcate Killing horizon, $\hat{\mathscr{H}}$ say, is easily found by considering the Killing vector field $\boldsymbol{\xi}$ in the maximal extension of Schwarzschild spacetime. The components of $\boldsymbol{\xi}$ w.r.t. to the Kruskal-Szekeres coordinates are obtained from the property $\boldsymbol{\xi}=\boldsymbol{\partial}_{t}$ :

$$
\xi^{T}=\frac{\partial T}{\partial t}, \quad \xi^{X}=\frac{\partial X}{\partial t}, \quad \xi^{\theta}=\frac{\partial \theta}{\partial t}=0, \quad \xi^{\varphi}=\frac{\partial \varphi}{\partial t}=0
$$

Given the coordinate transformation laws (9.18) and (9.25), we get in $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\mathrm{II}}$ :

$$
\xi^{T}=\frac{1}{4 m} X, \quad \xi^{X}=\frac{1}{4 m} T, \quad \xi^{\theta}=\xi^{\varphi}=0
$$

Hence in $\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\mathrm{II}}$,

$$
\begin{equation*}
\boldsymbol{\xi}=\frac{1}{4 m}\left(X \boldsymbol{\partial}_{T}+T \boldsymbol{\partial}_{X}\right) \tag{9.42}
\end{equation*}
$$

Now, this formula defines a smooth vector field in all $\mathscr{M}$. Moreover, in $\mathscr{M}_{\mathrm{III}} \cup \mathscr{M}_{\mathrm{IV}}$, this vector coincides with $\boldsymbol{\partial}_{t^{\prime}}$ since $\xi^{T}=\partial T / \partial t^{\prime}$ and $\xi^{X}=\partial X / \partial t^{\prime}$, with the partial derivatives with respect to $t^{\prime}$ evaluated from (9.33)-(9.34). Hence the vector field $\boldsymbol{\xi}$ defined by (9.42) is a Killing vector field of maximal extension $(\mathscr{M}, \boldsymbol{g})$. This vector field is depicted in Fig. 9.9.

The bifurcate Killing horizon with respect to $\boldsymbol{\xi}$ that extends $\mathscr{H}$ is $\hat{\mathscr{H}}=\mathscr{H}_{1} \cup \mathscr{H}_{2}$, where

- $\mathscr{H}_{1}$ is the null hypersurface $T=X$ (or equivalently $U=0$ );
- $\mathscr{H}_{2}$ is the null hypersurface $T=-X$ (or equivalently $V=0$ ).

[^78]

Figure 9.9: Killing vector field $\boldsymbol{\xi}$ on the extended Schwarzschild manifold. [Figure generated by the notebook D.4.16]

The bifurcate Killing horizon $\hat{\mathscr{H}}$ is depicted in black in Fig. 9.9. The Schwarzschild horizon $\mathscr{H}$ is the part of $\mathscr{H}_{1}$ defined by $X>0$. In terms of the null coordinates $(U, V)$ introduced in Sec. 9.3.2, we have, given (9.36),

$$
\begin{array}{lll}
\hat{\mathscr{H}}: & U=0 & \text { or } \quad V=0 \\
\mathscr{H}: & U=0 & \text { and } \quad V>0 . \tag{9.43b}
\end{array}
$$

The bifurcation surface is $\mathscr{S}=\mathscr{H}_{1} \cap \mathscr{H}_{2}$, which is the 2 -surface defined by $T=0$ and $X=0$, or equivalently by $U=0$ and $V=0$. It is a 2 -sphere, since any fixed value of the pair $(T, X)$ defines a 2 -sphere, according to the definition of $\mathscr{M}$ as a part of $\mathbb{R}^{2} \times \mathbb{S}^{2}$ [cf. Eq. (9.30)]. Accordingly, $\mathscr{S}$ is called the bifurcation sphere. It is located at the center of Fig. 9.9. The areal radius of $\mathscr{S}$ is found by setting $\mathbf{d} T=0, \mathbf{d} X=0$ and $(T, X)=(0,0)$ in the metric expression (9.31): $r_{\mathscr{S}}^{2}=4 m^{2} W(0)^{2}$. Since $W(0)=1$ (cf. Fig. 9.4), we get

$$
\begin{equation*}
r_{\mathscr{I}}=2 m \text {. } \tag{9.44}
\end{equation*}
$$

Moreover, setting $(T, X)=(0,0)$ in Eq. (9.42), we recover Property 3.12 (Sec. 3.4.1): the Killing vector field vanishes at the bifurcation sphere:

$$
\begin{equation*}
\left.\boldsymbol{\xi}\right|_{\mathscr{S}}=0 . \tag{9.45}
\end{equation*}
$$

### 9.4 Carter-Penrose diagram

### 9.4.1 First construction

To have a compact representation of the maximal extension of Schwarzschild spacetime, one can use the same trick as for Minkowski spacetime (cf. Sec. 4.2.1), namely employ the arctangent function to map the range $(-\infty,+\infty)$ of the null coordinates $U$ and $V$ to the interval $(-\pi / 2, \pi / 2)$, thereby defining the finite-range coordinates $(\hat{U}, \hat{V})$ :

$$
\left\{\begin{array} { l } 
{ \hat { U } = \operatorname { a r c t a n } U }  \tag{9.46}\\
{ \hat { V } = \operatorname { a r c t a n } V }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
U=\tan \hat{U} \\
V=\tan \hat{V}
\end{array}\right.\right.
$$

The range of $(\hat{U}, \hat{V})$ is deduced from (9.37):

$$
U V<1 \Longleftrightarrow \tan \hat{U} \tan \hat{V}<1
$$

Since for $\hat{U}, \hat{V} \in(-\pi / 2, \pi / 2)$, we have $\cos \hat{U}>0$ and $\cos \hat{V}>0$, we may write

$$
U V<1 \Longleftrightarrow \sin \hat{U} \sin \hat{V}<\cos \hat{U} \cos \hat{V} \Longleftrightarrow \cos (\hat{U}+\hat{V})>0 \Longleftrightarrow-\frac{\pi}{2}<\hat{U}+\hat{V}<\frac{\pi}{2} .
$$

Hence the range of $(\hat{U}, \hat{V})$ on the maximal extension of Schwarzschild spacetime:

$$
\begin{equation*}
\mathscr{M}: \quad-\frac{\pi}{2}<\hat{U}<\frac{\pi}{2}, \quad-\frac{\pi}{2}<\hat{V}<\frac{\pi}{2} \quad \text { and } \quad-\frac{\pi}{2}<\hat{U}+\hat{V}<\frac{\pi}{2} . \tag{9.47}
\end{equation*}
$$

Since (9.46) yields $\mathrm{d} U=\mathrm{d} \hat{U} / \cos ^{2} \hat{U}$ and $\mathrm{d} V=\mathrm{d} \hat{V} / \cos ^{2} \hat{V}$, we deduce immediately from (9.39) the expression of the metric in terms of the coordinates $x^{\alpha}=(\hat{U}, \hat{V}, \theta, \varphi)$ :

$$
\begin{equation*}
\boldsymbol{g}=-\frac{32 m^{3}}{r} \mathrm{e}^{-r / 2 m} \frac{\mathrm{~d} \hat{U}}{\cos ^{2} \hat{U}} \frac{\mathrm{~d} \hat{V}}{\cos ^{2} \hat{V}}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{9.48}
\end{equation*}
$$

where [cf. Eq. (9.40)]

$$
\begin{equation*}
r=2 m W(-\tan \hat{U} \tan \hat{V}) \tag{9.49}
\end{equation*}
$$

To depict $\mathscr{M}$, let us introduce "time + space" coordinates $(\hat{T}, \hat{X})$, which are related to $(\hat{U}, \hat{V})$ in exactly the same way as the coordinates $(\tau, \chi)$ were related to the finite-range null coordinates ( $U, V$ ) for Minkowski spacetime [cf. Eq. (4.14)]:

$$
\left\{\begin{array} { l } 
{ \hat { T } = \hat { U } + \hat { V } }  \tag{9.50}\\
{ \hat { X } = \hat { V } - \hat { U } }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
\hat{U}=\frac{1}{2}(\hat{T}-\hat{X}) \\
\hat{V}=\frac{1}{2}(\hat{T}+\hat{X}) .
\end{array}\right.\right.
$$

The range of $(\hat{T}, \hat{X})$ is deduced from (9.47):

$$
\begin{equation*}
\mathscr{M}: \quad-\frac{\pi}{2}<\hat{T}<\frac{\pi}{2}, \quad \hat{T}-\pi<\hat{X}<\hat{T}+\pi \quad \text { and } \quad-\hat{T}-\pi<\hat{X}<-\hat{T}+\pi . \tag{9.51}
\end{equation*}
$$



Figure 9.10: Carter-Penrose diagram of the Schwarzschild spacetime constructed with the compactified coordinates $(\hat{T}, \hat{X})$. Solid curves denote hypersurfaces of constant Schwarzschild-Droste coordinate $t$ : in region $\mathscr{M}_{\mathrm{I}}$, from the $\hat{X}$-axis to the top: $t=0,2 \mathrm{~m}, 5 \mathrm{~m}, 10 \mathrm{~m}, 20 \mathrm{~m}$ and 50 m , the last two being barely visible; in region $\mathscr{M}_{\mathrm{II}}$, from the $\hat{T}$-axis to the right: $t=0,2 m, 5 m, 10 \mathrm{~m}, 20 \mathrm{~m}$ and 50 m , Dashed curves denote hypersurfaces of constant Schwarzschild-Droste coordinate $r$ : in region $\mathscr{M}_{\mathrm{I}}$, from the left to the right: $r=2.01 \mathrm{~m}, 2.1 \mathrm{~m}, 2.5 \mathrm{~m}$ (almost vertical), $4 \mathrm{~m}, 8 \mathrm{~m}, 12 \mathrm{~m}, 20 \mathrm{~m}$ and 100 m , the last three being barely visible; in region $\mathscr{M}_{\text {II }}$, from the bottom to the top: $r=1.98 m, 1.9 m, 1.7 m, 1.5 m, 1.25 m, m, 0.5 m$ and $0.1 m$. The color code is the same as in Fig. 9.8. [Figure generated by the notebook D.4.17]

Via (9.46) and (9.36), the relation between ( $\hat{T}, \hat{X}$ ) and the Kruskal-Szekeres coordinates $(T, X)$ is then the same as that between $(\tau, \chi)$ and $(t, r)$ for Minkowksi spacetime [Eq. (4.16)]:

$$
\left\{\begin{array} { l } 
{ \hat { T } = \operatorname { a r c t a n } ( T + X ) + \operatorname { a r c t a n } ( T - X ) }  \tag{9.52}\\
{ \hat { X } = \operatorname { a r c t a n } ( T + X ) - \operatorname { a r c t a n } ( T - X ) }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
T=\frac{\sin \hat{T}}{\cos \hat{T}+\cos \hat{X}} \\
X=\frac{\sin \hat{X}}{\cos \hat{T}+\cos \hat{X}}
\end{array}\right.\right.
$$

The maximal extension of Schwarzschild spacetime is depicted with respect to the coordinates $(\hat{T}, \hat{X})$ in Fig. 9.10. Such a plot is called a Carter-Penrose diagram (see the historical note p. 296). As the Kruskal diagram (Fig. 9.8), it has the feature of displaying radial null geodesics as straight lines with slope $\pm 45^{\circ}$. This holds since $\hat{U}$ (resp. $\hat{V}$ ) is a function of $U$ only (resp. $V$ only), cf. Eq. (9.46), so that $\hat{U}$ (resp. $\hat{V}$ ) is constant on outgoing (resp. ingoing) radial null geodesics. In particular, the bifurcate Killing horizon and the Schwarzschild horizon are obtained for specific values of $\hat{U}$ and $\hat{V}$ :

$$
\begin{array}{lll}
\hat{\mathscr{H}}: \quad \hat{U}=0 \quad \text { or } \quad \hat{V}=0 \\
\mathscr{H}: \quad \hat{U}=0 \quad \text { and } \quad \hat{V}>0 . \tag{9.53b}
\end{array}
$$

These relations follow immediately from (9.43) and (9.46).

We have seen in Sec. 6.4 that the future null infinity $\mathscr{I}^{+}$corresponds to $v \rightarrow+\infty$ and that the past null infinity $\mathscr{I}^{-}$to $u \rightarrow-\infty$ (cf. Fig. 6.6). Since on $\mathscr{M}_{\mathrm{I}}, U=-\mathrm{e}^{-u / 4 m}$ and $V=\mathrm{e}^{v / 4 m}$ [cf. Eq. (9.4)], we may write equivalently:

$$
\begin{array}{cccc}
\mathscr{I}^{+}: & V \rightarrow+\infty \quad \text { and } \quad U \in(-\infty, 0) \\
\mathscr{I}^{-}: & U \rightarrow-\infty \quad \text { and } \quad V \in(0,+\infty) . \tag{9.54b}
\end{array}
$$

In view of (9.46), we get then:

$$
\begin{array}{ll}
\mathscr{I}^{+}: & \hat{V} \rightarrow \frac{\pi}{2} \quad \text { and } \quad \hat{U} \in\left(-\frac{\pi}{2}, 0\right) \\
\mathscr{I}^{-}: & \hat{U} \rightarrow-\frac{\pi}{2} \quad \text { and } \quad \hat{V} \in\left(0, \frac{\pi}{2}\right) . \tag{9.55b}
\end{array}
$$

By symmetry, the extension $\mathscr{M}_{\text {III }} \cup \mathscr{M}_{\text {IV }}$ of Schwarzschild spacetime has the following null infinity:

$$
\begin{array}{ll}
\mathscr{I}^{\prime+}: & \hat{U} \rightarrow \frac{\pi}{2} \quad \text { and } \quad \hat{V} \in\left(-\frac{\pi}{2}, 0\right) \\
\mathscr{I}^{\prime-}: & \hat{V} \rightarrow-\frac{\pi}{2} \quad \text { and } \quad \hat{U} \in\left(0, \frac{\pi}{2}\right) . \tag{9.56b}
\end{array}
$$

### 9.4.2 Discussion: Carter-Penrose diagram and conformal completion

The Carter-Penrose diagram in Fig. 9.10 can be compared with the conformal diagram of Minkowski spacetime in Fig. 4.3. The right asymptotics of the Carter-Penrose diagram (i.e. the part $\hat{X}>\pi / 2$ ) looks similar to that of Minkowski conformal diagram. However, there is a difference: the coordinates $(\hat{T}, \hat{X})$ employed in the construction of the diagram of Fig. 9.10 are not related to any (regular) conformal completion - as defined in Sec. 4.3 - contrary to the coordinates $(\tau, \chi)$ used for Minkowski spacetime.

To see this, let us rewrite the metric components (9.48) in a form that makes clear their behaviour near null infinity. Given (9.49) and (9.15), we have

$$
\begin{equation*}
\mathrm{e}^{r / 2 m}\left(\frac{r}{2 m}-1\right)=-\tan \hat{U} \tan \hat{V} \tag{9.57}
\end{equation*}
$$

from which we get

$$
\frac{2 m}{r} \mathrm{e}^{-r / 2 m}=-\frac{1-2 m / r}{\tan \hat{U} \tan \hat{V}}
$$

Hence

$$
\frac{2 m}{r} \frac{\mathrm{e}^{-r / 2 m}}{\cos ^{2} \hat{U} \cos ^{2} \hat{V}}=-\frac{1-2 m / r}{\sin \hat{U} \cos \hat{U} \sin \hat{V} \cos \hat{V}}=-\frac{4(1-2 m / r)}{\sin 2 \hat{U} \sin 2 \hat{V}} .
$$

Therefore, we may rewrite expression (9.48) for the metric tensor as

$$
\begin{equation*}
\boldsymbol{g}=64 m^{2}\left(1-\frac{2 m}{r}\right) \frac{\mathbf{d} \hat{U} \mathbf{d} \hat{V}}{\sin 2 \hat{U} \sin 2 \hat{V}}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{9.58}
\end{equation*}
$$

with $r$ given by (9.49). To get a conformal completion, we should write (cf. Sec. 4.3)

$$
\begin{equation*}
\boldsymbol{g}=\Omega^{-2} \tilde{\boldsymbol{g}} \tag{9.59}
\end{equation*}
$$

where $\Omega=0$ and $\mathbf{d} \Omega \neq 0$ on the spacetime boundary $\mathscr{I}$ and $\tilde{\boldsymbol{g}}$ is a regular metric on the completion $\mathscr{M} \cup \mathscr{I}$. Since in Eq. (9.58), the term $\sin 2 \hat{U} \sin 2 \hat{V}$ vanishes at $\mathscr{I}=\mathscr{I}^{+} \cup \mathscr{I}^{-} \cup$ $\mathscr{I}^{\prime+} \cup \mathscr{I}^{\prime-}$ [cf. Eqs. (9.55)-(9.56)], we would have, up to some constant factor,

$$
\begin{equation*}
\Omega=\sqrt{-\sin 2 \hat{U} \sin 2 \hat{V}} \tag{9.60}
\end{equation*}
$$

the minus sign taking into account that $\sin 2 \hat{U} \sin 2 \hat{V}$ approaches zero via negative values near $\mathscr{I}$. A first issue is that the square root in (9.60) makes $\Omega$ not differentiable on $\mathscr{I}$, where either $\sin 2 \hat{U}=0$ or $\sin 2 \hat{V}=0$. In other words, $\mathbf{d} \Omega$ is diverging on $\mathscr{I}$. Suppose we accept this and are ready to introduce a slight deviation (given that $\Omega^{2}$, which is involved in (9.59), is smooth) from the definition given in Sec. 4.3. Then the conformal metric should be

$$
\begin{equation*}
\tilde{\boldsymbol{g}}=-64 m^{2}\left(1-\frac{2 m}{r}\right) \mathbf{d} \hat{U} \mathbf{d} \hat{V}-r^{2} \sin 2 \hat{U} \sin 2 \hat{V}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{9.61}
\end{equation*}
$$

Near $\mathscr{I}, r \rightarrow+\infty$ and we have $\tilde{g}_{\hat{U} \hat{V}} \rightarrow-32 m^{2}$. On the contrary, $\tilde{g}_{\theta \theta}$ is of the type " $\infty \times 0$ "; in order to determine its behavior, let us rewrite it as follows:

$$
\tilde{g}_{\theta \theta}=-r^{2} \sin 2 \hat{U} \sin 2 \hat{V}=-4 r^{2} \sin \hat{U} \sin \hat{V} \times \cos \hat{U} \cos \hat{V}
$$

with $\cos \hat{U} \cos \hat{V}$ expressed via (9.57):

$$
\cos \hat{U} \cos \hat{V}=-\sin \hat{U} \sin \hat{V} \frac{\mathrm{e}^{-r / 2 m}}{r / 2 m-1}
$$

Hence

$$
\tilde{g}_{\theta \theta}=8 m \sin ^{2} \hat{U} \sin ^{2} \hat{V} \frac{r \mathrm{e}^{-r / 2 m}}{1-2 m / r}
$$

and (9.61) becomes

$$
\begin{equation*}
\tilde{\boldsymbol{g}}=-64 m^{2}\left(1-\frac{2 m}{r}\right) \mathbf{d} \hat{U} \mathbf{d} \hat{V}+8 m \sin ^{2} \hat{U} \sin ^{2} \hat{V} \frac{r \mathrm{e}^{-r / 2 m}}{1-2 m / r}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{9.62}
\end{equation*}
$$

On this expression, we can read directly the value of the conformal metric at $\mathscr{I}$, where $r \rightarrow+\infty$, $2 m / r \rightarrow 0, r \mathrm{e}^{-r / 2 m} \rightarrow 0$ and $\sin ^{2} \hat{U} \rightarrow 1$ or $\sin ^{2} \hat{V} \rightarrow 1:$

$$
\begin{equation*}
\tilde{\boldsymbol{g}} \stackrel{\mathscr{I}}{=}-64 m^{2} \mathbf{d} \hat{U} \mathbf{d} \hat{V} . \tag{9.63}
\end{equation*}
$$

This bilinear form is clearly degenerate (cf. Sec. A.3.1). Therefore, $\tilde{\boldsymbol{g}}$ is not a regular metric on the whole manifold $\mathscr{M} \cup \mathscr{I}$. We conclude that (9.60)-(9.61) does not define a conformal completion of $(\mathscr{M}, \boldsymbol{g})$.
Historical note : The first compactified conformal diagram of the (maximal extension of) Schwarzschild spacetime has been constructed by Brandon Carter in 1966 [77], using the same coordinates ( $\hat{T}, \hat{X}$ ) as here ${ }^{4}$ : compare Fig. 9.10 with Fig. 1c of Ref. [77]. In his article, Carter notes that "the manner in which

[^79]the distant flat-space parts (...) are compressed into finite parts of the $(\xi, \psi)$ plane by the coordinate transformations recalls the conformal diagrams used by R. Penrose" in 1964 [363], the diagrams in Penrose's article [363] regarding Minkowski and de Sitter spacetimes only. This justifies the name Carter-Penrose diagram used in the literature (e.g. [185]) for the graphical representation shown in Fig. 9.10, while the mere Penrose diagram or conformal diagram is quite common; one encounters as well the name Penrose-Carter diagram (e.g. [374]).

### 9.4.3 A regular conformal completion based on Penrose-Frolov-Novikov coordinates

In order to get a regular conformal completion of the maximally extended Schwarzschild spacetime $(\mathscr{M}, \boldsymbol{g})$, let us introduce the finite-range coordinates $(\tilde{U}, \tilde{V})$ that are related to the null Kruskal-Szekeres coordinates $(U, V)$ by

$$
\left\{\begin{array} { l } 
{ \tilde { U } = \operatorname { a r c t a n } ( \operatorname { a r s i n h } U ) }  \tag{9.64}\\
{ \tilde { V } = \operatorname { a r c t a n } ( \operatorname { a r s i n h } V ) }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
U=\sinh (\tan \tilde{U}) \\
V=\sinh (\tan \tilde{V}) .
\end{array}\right.\right.
$$

The range of $(\tilde{U}, \tilde{V})$ is deduced from (9.37):

$$
\begin{equation*}
\mathscr{M}: \quad-\frac{\pi}{2}<\tilde{U}<\frac{\pi}{2}, \quad-\frac{\pi}{2}<\tilde{V}<\frac{\pi}{2} \quad \text { and } \quad \sinh (\tan \tilde{U}) \sinh (\tan \tilde{V})<1 . \tag{9.65}
\end{equation*}
$$

Note that contrary to what happened for $(\hat{U}, \hat{V})$, these conditions do not yield to a simple polygonal region in the $(\tilde{U}, \tilde{V})$ plane. The presence of the sinh function in the expression (9.64) of $(U, V)$ in terms of $(\tilde{U}, \tilde{V})$ does not alter the values of the finite-range coordinates at null infinity, as compared to ( $\hat{U}, \hat{V}$ ) [cf. (9.55)-(9.56)]:

$$
\begin{align*}
\mathscr{I}^{+}: & \tilde{V} \rightarrow \frac{\pi}{2} \quad \text { and } \quad \tilde{U} \in\left(-\frac{\pi}{2}, 0\right)  \tag{9.66a}\\
\mathscr{I}^{-}: & \tilde{U} \rightarrow-\frac{\pi}{2} \quad \text { and } \quad \tilde{V} \in\left(0, \frac{\pi}{2}\right)  \tag{9.66b}\\
\mathscr{I}^{\prime+}: & \tilde{U} \rightarrow \frac{\pi}{2} \quad \text { and } \quad \tilde{V} \in\left(-\frac{\pi}{2}, 0\right)  \tag{9.66c}\\
\mathscr{I}^{\prime-}: & \tilde{V} \rightarrow-\frac{\pi}{2} \quad \text { and } \quad \tilde{U} \in\left(0, \frac{\pi}{2}\right) . \tag{9.66d}
\end{align*}
$$

We shall call ( $\tilde{U}, \tilde{V}, \theta, \varphi)$ the Penrose-Frolov-Novikov coordinates (cf. the historical note on p. 302). From (9.64), we get

$$
\mathbf{d} U=\frac{\cosh (\tan \tilde{U})}{\cos ^{2} \tilde{U}} \mathbf{d} \tilde{U} \quad \text { and } \quad \mathbf{d} V=\frac{\cosh (\tan \tilde{V})}{\cos ^{2} \tilde{V}} \mathbf{d} \tilde{V},
$$

so that the metric expression in terms of the coordinates $x^{\alpha}=(\tilde{U}, \tilde{V}, \theta, \varphi)$ is easily deduced from (9.39)-(9.40):

$$
\begin{equation*}
\boldsymbol{g}=-\frac{32 m^{3}}{r} \mathrm{e}^{-r / 2 m} \frac{\cosh (\tan \tilde{U}) \cosh (\tan \tilde{V})}{\cos ^{2} \tilde{U} \cos ^{2} \tilde{V}} \mathbf{d} \tilde{U} \mathbf{d} \tilde{V}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right), \tag{9.67}
\end{equation*}
$$

where $r$ is the function of $(\tilde{U}, \tilde{V})$ given by

$$
\begin{equation*}
r=2 m W(-\sinh (\tan \tilde{U}) \sinh (\tan \tilde{V})) \tag{9.68}
\end{equation*}
$$

As we did for $(\hat{U}, \hat{V})$, let us rewrite (9.67) in a form that is better adapted to the null asymptotics. Given (9.68) and (9.15), we have

$$
\begin{equation*}
\mathrm{e}^{r / 2 m}\left(\frac{r}{2 m}-1\right)=-\sinh (\tan \tilde{U}) \sinh (\tan \tilde{V}) \tag{9.69}
\end{equation*}
$$

from which we get

$$
\frac{2 m}{r} \mathrm{e}^{-r / 2 m}=-\left(1-\frac{2 m}{r}\right) \frac{1}{\sinh (\tan \tilde{U}) \sinh (\tan \tilde{V})}
$$

Hence (9.67) becomes

$$
\begin{align*}
\boldsymbol{g}= & 16 m^{2}\left(1-\frac{2 m}{r}\right) \frac{\mathbf{d} \tilde{U} \mathbf{d} \tilde{V}}{\tanh (\tan \tilde{U}) \tanh (\tan \tilde{V}) \cos ^{2} \tilde{U} \cos ^{2} \tilde{V}} \\
& +r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) . \tag{9.70}
\end{align*}
$$

Given the values (9.66) of $\tilde{U}$ and $\tilde{V}$ near $\mathscr{I}, \tanh (\tan \tilde{U}) \tanh (\tan \tilde{V})$ does not vanish there. A natural choice of conformal factor is then

$$
\begin{equation*}
\Omega:=\cos \tilde{U} \cos \tilde{V} \text {. } \tag{9.71}
\end{equation*}
$$

The corresponding conformal metric is

$$
\begin{align*}
\tilde{\boldsymbol{g}}= & 16 m^{2}\left(1-\frac{2 m}{r}\right) \frac{\mathbf{d} \tilde{U} \mathbf{d} \tilde{V}}{\tanh (\tan \tilde{U}) \tanh (\tan \tilde{V})}  \tag{9.72}\\
& +r^{2} \cos ^{2} \tilde{U} \cos ^{2} \tilde{V}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)
\end{align*}
$$

Considering $(\tilde{U}, \tilde{V}, \theta, \varphi)$ as a canonical coordinate system on $\mathbb{R}^{2} \times \mathbb{S}^{2}$, we define the conformal completion manifold as

$$
\begin{align*}
\tilde{\mathscr{M}}:= & \left\{p \in \mathbb{R}^{2} \times \mathbb{S}^{2},(\tilde{U}(p), \tilde{V}(p)) \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)^{2} \text { and } \sinh (\tan \tilde{U}(p)) \sinh (\tan \tilde{V}(p))<1\right\} \\
& \cup \mathscr{I}^{+} \cup \mathscr{I}^{-} \cup \mathscr{I}^{\prime+} \cup \mathscr{I}^{\prime-}, \tag{9.73}
\end{align*}
$$

with

$$
\begin{align*}
\mathscr{I}^{+} & :=\left\{p \in \mathbb{R}^{2} \times \mathbb{S}^{2}, \tilde{V}(p)=\frac{\pi}{2} \text { and } \tilde{U}(p) \in\left(-\frac{\pi}{2}, 0\right)\right\}  \tag{9.74a}\\
\mathscr{I}^{-} & :=\left\{p \in \mathbb{R}^{2} \times \mathbb{S}^{2}, \tilde{U}(p)=-\frac{\pi}{2} \text { and } \tilde{V}(p) \in\left(0, \frac{\pi}{2}\right)\right\}  \tag{9.74b}\\
\mathscr{I}^{\prime+} & :=\left\{p \in \mathbb{R}^{2} \times \mathbb{S}^{2}, \tilde{U}(p)=\frac{\pi}{2} \text { and } \tilde{V}(p) \in\left(-\frac{\pi}{2}, 0\right)\right\}  \tag{9.74c}\\
\mathscr{I}^{\prime-} & :=\left\{p \in \mathbb{R}^{2} \times \mathbb{S}^{2}, \tilde{V}(p)=-\frac{\pi}{2} \text { and } \tilde{U}(p) \in\left(0, \frac{\pi}{2}\right)\right\} . \tag{9.74d}
\end{align*}
$$

Note that the first line in (9.73) corresponds to $\mathscr{M}$, identified as a subset of $\mathbb{R}^{2} \times \mathbb{S}^{2}$ [cf. Eq. (9.65)] and that the definitions of $\mathscr{I}^{+}, \mathscr{I}^{-}, \mathscr{I}^{\prime+}$ and $\mathscr{I}^{\prime-}$ are in agreement with (9.66). It is clear that $\tilde{\mathscr{M}}$ is a manifold with boundary and that

$$
\begin{equation*}
\partial \tilde{\mathscr{M}}=\mathscr{I}:=\mathscr{I}^{+} \cup \mathscr{I}^{-} \cup \mathscr{I}^{\prime+} \cup \mathscr{I}^{\prime-} \tag{9.75}
\end{equation*}
$$

Moreover, the scalar field $\Omega$ defined by (9.71) satisfies $\Omega \geq 0$ on $\tilde{\mathscr{M}}$, along with $\Omega=0$ on $\mathscr{I}$ and $\mathbf{d} \Omega \neq 0$ on $\mathscr{I}$. The last property follows from

$$
\mathbf{d} \Omega=-\sin \tilde{U} \cos \tilde{V} \mathbf{d} \tilde{U}-\cos \tilde{U} \sin \tilde{V} \mathbf{d} \tilde{V}
$$

which implies $\left.\mathbf{d} \Omega\right|_{\mathscr{I}_{\tilde{+}}}=\tilde{U}^{-} \cos \tilde{U} \mathbf{d} \tilde{V} \neq 0,\left.\mathbf{d} \Omega\right|_{\mathscr{J}^{-}}=\cos \tilde{V} \mathbf{d} \tilde{U} \neq 0,\left.\mathbf{d} \Omega\right|_{\mathscr{I}^{\prime}}=-\cos \tilde{V} \mathbf{d} \tilde{U} \neq$ 0 and $\left.\mathbf{d} \Omega\right|_{\mathscr{I}^{\prime}-}=\cos \tilde{U} \mathbf{d} \tilde{V} \neq 0$. Hence the conditions 1,3 and 4 of the definition of a conformal completion given in Sec. 4.3 are fulfilled. There remains to check condition 2, namely that the tensor $\tilde{\boldsymbol{g}}$ defined by (9.72) is a regular metric on the whole $\tilde{\mathscr{M}}$. This was the main failing point in the attempt of Sec. 9.4.2. Since $\Omega^{2}>0$ on $\mathscr{M}, \tilde{\boldsymbol{g}}$ is well-behaved on $\mathscr{M}$. Let us thus examine its behaviour on $\mathscr{I}$. We shall focus on $\mathscr{I}^{+}$, the behaviour on the other parts of $\mathscr{I}$ being obtained by some trivial symmetry. As one approaches $\mathscr{I}^{+}, r \rightarrow+\infty, \tilde{V} \rightarrow \pi / 2$ and $\tanh (\tan (\tilde{V})) \rightarrow 1$; accordingly we read from (9.72) that

$$
\tilde{g}_{\tilde{U} \tilde{V}} \stackrel{\mathscr{q}^{+}}{=} \frac{8 m^{2}}{\tanh (\tan \tilde{U})} .
$$

Besides, we have $\tilde{g}_{\theta \theta}=r^{2} \cos ^{2} \tilde{U} \cos ^{2} \tilde{V}$, which is of the type " $+\infty \times 0$ " near $\mathscr{I}^{+}$. Noticing that $\tan \tilde{V} \sim 1 / \cos \tilde{V}$ when $\tilde{V} \rightarrow \pi / 2$, we get from (9.69)

$$
\sinh \left(\frac{1}{\cos \tilde{V}}\right) \sim-\frac{r \mathrm{e}^{r / 2 m}}{2 m \sinh (\tan \tilde{U})} \quad \text { when } \quad \tilde{V} \rightarrow \frac{\pi}{2}
$$

Since $\operatorname{arsinh} x=\ln \left(x+\sqrt{x^{2}+1}\right) \sim \ln (2 x)$ when $x \rightarrow+\infty$, we obtain

$$
\begin{aligned}
\frac{1}{\cos \tilde{V}} & \sim \ln \left(-\frac{r \mathrm{e}^{r / 2 m}}{m \sinh (\tan \tilde{U})}\right)=\frac{r}{2 m}+\ln \left(\frac{r}{m}\right)-\ln (-\sinh (\tan \tilde{U})) \\
& \sim \frac{r}{2 m} \text { when } \tilde{V} \rightarrow \frac{\pi}{2}
\end{aligned}
$$

Hence $\cos ^{2} \tilde{V} \sim 4 m^{2} / r^{2}$ and $\tilde{g}_{\theta \theta} \sim 4 m^{2} \cos ^{2} \tilde{U}$. Gathering the above results, we have

$$
\begin{equation*}
\tilde{\boldsymbol{g}} \stackrel{\mathscr{I}+}{=} 4 m^{2}\left[\frac{4}{\tanh (\tan \tilde{U})} \mathbf{d} \tilde{U} \mathbf{d} \tilde{V}+\cos ^{2} \tilde{U}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)\right] . \tag{9.76}
\end{equation*}
$$

Since $\cos ^{2} \tilde{U} \neq 0$ on $\mathscr{I}^{+}$[cf. Eq. (9.74a)], this bilinear form is non-degenerate. Moreover, since $\tanh (\tan \tilde{U})<0$ on $\mathscr{I}^{+}$[again by (9.74a)], its signature is $(-,+,+,+)$. We conclude that $\tilde{\boldsymbol{g}}$ is a well-behaved metric on the whole manifold $\tilde{\mathscr{M}}$. This completes the demonstration of the following result:

## Property 9.1: conformal completion of Schwarzschild spacetime

The pair $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$, with $\tilde{\mathscr{M}}$ defined by (9.73)-(9.74) and $\tilde{\boldsymbol{g}}$ defined by (9.72) is a conformal completion of the maximally extented Schwarzschild spacetime $(\mathscr{M}, \boldsymbol{g})$, the conformal factor being given by (9.71). The Penrose-Frolov-Novikov coordinates ( $\tilde{U}, \tilde{V}, \theta, \varphi$ ) employed in this construction are related to the null Kruskal-Szekeres coordinates $(U, V, \theta, \varphi)$ by (9.64).

Remark 1: At first sight, the metric $\tilde{\boldsymbol{g}}$ given by (9.72) looks degenerate at the bifurcate Killing horizon $\mathscr{H}$, since $1-2 m / r=0$ there. But one shall not forget that on $\mathscr{H}$, which is defined by $(\tilde{U}=0$ or $\tilde{V}=0$ ), one has $\tanh (\tan \tilde{U}) \tanh (\tan \tilde{V})=0$, which compensate the vanishing of $1-2 m / r$ in the term $\tilde{g}_{\tilde{U} \tilde{V}}$. Actually, to deal with $\tilde{\boldsymbol{g}}$ near $\mathscr{H}$, it is more appropriate to use the form that is deduced from (9.67) and (9.71):

$$
\begin{equation*}
\tilde{\boldsymbol{g}}=-\frac{32 m^{3}}{r} \mathrm{e}^{-r / 2 m} \cosh (\tan \tilde{U}) \cosh (\tan \tilde{V}) \mathbf{d} \tilde{U} \mathbf{d} \tilde{V}+r^{2} \cos ^{2} \tilde{U} \cos ^{2} \tilde{V}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) . \tag{9.77}
\end{equation*}
$$

Remark 2: The conformal completion constructed above cannot be analytically extended "beyond" $\mathscr{I}$, because the function $\tilde{V} \mapsto 1 / \tanh (\tan \tilde{V})$, which appears in (9.72), is $C^{\infty}$ but not analytic at $\tilde{V}=\pi / 2$. It is possible to construct an analytic conformal completion, but it involves more complicated coordinate transformations. The latter start, not from the Kruskal-Szekeres coordinates ( $U, V$ ), but from the null coordinates $(u, v)$ defined by (9.1). We refer to the article [232] for details.

To depict $\tilde{M}$, let us introduce "time + space" coordinates $(\tilde{T}, \tilde{X})$, which are related to $(\hat{U}, \hat{V})$ in exactly the same way as $(\hat{T}, \hat{X})$ are related to ( $\hat{U}, \hat{V}$ ) [cf. Eq. (9.50)]:

$$
\left\{\begin{array} { l } 
{ \tilde { T } = \tilde { U } + \tilde { V } }  \tag{9.78}\\
{ \tilde { X } = \tilde { V } - \tilde { U } }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
\tilde{U}=\frac{1}{2}(\tilde{T}-\tilde{X}) \\
\tilde{V}=\frac{1}{2}(\tilde{T}+\tilde{X})
\end{array}\right.\right.
$$

The range of $(\tilde{T}, \tilde{X})$ is deduced from (9.65):

$$
\begin{align*}
\mathscr{M}: & -\pi<\tilde{T}-\tilde{X}<\pi, \quad-\pi<\tilde{T}+\tilde{X}<\pi \\
& \sinh [\tan ((\tilde{T}-\tilde{X}) / 2)] \sinh [\tan ((\tilde{T}+\tilde{X}) / 2)]<1 . \tag{9.79}
\end{align*}
$$

The picture of $(\mathscr{M}, \boldsymbol{g})$ in the $(\tilde{T}, \tilde{X})$ plane is shown in Fig. 9.11. We shall call it a regular Carter-Penrose diagram of Schwarzschild spacetime. As the singular Carter-Penrose diagram of Fig. 9.10, it has the feature of displaying radial null geodesics as straight lines with slope $\pm 45^{\circ}$, since $\tilde{U}$ (resp. $\tilde{V}$ ) is a function of $U$ only (resp. $V$ only) [cf. Eq. (9.64)]. In particular, the bifurcate Killing horizon and the Schwarzschild horizon are defined by:

$$
\begin{align*}
& \hat{\mathscr{H}}: \quad \tilde{U}=0 \quad \text { or } \quad \tilde{V}=0 \Longleftrightarrow \tilde{T}=\tilde{X} \quad \text { or } \quad \tilde{T}=-\tilde{X}  \tag{9.80a}\\
& \mathscr{H}: \quad \tilde{U}=0 \quad \text { and } \quad \tilde{V}>0 \Longleftrightarrow \tilde{T}=\tilde{X} \quad \text { and } \quad \tilde{T}>0 . \tag{9.80b}
\end{align*}
$$

These relations follow immediately from (9.43), (9.64) and (9.78).


Figure 9.11: Carter-Penrose diagram of the Schwarzschild spacetime based on the Penrose-Frolov-Novikov coordinates. Solid curves denote the same hypersurfaces of constant Schwarzschild-Droste coordinate $t$ as in Fig. 9.10: in region $\mathscr{M}_{\mathrm{I}}$, from the $\hat{X}$-axis to the top: $t=0,2 m, 5 m, 10 \mathrm{~m}, 20 \mathrm{~m}$ and 50 m ; in region $\mathscr{M}_{\mathrm{II}}$, from the $\hat{T}$-axis to the right: $t=0,2 m, 5 \mathrm{~m}, 10 \mathrm{~m}, 20 \mathrm{~m}$ and 50 m , Dashed curves denote the same hypersurfaces of constant Schwarzschild-Droste coordinate $r$ as in Fig. 9.10: in region $\mathscr{M}_{\mathrm{I}}$, from the left to the right: $r=2.01 \mathrm{~m}, 2.1 \mathrm{~m}$, $2.5 m, 4 m, 8 m, 12 m, 20 m$ and $100 m$; in region $\mathscr{M}_{\mathrm{II}}$, from the bottom to the top: $r=1.98 \mathrm{~m}, 1.9 \mathrm{~m}, 1.7 \mathrm{~m}, 1.5 \mathrm{~m}$, $1.25 m, m, 0.5 m$ and $0.1 m$. The color code is the same as in Figs. 9.8 and 9.10. Contrary to the Carter-Penrose of Fig. 9.10, this one is associated to a regular conformal completion at null infinity of Schwarzschild spacetime. [Figure generated by the notebook D.4.18]

At first sight, the main difference with the "standard" Carter-Penrose diagram of Fig. 9.10 is the more complicated shape of the boundary around the $\tilde{T}$-axis. This follows from the third condition in (9.79), which is more involved than the third condition in (9.51). Actually this boundary corresponds to the curvature singularity limit $r \rightarrow 0$ or $r^{\prime} \rightarrow 0$. Indeed, from Eq. (9.41), we have

$$
\begin{equation*}
r=0 \Longleftrightarrow U V=1 \tag{9.81}
\end{equation*}
$$

In terms of the coordinates $(\hat{U}, \hat{V})$, we have then [cf. Eq. (9.46)]

$$
\begin{aligned}
r=0 & \Longleftrightarrow \tan \hat{U} \tan \hat{V}=1 \Longleftrightarrow \sin \hat{U} \sin \hat{V}=\cos \hat{U} \cos \hat{V} \\
& \Longleftrightarrow \cos \hat{U} \cos \hat{V}-\sin \hat{U} \sin \hat{V}=0 \Longleftrightarrow \cos (\hat{U}+\hat{V})=0 \Longleftrightarrow \hat{U}+\hat{V}= \pm \frac{\pi}{2} .
\end{aligned}
$$

Since $\hat{T}=\hat{U}+\hat{V}$, we get the simple relation

$$
\begin{equation*}
r=0 \Longleftrightarrow \hat{T}= \pm \frac{\pi}{2} \tag{9.82}
\end{equation*}
$$

On the contrary, in terms of the coordinates ( $\tilde{U}, \tilde{V})$, Eq. (9.81) becomes [cf. Eq. (9.64)]

$$
r=0 \Longleftrightarrow \sinh (\tan \tilde{U}) \sinh (\tan \tilde{V})=1,
$$

which yields to the complicated formula

$$
\begin{equation*}
r=0 \Longleftrightarrow \sinh [\tan ((\tilde{T}-\tilde{X}) / 2)] \sinh [\tan ((\tilde{T}+\tilde{X}) / 2)]=1 \tag{9.83}
\end{equation*}
$$

This explains the more complex boundary of Fig. 9.11 diagram with respect to Fig. 9.10 diagram.
Remark 3: The shape of the Carter-Penrose diagram in Frolov \& Novikov's book (Fig. 5.2 of Ref. [184]; see also Fig. 10.6 of Ref. [185]) differs slightly from the diagram obtained here (Fig. 9.11). This is because the coordinates used by Frolov \& Novikov are constructed from the Szekeres' version (up to a factor 2) of Kruskal-Szekeres coordinates: $T^{\prime}=T / \sqrt{e}$ and $X^{\prime}=X / \sqrt{e}$ (cf. the historical note on p. 290). Accordingly, in Frolov \& Novikov's version, one shall replace the 1 in the right-hand side of Eq. (9.83) by $1 / e$, yielding to a different shape of the boundary $r=0$.

Remark 4: As noticed by Frolov and Novikov [184] (see their Sec. 5.1.3), one can perform some coordinate transformation from $(\tilde{U}, \tilde{V})$ to get a Carter-Penrose diagram with a straight line for the boundary $r=0$.

Besides the shape of the boundary $r=0$, another difference between the Carter-Penrose diagram based on Penrose-Frolov-Novikov coordinates (Fig. 9.11) and the "standard" diagram of Fig. 9.10 is that the $t=$ const hypersurfaces of the former (solid curves in Fig. 9.11) are all tangent to the horizontal axis when $\tilde{X} \rightarrow \pm \pi$. On the contrary, the same hypersurfaces in Fig. 9.10 reach the point $(\hat{T}, \hat{X})=(0, \pm \pi)$ with a finite slope. We note that in this respect, the Carter-Penrose diagram of Fig. 9.11 is similar to the conformal diagram of Minkowski spacetime, as shown in Fig. 4.3, and therefore display correctly the asymptotic flatness structure. The failure of diagram of Fig. 9.10 to reproduce this behavior reflects the fact that the coordinates $(\hat{T}, \hat{X})$ are singular on the boundary, as discussed in Sec. 9.4.2.
Historical note : The transformation (9.64) from $(U, V)$ to $(\tilde{U}, \tilde{V})$ has been suggested by Roger Penrose in 1967 (p. 209 of Ref. [366]) to get a "version of the Kruskal diagram in which conformal infinity is represented". The figure in Penrose's article (Fig. 37 in Ref. [366]) ressembles Fig. 9.11, except that the curve $r=0$ does not look tangent to the lines $\tilde{T}= \pm \tilde{X}$, as it is in Fig. 9.11. The same coordinate change ( 9.64 ) has been discussed in details by Valeri P. Frolov and Igor D. Novikov in their 1998 textbook [184] (Sec. 5.1.3), stressing that it leads to a regular conformal completion, contrary to the "standard" coordinate change (9.46) introduced by Brandon Carter [77] and used in Hawking \& Ellis [242] and MTW [331] textbooks.

### 9.4.4 Black hole and white hole regions

$(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$ is not only a conformal completion of the maximally extended Schwarzschild spacetime $(\mathscr{M}, \boldsymbol{g})$, as established above, but it is a conformal completion at null infinity, in the sense defined in Sec. 4.3.1. Indeed, we can rewrite the boundary $\mathscr{I}$ of $\tilde{\mathscr{M}}$ expressed by Eq. (9.75) as

$$
\begin{equation*}
\mathscr{I}=\mathscr{I}_{*}^{+} \cup \mathscr{I}_{*}^{-}, \tag{9.84}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathscr{I}_{*}^{+}:=\mathscr{I}^{+} \cup \mathscr{I}^{\prime+} \quad \text { and } \quad \mathscr{I}_{*}^{-}:=\mathscr{I}^{-} \cup \mathscr{I}^{\prime-} \tag{9.85}
\end{equation*}
$$

It is clear that any point of $\mathscr{I}_{*}^{+}$is the furure end point of a future-directed null curve from $\mathscr{M}$, while any point of $\mathscr{I}_{*}^{-}$is the past end point of a future-directed null curve to $\mathscr{M}$ (cf. Fig. 9.11).

Hence the writing (9.84) matches the definition of a conformal completion at null infinity given in Sec. 4.3.1. $\mathscr{I}_{*}^{+}$is then the future null infinity of $(\mathscr{M}, \boldsymbol{g})$ and $\mathscr{I}_{*}^{-}$its past null infinity.

We are thus in position to apply the definitions of a black hole and a white hole given in Sec. 4.4.2. The causal past of $\mathscr{I}_{*}^{+}$is $J^{-}\left(\mathscr{I}_{*}^{+}\right)=\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\text {III }} \cup \mathscr{M}_{\text {IV }}$ (cf. Fig. 9.11). In view of the definition (4.37), we get

## Property 9.2: black hole in the maximal Schwarzschild spacetime

The maximal extension of Schwarzschild spacetime admits a black hole region, the interior of which is $\mathscr{M}_{\mathrm{II}}$. The black hole event horizon is the part of the bifurcate Killing horizon $\hat{\mathscr{H}}$ (cf. Sec. 9.3.3) that has $\tilde{T}>0$.

The black hole region has thus the same interior $\mathscr{M}_{\text {II }}$ as the black hole region of the Schwarzschild spacetime ( $\left.\mathscr{M}_{\mathrm{IEF}}, \boldsymbol{g}\right)$ considered in Chap. 6. It differs only a larger boundary: it is not reduced to the Schwarzschild horizon $\mathscr{H}$, but contains the part $\tilde{X}<0$ and $\tilde{T}>0$ of $\hat{\mathscr{H}}$.

The novelty with respect to the original Schwarzschild spacetime $\left(\mathscr{M}_{\text {IEF }}, \boldsymbol{g}\right)$ is the existence of a white hole region. Indeed, the causal future of $\mathscr{I}_{*}^{-}$is $J^{+}\left(\mathscr{I}_{*}^{-}\right)=\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\mathrm{II}} \cup \mathscr{M}_{\text {III }}$ (cf. Fig. 9.11). In view of the definition (4.41), we get

## Property 9.3: white hole in the maximal Schwarzschild spacetime

The maximal extension of Schwarzschild spacetime admits a white hole region, the interior of which is $\mathscr{M}_{\mathrm{IV}}$. The corresponding past event horizon is the part of the bifurcate Killing horizon $\hat{\mathscr{H}}$ (cf. Sec. 9.3.3) that has $\tilde{T}<0$.

### 9.5 Einstein-Rosen bridge

To get some insight on the maximally extended Schwarzschild spacetime $(\mathscr{M}, \boldsymbol{g})$, let us examine the geometry of a slice of constant Kruskal-Szekeres time $T$.

### 9.5.1 Hypersurfaces of constant Kruskal-Szekeres time

Let $\Sigma_{T_{0}}$ be a hypersurface of $\mathscr{M}$ defined in terms of the global Kruskal-Szekeres coordinates $(T, X, \theta, \varphi)$ by $T=T_{0}$, where $T_{0} \in \mathbb{R}$ is a constant (cf. Fig. 9.12). The 3-tuple $\left(x^{i}\right)=(X, \theta, \varphi)$ is then a coordinate system on $\Sigma_{T_{0}}$ subject to the constraint expressed in (9.30):

$$
\begin{equation*}
X^{2}>T_{0}^{2}-1 \tag{9.86}
\end{equation*}
$$

Consequently

- if $\left|T_{0}\right|<1$, the hypersurface $\Sigma_{T_{0}}$ is connected and diffeomorphic to $\mathbb{R} \times \mathbb{S}^{2}$, the coordinate $X$ spanning $\mathbb{R}$ and $(\theta, \varphi)$ spanning $\mathbb{S}^{2}$.


Figure 9.12: Kruskal diagram with the hypersurfaces $\Sigma_{T_{0}}$ (defined by $T=T_{0}=$ const) as blue horizontal lines. For $\left|T_{0}\right|>1$, the dotted part of $\Sigma_{T_{0}}$ corresponds to a region that cannot be embedded isometrically in the Euclidean space. When $T_{0}$ varies, the limit of these regions form the grey dotted curve. [Figure generated by the notebook D.4.19]

- if $\left|T_{0}\right| \geq 1, \Sigma_{T_{0}}$ has two connected components, defined by $X<-\sqrt{T_{0}^{2}-1}$ and $X>\sqrt{T_{0}^{2}-1}$ respectively (cf. Fig. 9.12). Each of them is diffeomorphic to $\mathbb{R} \times \mathbb{S}^{2}$.

For future convenience, we split $\Sigma_{T_{0}}$ in two disjoint parts, according to the sign of $X$ :

$$
\begin{equation*}
\Sigma_{T_{0}}^{+}=\left\{p \in \Sigma_{T_{0}}, \quad X(p) \geq 0\right\} \quad \text { and } \quad \Sigma_{T_{0}}^{-}=\left\{p \in \Sigma_{T_{0}}, \quad X(p)<0\right\} . \tag{9.87}
\end{equation*}
$$

For $\left|T_{0}\right|<1$, there is a slight asymmetry between the two parts: $\Sigma_{T_{0}}^{+}$is a manifold with boundary (cf. Sec. A.2.2), the boundary corresponding to $X=0$, while $\Sigma_{T_{0}}^{-}$is not. For $\left|T_{0}\right| \geq 1$, $\Sigma_{T_{0}}^{+}$and $\Sigma_{T_{0}}^{-}$are nothing but the two connected components of $\Sigma_{T_{0}}$.

The geometry of $\Sigma_{T_{0}}$ is defined by the metric $\gamma$ induced on it by $g$ :

$$
\begin{equation*}
\gamma=\frac{32 m^{3}}{r} \mathrm{e}^{-r / 2 m} \mathbf{d} X^{2}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{9.88}
\end{equation*}
$$

where $r$ is the function of $X$ defined by

$$
\begin{equation*}
r=r(X)=2 m W\left(X^{2}-T_{0}^{2}\right) \tag{9.89}
\end{equation*}
$$

The metric (9.88) is obtained by setting $T=T_{0}$ and $\mathbf{d} T=0$ in (9.31). Since $r>0$, the metric (9.88) is clearly positive definite, i.e. $\gamma$ is a Riemannian metric and $\Sigma_{T_{0}}$ is a spacelike hypersurface.


Figure 9.13: Function $r=r(X)$ on the hypersurface $\Sigma_{T_{0}}$, for the same values of $T_{0}$ as in Fig. 9.12. [Figure generated by the notebook D.4.19]

The graph of the function $r(X)$ is shown in Fig. 9.13. Once restricted to positive (resp. negative) values of $X$, this function is a bijection $\left(X_{0},+\infty\right) \rightarrow\left(r_{0},+\infty\right)$ (resp. $\left(-\infty,-X_{0}\right) \rightarrow$ $\left(r_{0},+\infty\right)$ ), where

$$
X_{0}=\left\{\begin{array}{lll}
0 & \text { if } & \left|T_{0}\right|<1  \tag{9.90}\\
\sqrt{T_{0}^{2}-1} & \text { if } & \left|T_{0}\right| \geq 1 .
\end{array} \quad \text { and } \quad r_{0}=\left\{\begin{array}{lll}
2 m W\left(-T_{0}^{2}\right) & \text { if } & \left|T_{0}\right|<1 \\
0 & \text { if } & \left|T_{0}\right| \geq 1
\end{array}\right.\right.
$$

The inverse of this bijection is ${ }^{5}$

$$
\begin{equation*}
X=X(r)= \pm \sqrt{\mathrm{e}^{r / 2 m}\left(\frac{r}{2 m}-1\right)+T_{0}^{2}} \tag{9.91}
\end{equation*}
$$

with the $+\operatorname{sign}$ on $\Sigma_{T_{0}}^{+}$and the $-\operatorname{sign}$ on $\Sigma_{T_{0}}^{-}$.
We may use the above bijection to introduce coordinates $(r, \theta, \varphi)$ instead of $(X, \theta, \varphi)$ on each of the two regions $\Sigma_{T_{0}}^{+}$and $\Sigma_{T_{0}}^{-}$. Differentiating (9.91) leads to

$$
\mathbf{d} X= \pm \frac{r \mathrm{e}^{r / 2 m}}{8 m^{2} \sqrt{\mathrm{e}^{r / 2 m}\left(\frac{r}{2 m}-1\right)+T_{0}^{2}}} \mathbf{d} r .
$$

Substituting in (9.88) we get the expression of the metric on $\Sigma_{T_{0}}$ in terms of the coordinates $\left(x^{i}\right)=(r, \theta, \varphi)$ :

$$
\begin{equation*}
\gamma=\left(1-\frac{2 m}{r}\left(1-T_{0}^{2} \mathrm{e}^{-r / 2 m}\right)\right)^{-1} \mathbf{d} r^{2}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) . \tag{9.92}
\end{equation*}
$$

[^80]Remark 1: As a check of the above formula, we notice that for $T_{0}=0$ it reduces to the metric of a slice $t=$ const in Schwarzschild-Droste coordinates [set $\mathrm{d} t=0$ in Eq. (6.14)]. This is correct since the positive- $X$ half of the hypersurface $T=0$ in Kruskal-Szekeres coordinates, i.e. $\Sigma_{0}^{+}$, coincides with the hypersurface $t=0$ in Schwarzschild-Droste coordinates, as it can be seen by setting $T=0$ in Eq. (9.18) (see also Fig. 9.12).

### 9.5.2 Isometric embedding in 3-dimensional Euclidean space

We may visualize the geometry of the spacelike hypersurface $\Sigma_{T_{0}}$ via some isometric embedding of some 2-dimensional slice of it in the 3-dimensional Euclidean space $\left(\mathbb{R}^{3}, \boldsymbol{f}\right), \boldsymbol{f}$ being the standard flat (Euclidean) metric. By isometric embedding of a 2-dimensional Riemannian manifold $(\mathscr{S}, \boldsymbol{g})$ in $\left(\mathbb{R}^{3}, \boldsymbol{f}\right)$, it is meant a smooth embedding $\Phi: \mathscr{S} \rightarrow \mathbb{R}^{3}$, as defined in Sec. A.2.7, such that the metric induced on $\Phi(\mathscr{S})$ by the Euclidean metric of $\mathbb{R}^{3}$ coincides with the original metric $\boldsymbol{g}$ on $\mathscr{S}$ :

$$
\begin{equation*}
\forall p \in \mathscr{S}, \quad \forall(\boldsymbol{u}, \boldsymbol{v}) \in\left(T_{p} \mathscr{S}\right)^{2}, \quad \boldsymbol{f}\left(\Phi^{*}(\boldsymbol{u}), \Phi^{*}(\boldsymbol{v})\right)=\boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v}) \tag{9.93}
\end{equation*}
$$

where $\Phi^{*}(\boldsymbol{u})$ is the vector of $\mathbb{R}^{3}$ that is the "image of the vector $\boldsymbol{u}$ by $\Phi$ ", i.e. the pushforward of $\boldsymbol{u}$ by $\Phi$, as defined in Sec. A.4.2. Another phrasing of the isometry property (9.93) is: the pullback of $\boldsymbol{f}$ on $\mathscr{S}$ by $\Phi$ coincides with $\boldsymbol{g}: \Phi^{*} \boldsymbol{f}=\boldsymbol{g}$ [cf. Eq. (A.85)].

Taking into account the spherical symmetry of $\Sigma_{T_{0}}$, there is no loss of generality in choosing the equatorial plane $\theta=\pi / 2$ as the 2-dimensional slice. We shall denote it by $\Sigma_{T_{0}}^{\mathrm{eq}}$. Coordinates on $\Sigma_{T_{0}}^{\mathrm{eq}}$ are $\left(x^{a}\right)=(X, \varphi)$, or on each of the two parts $\Sigma_{T_{0}}^{+, \text {eq }}(X \geq 0)$ and $\Sigma_{T_{0}}^{-, \text {eq }}(X<0)$, $\left(x^{a}\right)=(r, \varphi)$. If $\left|T_{0}\right|<1$, the topology of $\Sigma_{T_{0}}^{\mathrm{eq}}$ is $\mathbb{R} \times \mathbb{S}^{1}$, i.e. that of a cylinder, while for $\left|T_{0}\right| \geq 1$, it has two connected components, $\Sigma_{T_{0}}^{+ \text {eq }}$ and $\Sigma_{T_{0}}^{-, \text {eq }}$, each of them having the topology of a cylinder.

The metric induced by $\boldsymbol{g}$ on $\Sigma_{T_{0}}^{\mathrm{eq}}, \boldsymbol{q}$ say, is obtained by setting $\theta=\pi / 2$ and $\mathbf{d} \theta=0$ in Eq. (9.92):

$$
\begin{equation*}
\boldsymbol{q}=\left(1-\frac{2 m}{r}\left(1-T_{0}^{2} \mathrm{e}^{-r / 2 m}\right)\right)^{-1} \mathbf{d} r^{2}+r^{2} \mathbf{d} \varphi^{2} \tag{9.94}
\end{equation*}
$$

Given the invariance in $\varphi$, it is quite natural to embed $\left(\Sigma_{T_{0}}^{\mathrm{eq}}, \boldsymbol{q}\right)$ as a surface of revolution in the Euclidean space $\left(\mathbb{R}^{3}, \boldsymbol{f}\right)$. Describing $\mathbb{R}^{3}$ with cylindrical coordinates $\left(x^{i}\right)=(r, z, \varphi)$, the Euclidean metric $f$ is

$$
\begin{equation*}
\boldsymbol{f}=\mathbf{d} r^{2}+\mathbf{d} z^{2}+r^{2} \mathbf{d} \varphi^{2} \tag{9.95}
\end{equation*}
$$

A surface of revolution $\mathscr{S}$ in $\mathbb{R}^{3}$ is described by an equation of the type $z=Z(r)$. On such a surface, one has therefore $\mathbf{d} z=Z^{\prime}(r) \mathbf{d} r$, so that the metric $\boldsymbol{h}$ induced by $\boldsymbol{f}$ on it is

$$
\begin{equation*}
\boldsymbol{h}=\left(1+Z^{\prime}(r)^{2}\right) \mathbf{d} r^{2}+r^{2} \mathbf{d} \varphi^{2} \tag{9.96}
\end{equation*}
$$

Comparing (9.96) with (9.94), we see that a possible isometric embedding of $\left(\Sigma_{T_{0}}^{\mathrm{eq}}, \boldsymbol{q}\right)$ into $\left(\mathbb{R}^{3}, \boldsymbol{f}\right)$ is

$$
\begin{align*}
\Phi: \Sigma_{T_{0}}^{\mathrm{eq}} & \longrightarrow \mathbb{R}^{3}  \tag{9.97}\\
(X, \varphi) & \longmapsto(r, z, \varphi)=(r(X), \pm Z(r(X)), \varphi)
\end{align*}
$$

with the function $r(X)$ is given by Eq. (9.89), the sign $\pm$ is + on $\Sigma_{T_{0}}^{+, \text {eq }}$ and - on $\Sigma_{T_{0}}^{-, \text {eq }}$ and the function $Z(r)$ obeys

$$
1+Z^{\prime}(r)^{2}=\left(1-\frac{2 m}{r}\left(1-T_{0}^{2} \mathrm{e}^{-r / 2 m}\right)\right)^{-1}
$$

Thanks to Eq. (9.91), this expression can be recast as

$$
\begin{equation*}
Z^{\prime}(r)^{2}=\frac{1-T_{0}^{2} \mathrm{e}^{-r / 2 m}}{T_{0}^{2} \mathrm{e}^{-r / 2 m}+\frac{r}{2 m}-1}=\frac{\mathrm{e}^{r / 2 m}-T_{0}^{2}}{X(r)^{2}} . \tag{9.98}
\end{equation*}
$$

For $\left|T_{0}\right|<1$, i.e. when $\Sigma_{T_{0}}^{\mathrm{eq}}$ is connected, the map (9.97) defines a smooth embedding if, and only if, at the boundary $X=0$ between $\Sigma_{T_{0}}^{+, \text {eq }}$ and $\Sigma_{T_{0}}^{-, \text {eq }}$, the following holds:

$$
\begin{equation*}
Z(r(0))=0 \quad \text { and } \quad Z^{\prime}(r(0))=\infty \tag{9.99}
\end{equation*}
$$

The condition $Z(r(0))=0$ insures the continuity of the embedded surface $\Phi\left(\Sigma_{T_{0}}^{\mathrm{eq}}\right)$, while $Z^{\prime}(r(0))=+\infty$ insures that it has a vertical tangent at the junction between $\Phi\left(\Sigma_{T_{0}}^{+, \text {eq }}\right)$ and $\Phi\left(\Sigma_{T_{0}}^{- \text {eq }}\right)$, so that it is a smooth surface. Fortunately, the condition $Z^{\prime}(r(0))=\infty$ is automatically fulfilled from the second expression of $Z^{\prime}(r)^{2}$ in (9.98): $Z^{\prime}(r)^{2}$ clearly diverges at $X=0$. Moreover, in order for the isometric embedding $\Phi$ to be well-defined, the right-hand side of (9.98) must be non-negative. Since the denominator of the last term is manifestly non-negative, the sign is determined by the numerator. Hence the condition $\mathrm{e}^{r / 2 m} \geq T_{0}^{2}$, or equivalently,

$$
\begin{equation*}
r \geq 4 m \ln \left|T_{0}\right| \tag{9.100}
\end{equation*}
$$

For $\left|T_{0}\right| \leq 1$, this condition is always fulfilled, since $\ln \left|T_{0}\right| \leq 0$ and $r \geq 0$. For $\left|T_{0}\right|>1$, it implies the existence of a minimal value of $r$,

$$
\begin{equation*}
r_{\mathrm{emb}}\left(T_{0}\right):=4 m \ln \left|T_{0}\right|, \tag{9.101}
\end{equation*}
$$

such that the part of $\Sigma_{T_{0}}^{\mathrm{eq}}$ with $r<r_{\text {emb }}\left(T_{0}\right)$ cannot be embedded isometrically in the Euclidean 3 -space.

Remark 2: The above result should not be surprising since there is no guarantee that a 2-dimensional Riemannian manifold can be isometrically embedded in the 3-dimensional Euclidean space. The relevant theorem here is Nash embedding theorem [339], which states that any smooth Riemannian manifold of dimension $n$ can be isometrically embedded in the Euclidean space $\left(\mathbb{R}^{m}, \boldsymbol{f}\right)$, with $m \leq n(n+1)(3 n+$ $11) / 2$. For $n=2$, we get $m \leq 51$, so there is really no guarantee that $m=3$ is sufficient...

Via (9.89) and the fact that the rescaled Lambert function $W$ is an increasing function (cf. Fig. 9.4), of inverse $F(x)=\mathrm{e}^{x}(x-1)$, the condition (9.100) can be turned into a condition on X:

$$
\begin{equation*}
|X| \geq X_{\mathrm{emb}}\left(T_{0}\right):=\left|T_{0}\right| \sqrt{2 \ln \left|T_{0}\right|} \tag{9.102}
\end{equation*}
$$

This limit is shown as the grey dotted curve in Fig. 9.12.


Figure 9.14: Flamm paraboloid: isometric embedding in the Euclidean $\mathbb{R}^{3}$ of the spacelike slice $T=0$ and $\theta=\pi / 2$ of Schwarzschild spacetime. The $(x, y)$ coordinates are the standard Cartesian coordinates of $\mathbb{R}^{3}$ related to $(r, \varphi)$ via $x=r \cos \varphi$ and $y=r \sin \varphi$. The labels are in units of $m$. [Figure generated by the notebook D.4.19]

Summarizing, the minimal value of $r$ on the embedded surface is $r_{0}$ [cf. Eq. (9.90)] for $\left|T_{0}\right| \leq 1$ or $r_{\text {emb }}\left(T_{0}\right)$ for $\left|T_{0}\right|>1$ :

$$
r_{\min }\left(T_{0}\right)=\left\{\begin{array}{lll}
2 m W\left(-T_{0}^{2}\right) & \text { if } & \left|T_{0}\right| \leq 1  \tag{9.103}\\
4 m \ln \left|T_{0}\right| & \text { if } & \left|T_{0}\right|>1
\end{array}\right.
$$

Note that $r_{\text {min }}\left(T_{0}\right)$ is a continuous function, with the peculiar values $r_{\text {min }}(0)=2 m$ and $r_{\min }(1)=0$. The embedding function $Z(r)$ is found by integration of $Z^{\prime}(r)$, as given by (9.98), from $r_{\text {min }}\left(T_{0}\right)$ to $r$ :

$$
\begin{equation*}
Z(r)=2 m \int_{\frac{r_{\min }\left(T_{0}\right)}{2 m}}^{\frac{r}{2 m}} \sqrt{\frac{1-T_{0}^{2} \mathrm{e}^{-x}}{T_{0}^{2} \mathrm{e}^{-x}+x-1}} \mathrm{~d} x \tag{9.104}
\end{equation*}
$$

The integral cannot be computed exactly in terms of elementary functions, except for $T_{0}=0$, where it reduces to

$$
Z(r)=2 m \int_{1}^{\frac{r}{2 m}} \frac{\mathrm{~d} x}{\sqrt{x-1}} \quad\left(T_{0}=0\right)
$$

Hence

$$
\begin{equation*}
Z(r)=4 m \sqrt{\frac{r}{2 m}-1} \quad\left(T_{0}=0\right) \tag{9.105}
\end{equation*}
$$

According to (9.97), the whole surface $\Phi\left(\sum_{T_{0}}^{\mathrm{eq}}\right)$ is obtained by considering $z=-Z(r)$ as well. The surface equation in terms of the cylindrical coordinates $(r, z, \varphi)$ of $\mathbb{R}^{3}$ is then


Figure 9.15: Sequence of isometric embeddings in the Euclidean space of spacelike slices of Schwarzschild spacetime defined by $T=T_{0}$ and $\theta=\pi / 2$. The slices are those shown in the Kruskal diagram of Fig. 9.12 (except for $T_{0}=0.9$ ). The first embedding $\left(T_{0}=0\right)$ is the Flamm paraboloid depicted in Fig. 9.14. In the disconnected case ( $T_{0}=1.5$ and $T_{0}=2.0$ ), the distance between the upper and lower parts is arbitrary (chosen here to be $\Delta z=1$ ). [Figure generated by the notebook D.4.19]

$$
z^{2}=16 m^{2}(r / 2 m-1), \text { or }
$$

$$
\begin{equation*}
z^{2}=8 m(r-2 m) . \tag{9.106}
\end{equation*}
$$

We recognize the equation of a paraboloid of revolution around the $z$-axis. It is known as Flamm paraboloid [179] and is depicted in Fig. 9.14. Its topology is clearly that of a cylinder $\left(\mathbb{R} \times \mathbb{S}^{1}\right)$. The geometry is different though: from top to bottom, the radius of the "cylinder" decreases to a minimal value, $r_{\min }=2 m$, and then increases. The "neck" around $r=r_{\text {min }}$, or equivalently $X=0$, is called the Einstein-Rosen bridge [162]. Contemplating the slice $T=0$ in the Kruskal diagram of Fig. 9.12, we realize that this "bridge" connects the two asymptotically flat regions $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\text {III }}$. The Einstein-Rosen bridge is also called the Schwarzschild wormhole. However, it is not a traversable wormhole: it is clear from the Kruskal diagram (Figs. 9.8 and 9.12) or the Carter-Penrose diagram (Fig. 9.11) that no timelike or null worldline can go from $\mathscr{M}_{\mathrm{I}}$ to $\mathscr{M}_{\text {III }}$.


Figure 9.16: Same Flamm paraboloid as in Fig. 9.14 but seen from farther away. Despite being more and more flat, none of the two sheets is asymptotic to a plane. [Figure generated by the notebook D.4.19]

When $T_{0} \neq 0$, the integral in (9.104) has to be computed numerically (see Sec. D.4.19 for the computation with SageMath). The resulting embedded surfaces $\Phi\left(\Sigma_{T_{0}}^{\mathrm{eq}}\right)$ are shown in Fig. 9.15 for the values of $T_{0}$ involved in the Kruskal diagram of Fig. 9.12. When $T_{0}$ increases from 0 , the "neck" becomes thinner and thinner. At $T_{0}=1$, it ceases to be connected. As mentioned above, for $T_{0}>1$, the surface $\Sigma_{T_{0}}^{\text {eq }}$ can no longer be entirely isometrically embedded in the Euclidean 3 -space. Hence the holes in the central parts of the surfaces for $T_{0}=1.5$ and $T_{0}=2$. These holes correspond to the dotted segments in Fig. 9.12 and their radii are given by Eq. (9.101). Note that the tangents to the embedded surfaces at their inner boundaries are horizontal.

The evolution of $\Sigma_{T_{0}}$ as $T_{0}$ increases is not surprising if one remembers that the KruskalSzekeres time coordinate $T$ is not associated with any timelike Killing vector of Schwarzschild spacetime. The sequence shown in Fig. 9.15 can be thought of as representing the dynamics of the Schwarzschild wormhole, in particular its "pinching-off" at $T_{0}=1$, which forbids any traveler to go through it.
Remark 3: We have restricted ourselves to slices $T=$ const of Schwarzschild spacetime, with the isometric embedding limitation for $|T|>1$. We refer the reader to Ref. [121] for more general slices and the corresponding embedding diagrams.

Remark 4: There are many inexact plots of embeddings of spatial sections of Schwarzschild spacetime in the literature, including renown textbooks. A first common error is to draw the two ends of the embedded surface as asymptotic to flat planes, which a paraboloid is not (the vertical distance between the two ends grows unbounded, as $\sqrt{r}$, cf. Eq. (9.105) and Fig. 9.16). This is correct from a topological point of view, but not from the geometrical one, i.e. the embedding depicted in this way is not an isometry. Probably this results from some confusion with asymptotic flatness: it is true that the metric (9.94) tends to a flat metric when $r \rightarrow+\infty$, reflecting the asymptotic flatness of Schwarzschild spacetime, but the associated curvature does not decay fast enough to allow the embedded surface to be tangent to a plane. A second error regards the embeddings for $\left|T_{0}\right|>1$, which are depicted as variants of that $T_{0}=1$ (cf. Fig. 9.15), with two spikes at $r=0$, simply pushed apart. However, as discussed above, the isometric embeddings with $T=$ const cannot reach the region near $r=0$ for $\left|T_{0}\right|>1$.

Historical note : In 1916, very soon after the publication of Schwarzschild solution [401], the Austrian physicist Ludwig Flamm (1885-1964) showed that the slice $t=$ const and $\theta=\pi / 2$ in SchwarzschildDroste coordinates $(t, r, \theta, \varphi)$ can be isometrically embedded in the Euclidean space as a paraboloid of revolution obeying Eq. (9.106) [179]. Let us recall that the positive- $X$ part of the hypersurface $T=0$ considered here coincides with the hypersurface $t=0$ (cf. Remark 1 on p. 306). Although he draw the whole paraboloid (actually a parabola in a 2-dimensional plot - Fig. 2 of Ref. [179]), Flamm did not seem to have considered the negative- $z$ part as physically relevant. In other words, he limited his considerations to $\mathscr{M}_{\mathrm{I}}$ and did not contemplate any bridge to the extension $\mathscr{M}_{\mathrm{III}}$.

### 9.5.3 Isotropic coordinates

Let us consider a hypersurface of constant Schwarzschild-Droste time $t$ in $\mathscr{M}_{\mathrm{I}}$. According to Eq. (9.17), this hypersurface obeys

$$
\begin{equation*}
T=\tanh \left(\frac{t}{4 m}\right) X \tag{9.107}
\end{equation*}
$$

with $X>0$, which implies that it is represented by a straight half-line from the origin in the Kruskal diagram (cf. Fig. 9.8). Similarly, a hypersurface of constant $t^{\prime}$ in $\mathscr{M}_{\text {III }}$ obeys an equation identical to (9.107), except for $t$ replaced by $t^{\prime}$ and $X<0$ [cf. Eq. (9.33)]. Accordingly, for $t^{\prime}=t$, the union of these two hypersurfaces forms a hypersurface of $\mathscr{M}$ ruled by Eq. (9.107), with $X<0$ or $X>0$. If we add the points $(T, X)=(0,0)$ to it (i.e. the bifurcation sphere $\mathscr{S}$ (cf. Sec. 9.3.3), we obtain a connected hypersurface in which $X$ takes all values in the range $(-\infty,+\infty)$. Let us call $\mathcal{S}_{t}$ this hypersurface. In other words, $\mathcal{S}_{t}$ is the hypersurface of $\mathscr{M}$ defined by Eq. (9.107) with $X \in \mathbb{R}$. Note that for $t=0$, this hypersurface coincides with the hypersurface $T=0$ introduced in Sec. 9.5.1: $\mathcal{S}_{0}=\Sigma_{0}$. But for $t \neq 0, \mathcal{S}_{t} \neq \Sigma_{T}$.

There are two Schwarzschild-Droste coordinate systems on $\mathcal{S}_{t}:(r, \theta, \varphi)$ on $\mathcal{S}_{t} \cap \mathscr{M}_{\mathrm{I}}$ and $\left(r^{\prime}, \theta, \varphi\right)$ on $\mathcal{S}_{t} \cap \mathscr{M}_{\mathrm{III}}$, with both $r$ and $r^{\prime}$ ranging $(2 m,+\infty)$. Let us introduce on $\mathcal{S}_{t}$ a third coordinate system $\left(x^{\bar{i}}\right)=(\bar{r}, \theta, \varphi)$ as follows:

$$
\begin{array}{lll}
\text { on } \mathcal{S}_{t} \cap \mathscr{M}_{\mathrm{I}}: & \bar{r} \in\left(\frac{m}{2},+\infty\right), & r \\
& =\bar{r}\left(1+\frac{m}{2 \bar{r}}\right)^{2} \\
& \Longleftrightarrow \bar{r}=\frac{1}{2}(r-m+\sqrt{r(r-2 m)}) \\
\text { on } \mathcal{S}_{t} \cap \mathscr{M}_{\mathrm{III}}: & \bar{r} \in\left(0, \frac{m}{2}\right), & r^{\prime}=\bar{r}\left(1+\frac{m}{2 \bar{r}}\right)^{2} \\
& & \Longleftrightarrow \bar{r}=\frac{1}{2}\left(r^{\prime}-m-\sqrt{r^{\prime}\left(r^{\prime}-2 m\right)}\right)  \tag{9.108e}\\
\text { on } \mathcal{S}_{t} \cap \mathscr{S}: & \bar{r}=\frac{m}{2} . &
\end{array}
$$

The range of $\bar{r}$ is thus $(0,+\infty)$. The graph of the function $\bar{r} \mapsto \bar{r}(1+m /(2 \bar{r}))^{2}$ is depicted in Fig. 9.17. We can separate this graph in two parts: $\bar{r} \in(0, m / 2)$ (the $\mathscr{M}_{\text {III }}$ part) and $\bar{r} \in(m / 2,+\infty)$ (the $\mathscr{M}_{\text {I }}$ part). In each of these part, there is a one-to-one correspondence


Figure 9.17: Areal radius $r$ as a function of the isotropic coordinate $\bar{r}$.
between $\bar{r}$ and $r$ (or $r^{\prime}$ ). Note that

$$
\begin{array}{ll}
\text { when } r \rightarrow+\infty, & \bar{r} \sim r \\
\text { when } r^{\prime} \rightarrow+\infty, & \bar{r} \sim \frac{m^{2}}{4 r^{\prime}} . \tag{9.109b}
\end{array}
$$

When $t$ varies, $\mathcal{S}_{t}$ constitute a foliation of

$$
\begin{equation*}
\mathscr{M}_{\text {iso }}:=\mathscr{M}_{\mathrm{I}} \cup \mathscr{S} \cup \mathscr{M}_{\mathrm{III}} . \tag{9.110}
\end{equation*}
$$

This foliation is regular in both $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\text {III }}$, but is singular at the bifurcation sphere $\mathscr{S}$, since all the hypersurfaces $\mathcal{S}_{t}$ intersect there (cf. Fig. 9.8). We may then consider $\left(x^{\bar{\alpha}}\right)=(t, \bar{r}, \theta, \varphi)$ as a coordinate system on $\mathscr{M}_{\text {iso }}$, which is regular on $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\text {III }}$, but is singular at $\mathscr{S}$, i.e. at $\bar{r}=m / 2$. This system is called isotropic coordinates.

From (9.108a), we get

$$
\mathbf{d} r=\left(1+\frac{m}{2 \bar{r}}\right)\left(1-\frac{m}{2 \bar{r}}\right) \mathbf{d} \bar{r} \quad \text { and } \quad 1-\frac{2 m}{r}=\left(\frac{1-\frac{m}{2 \bar{r}}}{1+\frac{m}{2 \bar{r}}}\right)^{2}
$$

It is then immediate to deduce from (6.14) the expression of the metric tensor in terms of the isotropic coordinates $\left(x^{\bar{\alpha}}\right)=(t, \bar{r}, \theta, \varphi)$ :

$$
\begin{equation*}
\boldsymbol{g}=-\left(\frac{1-\frac{m}{2 \bar{r}}}{1+\frac{m}{2 \bar{r}}}\right)^{2} \mathbf{d} t^{2}+\left(1+\frac{m}{2 \bar{r}}\right)^{4}\left[\mathbf{d} \bar{r}^{2}+\bar{r}^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)\right] . \tag{9.111}
\end{equation*}
$$

Since the relation between $r^{\prime}$ and $\bar{r}$ is identical to that between $r$ and $\bar{r}$ [cf. Eqs. (9.108a) and (9.108c)], the above expression of $\boldsymbol{g}$ is valid on $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\text {III }}$. Note that all metric coefficients are regular on $\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\text {III }}$ (except for the standard coordinate singularity of the spherical coordinates $(\theta, \varphi)$ for $\theta \in\{0, \pi\}$ ). On the contrary Eq. (9.111) yields $\operatorname{det}\left(g_{\bar{\alpha} \bar{\beta}}\right)=0$ for $\bar{r}=m / 2$, which reflects the fact that the isotropic coordinates are singular on the bifurcation sphere $\mathscr{S}$.

A remarkable feature of expresssion (9.111) is that the spatial part is proportional to the flat metric $f$ of the Euclidean 3-space:

$$
\begin{equation*}
\boldsymbol{f}=\mathbf{d} \bar{r}^{2}+\bar{r}^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) . \tag{9.112}
\end{equation*}
$$

In other words, the metric $\gamma$ induced by $\boldsymbol{g}$ on $\mathcal{S}_{t}$ is conformal to the flat metric $\boldsymbol{f}$ (cf. Sec. 4.2.2):

$$
\begin{equation*}
\gamma=\Psi^{4} \boldsymbol{f} \tag{9.113}
\end{equation*}
$$

with the conformal factor ${ }^{6}$

$$
\begin{equation*}
\Psi=1+\frac{m}{2 \bar{r}} . \tag{9.114}
\end{equation*}
$$

The conformally-flat feature explains the name isotropic given to the coordinates $(t, \bar{r}, \theta, \varphi)$.
Remark 5: Sometimes, isotropic coordinates are simply presented as coordinates deduced from the standard Schwarzschild-Droste ones by formula (9.108a). But much more than a mere change of coordinate $r \leftrightarrow \bar{r}$ is involved: the two coordinate systems do not cover the same part of the extended Schwarzschild spacetime: Schwarzschild-Droste coordinates cover the region $\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\text {II }}$, while isotropic coordinates cover the region $\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\text {III }}$. In particular, isotropic coordinates cannot be used to describe the black hole interior (i.e. $\mathscr{M}_{\text {II }}$ ). This last feature can be inferred directly from the square in the $g_{t t}$ component read on (9.111), which implies an everywhere timelike Killing vector $\boldsymbol{\partial}_{t}$, while $\boldsymbol{\partial}_{t}$ is spacelike in $\mathscr{M}_{\text {II }}$ (cf. Sec. 6.2.5).

### 9.5.4 Recapitulation: coordinates on Schwarzschild spacetime

At this point, we have introduced many coordinate systems on Schwarzschild spacetime:

- Schwarzschild-Droste $(t, r, \theta, \varphi)$ (Sec. 6.2.3);
- ingoing Eddington-Finkelstein $(\tilde{t}, r, \theta, \varphi)$ (Sec. 6.3.2);
- null ingoing Eddington-Finkelstein $(v, r, \theta, \varphi)$ (Sec. 6.3.2);
- null outgoing Eddington-Finkelstein ( $u, r, \theta, \varphi$ ) (Sec. 6.4);
- Kruskal-Szekeres ( $T, X, \theta, \varphi$ ) (Sec. 9.2.1);
- global null $(U, V, \theta, \varphi)$ (Sec. 9.3.2);
- Penrose-Frolov-Novikov $(\tilde{U}, \tilde{V}, \theta, \varphi)$ (Sec. 9.4.3);

[^81]- isotropic $(t, \bar{r}, \theta, \varphi)$ (Sec. 9.5.3).

Two other coordinate systems will be introduced in Chap. 14:

- Lemaître synchronous $(\tau, \chi, \theta, \varphi)$ (Sec. 14.2.6);
- Painlevé-Gullstrand $(\tau, r, \theta, \varphi)$ (Sec. 14.2.7).


### 9.6 Physical relevance of the maximal extension

### 9.6.1 Naked singularity

Beside harboring a white hole (cf. Sec. 9.4.4), the maximal extension of Schwarzschild spacetime contains a naked singularity, i.e. a curvature singularity that can be seen by arbitrarily far observers in the asymptotically flat regions $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\text {III }}$. Indeed, it is clear from the CarterPenrose diagram of Fig. 9.11 that the past null cone of any event in $\mathscr{M}_{\text {I }}$ or $\mathscr{M}_{\text {III }}$ encounters the curvature singularity $r^{\prime}=0$ at the past boundary of $\mathscr{M}_{\mathrm{IV}}$. In other words, any observer in $\mathscr{M}_{\text {I }}$ or $\mathscr{M}_{\text {III }}$ can receive signals from this singularity. Contrary to the singularity $r=0$ at the future boundary of $\mathscr{M}_{\mathrm{II}}$, it is not "clothed" by a black hole horizon, but by a white hole horizon, which does not prevent null geodesics from moving from the singularity to the observer.

In a given spacetime, a naked singularity constitutes a limitation to predictability, since one cannot compute what may come out of the singularity at any instant. That no "reasonable" physical process can generate a naked singularity is known as the (weak) cosmic censorship conjecture, first formulated by Penrose in 1969 [367] (see also Sec. 10.1 of Wald's textbook [446]).

### 9.6.2 Astrophysical relevance

We shall see in Chap. 14 that, in spherical symmetry, the formation of a black hole by the astrophysical process of gravitational collapse of a star or a cloud of matter yields a spacetime that contains some parts of regions $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\text {II }}$ of Schwarzschild spacetime, but that do not contain any part of $\mathscr{M}_{\text {III }}$ nor $\mathscr{M}_{\text {IV }}$ (cf. the Carter-Penrose diagram of Fig. 14.4). In particular, it does not contain any white hole nor any naked singularity. In other words, the maximal extension of Schwarzschild spacetime cannot be formed by gravitational collapse of a star or a cloud of matter. This, of course, does not exclude by itself the existence of (approximate) maximally extended Schwarzschild regions in our universe. Such regions could exist because the universe is born with them built in. For instance, we shall see in Chap. 14 that there exist solutions of the Einstein equation describing a spherically symmetric ball of matter that is expanding from an initial singularity, reaches some maximal extension and then collapses and whose exterior contains parts of regions $\mathscr{M}_{\mathrm{I}}, \mathscr{M}_{\text {II }}$ and $\mathscr{M}_{\text {IV }}$, and even $\mathscr{M}_{\text {III }}$ (in which case, it is called a semiclosed world), cf. Figs. 14.5 and 14.6, as well as Remark 3 on p. 553. For the above reasons, the maximal extension of the Schwarzschild spacetime is sometimes called the eternal Schwarzschild black hole.

### 9.6.3 Use in theoretical physics

Even if the astrophysical motivation for the Schwarzschild maximal extension is pretty weak, this spacetime plays some role in theoretical physics. For instance, it has been advanced that quantum entanglement between two black holes can be realized by an Einstein-Rosen bridge [315], a conjecture that is known as $E R=E P R$, where $E R$ stands for Einstein-Rosen and $E P R$ for Einstein-Podolsky-Rosen, from the famous EPR paradox involving entangled particles (see e.g. Ref. [306]).

## Part III

## Kerr black hole

## Chapter 10

## Kerr black hole

## Contents

10.1 Introduction ..... 319
10.2 The Kerr solution ..... 320
10.3 Extension of the spacetime manifold through $\Delta=0$ ..... 330
10.4 Principal null geodesics ..... 336
10.5 Event horizon ..... 343
10.6 Global quantities ..... 347
10.7 Families of observers in Kerr spacetime ..... 350
10.8 Maximal analytic extension ..... 360
10.9 Further reading ..... 367

### 10.1 Introduction

Having studied the Schwarzschild black hole in the preceding chapters, we turn now to its rotating generalization: the Kerr black hole. The Kerr metric is arguably the most important solution of general relativity, largely because of the no-hair theorem, according to which all stationary black holes in the Universe are Kerr black holes (cf. Sec. 5.6).

In this chapter, the Kerr solution is first presented in terms of the standard Boyer-Lindquist coordinates and its basic properties are discussed (Sec. 10.2). Then Kerr coordinates are introduced in Sec. 10.3; contrary to Boyer-Lindquist coordinates, they are regular on the two Killing horizons of Kerr spacetime. Kerr coordinates are also tied to one of the two congruences of null geodesics related to the spacetime conformal structure: the principal null geodesics, which are introduced in Sec. 10.4. The second congruence, that of the so-called outgoing principal null geodesics, provides the generators of the black hole event horizon, which is studied in Sec. 10.5. Then Sec. 10.6 focuses on global quantities characterizing Kerr spacetime: mass, angular momentum and horizon area. Section 10.7 presents various standard families of
observers in Kerr spacetime. Finally, Sec. 10.8 discusses the maximal analytical extension of Kerr spacetime and the concept of Cauchy horizon.

### 10.2 The Kerr solution

### 10.2.1 Expression in Boyer-Lindquist coordinates

The Kerr solution depends on two constant non-negative real parameters:

- the mass parameter $m>0$, to be interpreted in Sec. 10.6.1 as the spacetime total mass;
- the spin parameter $a \geq 0$, to be interpreted in Sec. 10.6 .2 as the specific angular momentum $a=J / m$, $J$ being the spacetime total angular momentum.

In this chapter, we focus on Kerr solutions for which

$$
\begin{equation*}
0<a<m, \tag{10.1}
\end{equation*}
$$

postponing the case $a=m$ to Chap. 13. The Kerr solution is usually presented in the so-called Boyer-Lindquist coordinates $(t, r, \theta, \varphi)$. Except for the standard singularities of the spherical coordinates $(\theta, \varphi)$ on $\mathbb{S}^{2}$ at $\theta \in\{0, \pi\}$, we may consider that Boyer-Lindquist coordinates cover the manifold $\mathbb{R}^{2} \times \mathbb{S}^{2}$, with $t$ spanning $\mathbb{R}, r$ spanning ${ }^{1} \mathbb{R}, \theta$ spanning $(0, \pi)$ and $\varphi$ spanning $(0,2 \pi)$. Hence $(t, r)$ is a Cartesian chart covering $\mathbb{R}^{2}$ and $(\theta, \varphi)$ is the standard spherical chart of $\mathbb{S}^{2}$.

In this section, we choose the spacetime manifold to be the open subset $\mathscr{M}_{\text {BL }}$ of $\mathbb{R}^{2} \times \mathbb{S}^{2}$ formed by the disjoint union of the following three connected components (cf. Fig. 10.1):

$$
\begin{align*}
\mathscr{M}_{\mathrm{BL}} & :=\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\mathrm{II}} \cup \mathscr{M}_{\mathrm{III}},  \tag{10.2a}\\
\mathscr{M}_{\mathrm{I}} & :=\mathbb{R} \times\left(r_{+},+\infty\right) \times \mathbb{S}^{2}  \tag{10.2b}\\
\mathscr{M}_{\mathrm{II}} & :=\mathbb{R} \times\left(r_{-}, r_{+}\right) \times \mathbb{S}^{2}  \tag{10.2c}\\
\mathscr{M}_{\mathrm{III}} & :=\mathbb{R} \times\left(-\infty, r_{-}\right) \times \mathbb{S}^{2} \backslash \mathscr{R}, \tag{10.2d}
\end{align*}
$$

where

$$
\begin{equation*}
r_{+}:=m+\sqrt{m^{2}-a^{2}} \quad \text { and } \quad r_{-}:=m-\sqrt{m^{2}-a^{2}} \tag{10.3}
\end{equation*}
$$

and $\mathscr{R}$ is the subset of $\mathbb{R}^{2} \times \mathbb{S}^{2}$ defined in terms of Boyer-Lindquist coordinates $(t, r, \theta, \varphi)$ by

$$
\begin{equation*}
\mathscr{R}:=\left\{p \in \mathbb{R}^{2} \times \mathbb{S}^{2}, \quad r(p)=0 \text { and } \theta(p)=\frac{\pi}{2}\right\} . \tag{10.4}
\end{equation*}
$$

Remark 1: By construction, the points of $\mathbb{R}^{2} \times \mathbb{S}^{2}$ obeying $r=r_{-}$and $r=r_{+}$are excluded from the spacetime manifold $\mathscr{M}_{\text {BL }}$. In a latter stage (Sec. 10.3), we shall extend the spacetime manifold to include these points, so that the spacetime manifold will be $\mathscr{M}=\mathbb{R}^{2} \times \mathbb{S}^{2} \backslash \mathscr{R}$. Even latter on, after having
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Figure 10.1: View of a section $t=$ const of $\mathbb{R}^{2} \times \mathbb{S}^{2}$ in terms of the coordinates $(R, \theta, \varphi)$, with $R:=\mathrm{e}^{r}$, so that the region $r \rightarrow-\infty$ is reduced to a single point at the centre of all the pictured spheres. Such coordinates have been introduced for pictorial purposes by O'Neill [351].
noticed that $(\mathscr{M}, \boldsymbol{g})$ is not geodesically complete, we shall extend the spacetime manifold further and discuss the maximal analytic extension (Sec. 10.8).

Remark 2: One shall stress that the points having $r=0$ are not special points in $\mathbb{R}^{2} \times \mathbb{S}^{2}$ spanned by the coordinates $(t, r, \theta, \varphi)$. In particular, $(t, r)=\left(t_{0}, 0\right)$, where $t_{0}$ is a constant, defines a regular sphere $\mathscr{S}_{0}$ diffeomorphic to $\mathbb{S}^{2}$. On the spacetime manifold $\mathscr{M}_{\text {BL }}$, the points $r=0$ are part of $\mathscr{M}_{\text {III }}$ and because of the exclusion of $\mathscr{R}$ in the definition $(10.2 \mathrm{~d}),(t, r)=\left(t_{0}, 0\right)$ defines a sphere minus its equator (cf. Fig. 10.1, where the equator is the tick orange circle).

Note that thanks to the constraint (10.1), $r_{+}$and $r_{-}$are well-defined and obey

$$
\begin{equation*}
0<r_{-}<m<r_{+}<2 m . \tag{10.5}
\end{equation*}
$$

Note also that $\mathscr{R}$ is spanned by the coordinates $(t, \varphi)$ and is diffeomorphic to the 2-dimensional cylinder $\mathbb{R} \times \mathbb{S}^{1}$ :

$$
\begin{equation*}
\mathscr{R} \simeq \mathbb{R} \times \mathbb{S}^{1} \tag{10.6}
\end{equation*}
$$

This is so because $r=0$ is not a peculiar value of $r$ in $\mathbb{R}^{2} \times \mathbb{S}^{2}$ (cf. Remark 2 above). In view of Eqs. (10.2b)-(10.2d) and (10.4), it is clear that the various connected components of $\mathscr{M}_{\text {BL }}$ are defined in terms of the Boyer-Lindquist coordinates $(t, r, \theta, \varphi)$ by

$$
\begin{align*}
\forall p \in \mathscr{M}_{\mathrm{BL}}, \quad p \in \mathscr{M}_{\mathrm{I}} & \Longleftrightarrow r(p)>r_{+}  \tag{10.7a}\\
p \in \mathscr{M}_{\mathrm{II}} & \Longleftrightarrow r_{-}<r(p)<r_{+}  \tag{10.7b}\\
p \in \mathscr{M}_{\mathrm{III}} & \Longleftrightarrow r(p)<r_{-} \text {and }\left(r(p) \neq 0 \text { or } \theta(p) \neq \frac{\pi}{2}\right) . \tag{10.7c}
\end{align*}
$$

The Kerr metric is defined in terms of the Boyer-Lindquist coordinates $(t, r, \theta, \varphi)$ by

$$
\begin{align*}
\boldsymbol{g}= & -\left(1-\frac{2 m r}{\rho^{2}}\right) \mathbf{d} t^{2}-\frac{4 a m r \sin ^{2} \theta}{\rho^{2}} \mathbf{d} t \mathbf{d} \varphi+\frac{\rho^{2}}{\Delta} \mathbf{d} r^{2}  \tag{10.8}\\
& +\rho^{2} \mathbf{d} \theta^{2}+\left(r^{2}+a^{2}+\frac{2 a^{2} m r \sin ^{2} \theta}{\rho^{2}}\right) \sin ^{2} \theta \mathbf{d} \varphi^{2},
\end{align*}
$$

with

$$
\begin{equation*}
\rho^{2}:=r^{2}+a^{2} \cos ^{2} \theta \tag{10.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta:=r^{2}-2 m r+a^{2}=\left(r-r_{-}\right)\left(r-r_{+}\right) \tag{10.10}
\end{equation*}
$$

Note that on $\mathscr{M}_{\mathrm{BL}}, \rho \neq 0$ and $\Delta \neq 0$ (by construction of $\mathscr{M}_{\mathrm{BL}}!$ ), so that the metric components (10.8) are regular in $\mathscr{M}_{\mathrm{BL}}$, except for the standard singularities of the spherical coordinates $(\theta, \varphi)$.

By means of a computer algebra system (cf. the SageMath notebook D.5.1), one easily checks:

## Property 10.1: Kerr metric as a solution of the vacuum Einstein equation

The Kerr metric $\boldsymbol{g}$ [Eq. (10.8)] is a solution of the vacuum Einstein equation (1.44) on $\mathscr{M}_{\text {BL }}$.

Historical note : The Kerr solution has been found by the New Zealand mathematician Roy P. Kerr (then at the University of Texas at Austin) in the spring of 1963 [279]. Kerr was searching for algebraically special metrics, i.e. metrics whose Weyl conformal curvature tensor admits a doubly degenerate principal null direction (to be defined in Sec. 10.4 below), in the case where the principal null congruence has a non-vanishing twist (or "rotation"). The special case of vanishing twist (i.e. hypersurface-orthogonal congruence) had been treated by Ivor Robinson and Andrzej Trautman in 1962 [394]. Kerr used Cartan's structure equations in a null tetrad to manipulate the Einstein equation; he obtained the solution in coordinates different from the Boyer-Lindquist ones, known today as Kerr coordinates and to be discussed in Sec. 10.3.1 (cf. the historical note page 332). For more details about this fantastic discovery, see the account by Kerr himself in Refs. [280, 290]. Boyer-Lindquist coordinates have been introduced in 1966 by Robert H. Boyer (see the historical note on p. 85) and Richard W. Lindquist [64] (compare Eq. (2.13) of Ref. [64] with Eq. (10.8) above, keeping in mind that Boyer and Lindquist used $-a$ instead of $a$, following Kerr's convention in the discovery article [279], cf. the historical note on p. 332).

### 10.2.2 Basic properties

Various properties of the Kerr metric are immediate:

## Property 10.2: asymptotic flatness of Kerr spacetime

The spacetime $\left(\mathscr{M}_{\mathrm{BL}}, \boldsymbol{g}\right)$ has two asymptotically flat ends: one in $\mathscr{M}_{\mathrm{I}}$ for $r \rightarrow+\infty$, which
is equivalent to the asymptotics of a Schwarzschild spacetime of mass $m$ and the other one in $\mathscr{M}_{\text {III }}$ for $r \rightarrow-\infty$, which is equivalent to the asymptotics of a Schwarzschild spacetime of (negative!) mass -m.

Proof. For $r \rightarrow+\infty$ or $r \rightarrow-\infty$, one has $\rho^{2} \sim r^{2}$ and $\rho^{2} / \Delta \sim(1-2 m / r)^{-1}$, and $4 a \mathrm{mr} / \rho^{2} \mathbf{d} t \mathbf{d} \varphi \sim 4 a \mathrm{~m} / r^{2} \mathbf{d} t r \mathbf{d} \varphi$, so that the metric (10.8) becomes

$$
\begin{equation*}
\boldsymbol{g} \simeq-\left(1-\frac{2 m}{r}\right) \mathbf{d} t^{2}+\left(1-\frac{2 m}{r}\right)^{-1} \mathbf{d} r^{2}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)+O\left(\frac{1}{r^{2}}\right) \tag{10.11}
\end{equation*}
$$

For $r>0$, we recognize the Schwarzschild metric expressed in Schwarzschild-Droste coordinates [Eq. (6.14)]. For $r<0$, the change of coordinate $r^{\prime}=-r$ leads to the Schwarzschild metric as well, but with the negative mass parameter $m^{\prime}=-m$.

## Property 10.3: stationarity and axisymmetry of Kerr spacetime

The spacetime $\left(\mathscr{M}_{\mathrm{BL}}, \boldsymbol{g}\right)$ admits two isometries: stationarity and axisymmetry, generated respectively by the Killing vectors

$$
\begin{equation*}
\xi:=\boldsymbol{\partial}_{t} \quad \text { and } \quad \eta:=\boldsymbol{\partial}_{\varphi} . \tag{10.12}
\end{equation*}
$$

Proof. All the metric components $g_{\alpha \beta}$ in Eq. (10.8) are independent from $t$ and $\varphi$. This implies that the vector fields (10.12) are Killing vectors (cf. Sec. 3.3.1). Since $t$ spans $\mathbb{R}$, the isometry group generated by $\boldsymbol{\xi}$ is clearly the translation group ( $\mathbb{R},+$ ). Moreover, in view of (10.11), we have $\boldsymbol{\xi} \cdot \boldsymbol{\xi}=g_{t t}<0$ as $r \rightarrow+\infty$, which means that the Killing vector $\boldsymbol{\xi}$ is asymptotically timelike. Given the definition of stationarity stated in Sec. 5.2.1, we conclude that the Kerr spacetime is stationary. On the other side, since $\varphi$ is an azimuthal coordinate on $\mathbb{S}^{2}$, the isometry group generated by $\boldsymbol{\eta}$ is the rotation group $\mathrm{SO}(2)=\mathrm{U}(1)$. Moreover, $\boldsymbol{\partial}_{\varphi}$ is spacelike for $r \rightarrow+\infty$ (even for $r>0$ ). Hence, the Kerr spacetime is axisymmetric (cf. the definition given in Sec. 5.3.6).

## Property 10.4: non-staticity for $a \neq 0$

For $a \neq 0$, as we have assumed in (10.1), the Kerr spacetime is not static (cf. the definition in Sec. 5.2.1): the stationary Killing vector $\boldsymbol{\xi}$ is not hypersurface-orthogonal.

Proof. From Eq. (10.8), we have $\boldsymbol{\xi} \cdot \boldsymbol{\eta}=g_{t \varphi} \neq 0$ for $a \neq 0$. Since $\boldsymbol{\eta}=\boldsymbol{\partial}_{\varphi}$ is tangent to the hypersurfaces $t=$ const, this implies that $\boldsymbol{\xi}$ is not normal to these hypersurfaces. That there does not exist any hypersurface family orthogonal to $\boldsymbol{\xi}$ can be seen from the non-vanishing of the twist 3-form defined by Eq. (3.63): $\boldsymbol{\omega}:=\underline{\boldsymbol{\xi}} \wedge \mathbf{d} \underline{\boldsymbol{\xi}}$. We have indeed (see the notebook D.5.1 for the computation)

$$
\boldsymbol{\omega}=\frac{2 a m \sin \theta}{\rho^{4}}\left[\sin \theta\left(a^{2} \cos ^{2} \theta-r^{2}\right) \mathbf{d} t \wedge \mathbf{d} r \wedge \mathbf{d} \varphi+2 \Delta r \cos \theta \mathbf{d} t \wedge \mathbf{d} \theta \wedge \mathbf{d} \varphi\right] .
$$

Clearly $\boldsymbol{\omega} \neq 0$ as soon as $a \neq 0$. According to the Frobenius theorem (see e.g. Eq. (B.3.6) in Wald's textbook [446]), it follows that $\boldsymbol{\xi}$ is not hypersurface-orthogonal.

## Property 10.5: Schwarzschild limit

For $a \rightarrow 0$, the Kerr metric reduces to the Schwarzschild metric.

Proof. When $a \rightarrow 0$, we have $r_{+} \rightarrow 2 m, r_{-} \rightarrow 0, \rho^{2} \sim r^{2}$, and $\rho^{2} / \Delta \sim(1-2 m / r)^{-1}$, and we see on (10.8) that the Kerr metric reduces to the Schwarzschild metric expressed in Schwarzschild-Droste coordinates [Eq. (6.14)].

## Property 10.6: the double flat disk at $r=0$

The metric induced by the Kerr metric on the hypersurface $r=0$ of $\mathscr{M}_{\mathrm{BL}}$ is

$$
\begin{equation*}
\boldsymbol{h}=-\mathbf{d} t^{2}+a^{2}\left(\cos ^{2} \theta \mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{10.13}
\end{equation*}
$$

For $a \neq 0, \boldsymbol{h}$ is a flat Lorentzian metric, which can be brought to a manifestly Minkowskian form via the change coordinates $x:=a \sin \theta \cos \varphi, y:=a \sin \theta \sin \varphi: \boldsymbol{h}=-\mathbf{d} t^{2}+\mathbf{d} x^{2}+\mathbf{d} y^{2}$. In particular, for a fixed value of $t$, the $r=0$ subset

$$
\begin{equation*}
\mathcal{S}_{0, t}:=\left\{p \in \mathscr{M}_{\mathrm{III}}, r(p)=0, t(p)=t\right\} \tag{10.14}
\end{equation*}
$$

is made of two connected components, which are two flat open disks of radius $a$, corresponding respectively to $\theta<\pi / 2$ and $\theta>\pi / 2$, since the equator $\theta=\pi / 2$ is excluded by the very definition of $\mathscr{M}_{\text {III }}$ (cf. Remark 2 above).

Proof. On the hypersurface $r=0$, we have $\rho^{2}=a^{2} \cos ^{2} \theta, \Delta=a^{2}$ and $\mathbf{d} r=0$, so that the Kerr metric (10.8) induces the metric (10.13). That $\mathcal{S}_{0, t}$ is made of two disks is obvious from the range of variation of the coordinates $(x, y)$, which by construction obey $x^{2}+y^{2}<a^{2}$ (cf. Fig. C. 3 in Appendix C, where the Kerr-Schild coordinates ( $x, y$ ) coincide with the current coordinates $(x, y)$, up to some rotation).

The set $\mathcal{S}_{0, t}$ is depicted by the dotted red line in Fig. 10.1. It is also depicted in terms of the so-called Kerr-Schild coordinates in Figs. C.1-C.4 of Appendix C.

### 10.2.3 Determinant and inverse metric

The determinant of the metric $\boldsymbol{g}$ with respect to Boyer-Lindquist coordinates is deduced from (10.8); it takes a relatively simple form (see the notebook D.5.1 for the computation):

$$
\begin{equation*}
\operatorname{det}\left(g_{\alpha \beta}\right)=-\rho^{4} \sin ^{2} \theta . \tag{10.15}
\end{equation*}
$$

The inverse metric is (see the notebook D.5.1 for the computation)

$$
g^{\alpha \beta}=\left(\begin{array}{cccc}
-\frac{1}{\Delta}\left(r^{2}+a^{2}+\frac{2 a^{2} m r \sin ^{2} \theta}{\rho^{2}}\right) & 0 & 0 & -\frac{2 a m r}{\rho^{2} \Delta}  \tag{10.16}\\
0 & \frac{\Delta}{\rho^{2}} & 0 & 0 \\
0 & 0 & \frac{1}{\rho^{2}} & 0 \\
-\frac{2 a m r}{\rho^{2} \Delta} & 0 & 0 & \frac{1}{\Delta \sin ^{2} \theta}\left(1-\frac{2 m r}{\rho^{2}}\right)
\end{array}\right) .
$$

### 10.2.4 Ergoregion

Let us investigate the causal character of the stationary Killing vector $\boldsymbol{\xi}$. We have, according to (10.8) and (10.9),

$$
\boldsymbol{\xi} \cdot \boldsymbol{\xi}=g_{t t}=-1+\frac{2 m r}{r^{2}+a^{2} \cos ^{2} \theta} .
$$

Thus

$$
\boldsymbol{\xi} \text { timelike } \Longleftrightarrow r^{2}-2 m r+a^{2} \cos ^{2} \theta>0 \Longleftrightarrow r<r_{\mathscr{E}^{-}}(\theta) \quad \text { or } \quad r>r_{\mathscr{E}^{+}}(\theta),
$$

with

$$
\begin{equation*}
r_{\mathscr{E} \pm}(\theta):=m \pm \sqrt{m^{2}-a^{2} \cos ^{2} \theta} . \tag{10.17}
\end{equation*}
$$

Comparing with (10.3), we note that

$$
\begin{equation*}
0 \leq r_{\mathscr{E}^{-}}(\theta) \leq r_{-} \leq m \leq r_{+} \leq r_{\mathscr{E}^{+}}(\theta) \leq 2 m, \tag{10.18}
\end{equation*}
$$

with

$$
\begin{array}{rlll}
r_{\mathscr{E}^{-}}(0) & =r_{\mathscr{E}^{-}}(\pi)=r_{-} & \text {and } & r_{\mathscr{E}^{-}}(\pi / 2)=0 \\
r_{\mathscr{E}^{+}}(0)=r_{\mathscr{E}^{+}}(\pi)=r_{+} & \text {and } & r_{\mathscr{E}^{+}}(\pi / 2)=2 m . \tag{10.19b}
\end{array}
$$

Given the definition of $\mathscr{M}_{\mathrm{I}}, \mathscr{M}_{\mathrm{II}}$ and $\mathscr{M}_{\mathrm{III}}$, we conclude that:

## Property 10.7: ergoregion of Kerr spacetime

The stationary Killing vector $\boldsymbol{\xi}$ of Kerr spacetime obeys:

- $\boldsymbol{\xi}$ is timelike in the region of $\mathscr{M}_{\mathrm{I}}$ defined by $r>r_{\mathscr{E}^{+}}(\theta)$ and in the region of $\mathscr{M}_{\text {III }}$ defined by $r<r_{\mathscr{E}^{-}}(\theta)$;
- $\boldsymbol{\xi}$ is null on the hypersurface $\mathscr{E}^{+}$of $\mathscr{M}_{\mathrm{I}}$ defined by $r=r_{\mathscr{E}^{+}}(\theta)$ and on the hypersurface $\mathscr{E}^{-}$of $\mathscr{M}_{\text {III }}$ defined by $r=r_{\mathscr{E}^{-}}(\theta)$;
- $\boldsymbol{\xi}$ is spacelike in all $\mathscr{M}_{\text {II }}$ and in the region $\mathscr{G}^{+}$of $\mathscr{M}_{\text {I }}$ defined by $r<r_{\mathscr{E}^{+}}(\theta)$, as well as in the region $\mathscr{G}^{-}$of $\mathscr{M}_{\text {III }}$ defined by $r>r_{\mathscr{E}^{-}}(\theta)$.

According to the nomenclature introduced in Sec. 5.4.2, one calls $\mathscr{E}^{+}$(resp. $\mathscr{E}^{-}$) the outer ergosphere (resp. inner ergosphere) and $\mathscr{G}^{+}$(resp. $\mathscr{G}^{-}$) the outer ergoregion (resp. inner


Figure 10.2: Meridional view of a section $t=$ const of Kerr spacetime with $a / m=0.90$ in O'Neill exponential coordinates $x=\mathrm{e}^{r / m} \sin \theta$ and $z=\mathrm{e}^{r / m} \cos \theta$ (cf. Fig. 10.1). The right (resp. left) half of the figure corresponds to $\varphi=0$ (resp. $\varphi=\pi$ ). The Roman numbers I, II, III denote the components $\mathscr{M}_{\mathrm{I}}, \mathscr{M}_{\text {II }}$ and $\mathscr{M}_{\text {III }}$ of the manifold $\mathscr{M}_{\mathrm{BL}}$. The dotted orange circle marks the location of $r=0$, while the small black circle at the center of the figure corresponds to $r \rightarrow-\infty$. The two red dots marks the curvature singularity $\mathscr{R}$. The ergoregion (cf. Sec. 10.2.4) is shown in grey, while the yellow part is Carter time machine (cf. Sec. 10.2.5).


Figure 10.3: Same as Fig. 10.2 but for $a / m=0.50$.


Figure 10.4: Same as Fig. 10.2 but for $a / m=0.99$.
ergoregion). The part of $\mathscr{M}_{\text {BL }}$ where $\boldsymbol{\xi}$ is spacelike, i.e. $\mathscr{G}=\mathscr{G}^{+} \cup \mathscr{M}_{\text {II }} \cup \mathscr{G}^{-}$, is called the ergoregion.

Following the standard notation in topology, we shall denote by $\overline{\mathscr{G}}$ the closure of $\mathscr{G}$, i.e. the union of the ergoregion and the two ergospheres:

$$
\begin{equation*}
\bar{G}:=\mathscr{G} \cup \mathscr{E}^{-} \cup \mathscr{E}^{+} \tag{10.20}
\end{equation*}
$$

The locus where the Killing vector $\boldsymbol{\xi}$ is timelike is then $\mathscr{M}_{\mathrm{BL}} \backslash \overline{\mathscr{G}}$.
The ergoregion is depicted in Figs. 10.2-10.4. It is worth noticing that the locations of the inner and outer ergospheres in the equatorial plane $(\theta=\pi / 2)$ do not depend on the spin parameter $a: r_{\mathscr{E}^{-}}(\pi / 2)=0$ [Eq. (10.19a)] and $r_{\mathscr{E}^{+}}(\pi / 2)=2 m$ [Eq. (10.19b)], a feature that appears clearly in Figs. 10.2-10.4, given that $\mathrm{e}^{2} \simeq 7.39$.
Remark 3: By taking the limit $a \rightarrow 0$ in Eq. (10.17), we get $r_{\mathscr{E}^{+}}(\theta) \rightarrow 2 m$. Since $r_{+} \rightarrow 2 m$ in the same limit, we conclude that, for a Schwarzschild black hole, the outer ergosphere coincides with the event horizon. Consequently, there is no outer ergoregion for such a black hole: $\mathscr{G}^{+}=\varnothing$.

Remark 4: Sometimes the word ergosurface is used instead of ergosphere. One may encounter as well the names infinite redshift surface (e.g. [444]) and static limit (cf. Sec. 10.7.2 below) for ergosphere, especially in old texts.

Remark 5: By construction, the Killing vector $\boldsymbol{\xi}$ is null on the ergospheres $\mathscr{E}^{+}$and $\mathscr{E}^{-}$. It is moreover tangent to these hypersurfaces (see below). However, for $a \neq 0, \mathscr{E}^{+}$and $\mathscr{E}^{-}$are not Killing horizons, as defined in Sec. 3.3.2, since $\boldsymbol{\xi}$ fails to be normal to them, or equivalently, $\mathscr{E}^{+}$and $\mathscr{E}^{-}$are not null hypersurfaces. They are actually timelike hypersurfaces, except on the rotation axis. This can be seen by considering $\mathscr{E}^{ \pm}$as the level set $f=0$ of the scalar field $f:=r-r_{\mathscr{E}^{ \pm}}(\theta)=r-m \mp\left(m^{2}-a^{2} \cos ^{2} \theta\right)^{1 / 2}$ [cf. Eq. (10.17)]. The differential of $f$ is $\mathbf{d} f=\mathbf{d} r \pm a^{2} \sin \theta \cos \theta\left(m^{2}-a^{2} \cos ^{2} \theta\right)^{-1 / 2} \mathbf{d} \theta$, so that
$\langle\mathbf{d} f, \boldsymbol{\xi}\rangle=0$, which shows that $\boldsymbol{\xi}$ is tangent to $\mathscr{E}^{ \pm}$. The scalar square of the gradient vector field $\vec{\nabla} f$ associated to $\mathbf{d} f$ by metric duality is easily evaluated via the inverse metric (10.16):

$$
\vec{\nabla} f \cdot \vec{\nabla} f=g^{\mu \nu} \partial_{\mu} f \partial_{\nu} f=\frac{1}{\rho^{2}}\left(\Delta+\frac{a^{4} \sin ^{2} \theta \cos ^{2} \theta}{m^{2}-a^{2} \cos ^{2} \theta}\right) \stackrel{\mathscr{E} \pm}{=} \frac{a^{2} m^{2} \sin ^{2} \theta}{\rho^{2}\left(m^{2}-a^{2} \cos ^{2} \theta\right)} .
$$

Away from the rotation axis, i.e. for $\sin \theta \neq 0$, we have clearly $\vec{\nabla} f \cdot \vec{\nabla} f>0$ for $a \neq 0$, which shows that the normal $\vec{\nabla} f$ to $\mathscr{E}^{ \pm}$is spacelike, making $\mathscr{E}^{ \pm}$a timelike hypersurface. Further details about the outer ergosphere $\mathscr{E}^{+}$, especially the 2 -dimensional geometry of its time slices, are discussed in Ref. [263].

We shall see in Sec. 11.3.2 that the outer ergoregion plays a key role in an energy extraction mechanism known as the Penrose process.

### 10.2.5 Carter time machine

Let us now focus on the second Killing vector, $\boldsymbol{\eta}$. From (10.8) and (10.9), we have

$$
\begin{equation*}
\boldsymbol{\eta} \cdot \boldsymbol{\eta}=g_{\varphi \varphi}=\left(r^{2}+a^{2}+\frac{2 a^{2} m r \sin ^{2} \theta}{r^{2}+a^{2} \cos ^{2} \theta}\right) \sin ^{2} \theta \tag{10.21}
\end{equation*}
$$

Hence

$$
\boldsymbol{\eta} \text { spacelike } \Longleftrightarrow\left(r^{2}+a^{2}\right)\left(r^{2}+a^{2} \cos ^{2} \theta\right)+2 a^{2} m r \sin ^{2} \theta>0 .
$$

For $\theta \rightarrow 0$ or $\theta \rightarrow \pi$, the left-hand side of the above inequality is always positive, but for $\theta=\pi / 2$ and $r$ negative with $|r|$ small enough so that $2 a^{2} m|r|>r^{2}\left(r^{2}+a^{2}\right)$, it is negative. This feature is apparent on Fig. 10.5: for $\theta$ close to $\pi / 2$, there is a region $\mathscr{T}$ defined by $r_{\mathscr{T}}(\theta)<r<0$ for some negative function $r_{\mathscr{T}}(\theta)$, such that $g_{\varphi \varphi}<0$. Since $\mathscr{T}$ corresponds to negative values of $r$, we have $\mathscr{T} \subset \mathscr{M}_{\text {III }}$. Hence we conclude:

## Property 10.8: Carter time machine

The axisymmetric Killing vector $\boldsymbol{\eta}$ of Kerr spacetime obeys:

- $\boldsymbol{\eta}$ is spacelike in all $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\mathrm{II}}$, as well as outside the region $\mathscr{T}$ in $\mathscr{M}_{\mathrm{III}}$;
- $\boldsymbol{\eta}$ is timelike in the subset $\mathscr{T}$ of $\mathscr{M}_{\text {III }}$;
- $\eta$ is null at the boundary of $\mathscr{T}$.

The region $\mathscr{T}$ is called Carter time machine. This name stems from the fact that thanks to $\mathscr{T}$, there is a future-directed timelike curve connecting any two points of $\mathscr{M}_{\text {III }}$.

See e.g. Proposition 2.4.7 of O'Neill's textbook [351] for a demonstration, or Carter's original article [79]) for the proof of the last sentence. The Carter time machine $\mathscr{T}$ is depicted in yellow in the meridional diagrams of Figs. 10.2-10.4.


Figure 10.5: Graph of the function giving the sign of $g_{\varphi \varphi}$ for $a=0.9 m$ and various values of $\theta$.

### 10.2.6 Singularities

The components $g_{\alpha \beta}$ of the Kerr metric as given by (10.8) are diverging at various locations:

- when $\rho^{2} \rightarrow 0$, which, given (10.9) and assuming $a \neq 0$, is equivalent to approaching the cylinder $\mathscr{R}$ defined by (10.4);
- when $\Delta \rightarrow 0$, which, given (10.10), is equivalent to either $r \rightarrow r_{-}$or $r \rightarrow r_{+}$; the first case corresponds to the boundary (within $\mathbb{R}^{2} \times \mathbb{S}^{2}$ ) between $\mathscr{M}_{\text {II }}$ and $\mathscr{M}_{\text {III }}$ and the second case to the boundary between $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\mathrm{II}}$.

The divergence when $\rho^{2} \rightarrow 0$ corresponds to a curvature singularity:

## Property 10.9: ring singularity

The curvature of Kerr spacetime, as measured by the Kretschmann scalar $K:=R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma}$ [cf Eq. (6.44)], diverges for $\rho^{2} \rightarrow 0$, i.e. for $r \rightarrow 0$ and $\theta \rightarrow \pi / 2$. Accordingly the subset $\mathscr{R}$ of $\mathbb{R}^{2} \times \mathbb{S}^{2}$ defined by $\rho^{2}=0$ [Eq. (10.4)] is called the ring singularity of Kerr spacetime; the word ring reflects that $t=$ const sections of $\mathscr{R}$ are circles [cf. Eq. (10.6)].

Proof. The Kretschmann scalar expressed in terms of Boyer-Lindquist coordinates is (cf. the notebook D.5.1 for the computation)

$$
\begin{equation*}
K=48 \frac{m^{2}}{\rho^{12}}\left(r^{6}-15 r^{4} a^{2} \cos ^{2} \theta+15 r^{2} a^{4} \cos ^{4} \theta-a^{6} \cos ^{6} \theta\right) . \tag{10.22}
\end{equation*}
$$

The value for $\theta=\pi / 2$ is thus $K=48 m^{2} / r^{6}$, which clearly diverges for $r \rightarrow 0$ (i.e. $\rho^{2} \rightarrow 0$ ).

See Ref. [111] for an extended discussion of the ring singularity.
On the contrary, the divergence of the metric components (10.8) when $\Delta \rightarrow 0$ corresponds to a mere coordinate singularity, i.e. to a pathology of Boyer-Lindquist coordinates. The latter can be cured by switching to other coordinates, as we shall see in the next section.

### 10.3 Extension of the spacetime manifold through $\Delta=0$

### 10.3.1 Advanced Kerr coordinates

The advanced Kerr coordinates are coordinates $\left(x^{\hat{\alpha}}\right)=(v, r, \theta, \tilde{\varphi})$ defined on $\mathbb{R}^{2} \times \mathbb{S}^{2}$ and related to the Boyer-Lindquist coordinates $\left(x^{\alpha}\right)=(t, r, \theta, \varphi)$ introduced in Sec. 10.2.1 by

$$
\begin{align*}
& \mathbf{d} v=\mathbf{d} t+\frac{r^{2}+a^{2}}{\Delta} \mathbf{d} r  \tag{10.23a}\\
& \mathbf{d} \tilde{\varphi}=\mathbf{d} \varphi+\frac{a}{\Delta} \mathbf{d} r . \tag{10.23b}
\end{align*}
$$

If $a=0$, we note that the advanced Kerr coordinates are nothing but the null ingoing EddingtonFinkelstein coordinates on Schwarzschild spacetime (cf. Sec. 6.3.2 and compare (10.23a) with (6.28)).

Remark 1: In the literature, the advanced Kerr coordinates are often simply called Kerr coordinates (e.g. [331, 415]). However, we prefer to keep this short name for closely related coordinates to be introduced in Sec. 10.3.3. Both systems originate in Kerr's seminal article [279] (cf. the historical notes on p. 332 and p. 335). The advanced Kerr coordinates are also called Kerr-star coordinates by O'Neill [351].

Given that $\Delta=\left(r-r_{-}\right)\left(r-r_{+}\right)=r^{2}+a^{2}-2 m r$ [Eq. (10.10)], we have the identities

$$
\frac{r^{2}+a^{2}}{\Delta}=1+\frac{2 m}{r_{+}-r_{-}}\left(\frac{r_{+}}{r-r_{+}}-\frac{r_{-}}{r-r_{-}}\right) \quad \text { and } \quad \frac{a}{\Delta}=\frac{a}{r_{+}-r_{-}}\left(\frac{1}{r-r_{+}}-\frac{1}{r-r_{-}}\right)
$$

with $r_{+}-r_{-}=2 \sqrt{m^{2}-a^{2}}$, so that Eqs. (10.23) can be readily integrated to

$$
\begin{align*}
& v=t+r+\frac{m}{\sqrt{m^{2}-a^{2}}}\left(r_{+} \ln \left|\frac{r-r_{+}}{2 m}\right|-r_{-} \ln \left|\frac{r-r_{-}}{2 m}\right|\right)  \tag{10.24a}\\
& \tilde{\varphi}=\varphi+\frac{a}{2 \sqrt{m^{2}-a^{2}}} \ln \left|\frac{r-r_{+}}{r-r_{-}}\right| \tag{10.24b}
\end{align*}
$$

up to some additive constants. When $a \rightarrow 0$, we have $r_{+} \rightarrow 2 m$ and $r_{-} \rightarrow 0$ and by comparing Eq. (10.24a) with Eq. (6.27), we recover that the advanced Kerr coordinates reduces to the null ingoing Eddington-Finkelstein ones in this limit.

The expression of the metric tensor $\boldsymbol{g}$ in terms of the advanced Kerr coordinates ( $v, r, \theta, \tilde{\varphi}$ ) is computed from that in terms the Boyer-Lindquist ones, as given by Eq. (10.8), via (10.23).

One gets (cf. Appendix D or Eq. (5.31) of Ref. [242], or Lemma 2.5.2 of [351]):

$$
\begin{align*}
\boldsymbol{g}= & -\left(1-\frac{2 m r}{\rho^{2}}\right) \mathbf{d} v^{2}+2 \mathbf{d} v \mathbf{d} r-\frac{4 a m r \sin ^{2} \theta}{\rho^{2}} \mathbf{d} v \mathbf{d} \tilde{\varphi}  \tag{10.25}\\
& -2 a \sin ^{2} \theta \mathbf{d} r \mathbf{d} \tilde{\varphi}+\rho^{2} \mathbf{d} \theta^{2}+\left(r^{2}+a^{2}+\frac{2 a^{2} m r \sin ^{2} \theta}{\rho^{2}}\right) \sin ^{2} \theta \mathbf{d} \tilde{\varphi}^{2}
\end{align*}
$$

We note that the above metric components do not have any divergence when $\Delta \rightarrow 0$, contrary to the Boyer-Lindquist ones. Hence, we may extend the Kerr metric to the points of $\mathbb{R}^{2} \times \mathbb{S}^{2}$ where $\Delta=0$, i.e. to the hypersurfaces (cf. Fig. 10.1)

$$
\begin{equation*}
\mathscr{H}:=\left\{p \in \mathbb{R}^{2} \times \mathbb{S}^{2}, \quad r(p)=r_{+}\right\} \tag{10.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{H}_{\mathrm{in}}:=\left\{p \in \mathbb{R}^{2} \times \mathbb{S}^{2}, \quad r(p)=r_{-}\right\} \tag{10.27}
\end{equation*}
$$

The hypersurface $\mathscr{H}$ is actually the boundary between the regions $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\mathrm{II}}$, while $\mathscr{H}_{\text {in }}$ is the boundary between $\mathscr{M}_{\text {II }}$ and $\mathscr{M}_{\text {III }}$ (cf. Eq. (10.7) and Fig. 10.2). We thus consider

$$
\begin{equation*}
\mathscr{M}:=\mathscr{M}_{\mathrm{BL}} \cup \mathscr{H} \cup \mathscr{H}_{\mathrm{in}}=\mathbb{R}^{2} \times \mathbb{S}^{2} \backslash \mathscr{R} \tag{10.28}
\end{equation*}
$$

as the spacetime manifold. In order for $\boldsymbol{g}$ defined by (10.25) to be a well-defined metric on $\mathscr{M}$, it does not suffice that the components $g_{\hat{\alpha} \hat{\beta}}$ do not diverge at $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$ : one shall check as well that the bilinear form $\boldsymbol{g}$ is non-degenerate there. This is easily proven by considering the determinant of the metric components (10.25), which turns out to have a simple form:

$$
\begin{equation*}
\operatorname{det}\left(g_{\hat{\alpha} \hat{\beta}}\right)=-\rho^{4} \sin ^{2} \theta \tag{10.29}
\end{equation*}
$$

Except at $\theta=0$ and $\theta=\pi$ (the usual singularities of spherical coordinates), we have $\operatorname{det}\left(g_{\hat{\alpha} \hat{\beta}}\right) \neq$ 0 everywhere on $\mathscr{M}$, since $\rho$ vanishes only on $\mathscr{R}$, which is excluded from $\mathscr{M}$. Hence we conclude

## Property 10.10: Kerr spacetime

The symmetric bilinear form $\boldsymbol{g}$ given by Eq. (10.25) is regular and non-degenerate on the manifold $\mathscr{M}$ defined by (10.28) and thus $(\mathscr{M}, \boldsymbol{g})$ is a well-behaved spacetime - our Kerr spacetime from now on. We note that, contrary to $\mathscr{M}_{\mathrm{BL}}, \mathscr{M}$ is a connected manifold.

We deduce from (10.23) that

$$
\left.\frac{\partial v}{\partial t}\right|_{r, \theta, \varphi}=1,\left.\quad \frac{\partial v}{\partial r}\right|_{t, \theta, \varphi}=\frac{r^{2}+a^{2}}{\Delta},\left.\quad \frac{\partial \tilde{\varphi}}{\partial r}\right|_{t, \theta, \varphi}=\frac{a}{\Delta},\left.\quad \frac{\partial \tilde{\varphi}}{\partial \varphi}\right|_{t, r, \theta}=1
$$

It follows from the chain rule that the advanced Kerr coordinate frame is related to the BoyerLindquist coordinate frame by

$$
\begin{align*}
\boldsymbol{\partial}_{v} & =\boldsymbol{\partial}_{t}  \tag{10.30a}\\
\boldsymbol{\partial}_{\hat{r}} & =\boldsymbol{\partial}_{r}-\frac{a^{2}+r^{2}}{\Delta} \boldsymbol{\partial}_{t}-\frac{a}{\Delta} \boldsymbol{\partial}_{\varphi}  \tag{10.30b}\\
\boldsymbol{\partial}_{\theta} & =\boldsymbol{\partial}_{\theta}  \tag{10.30c}\\
\boldsymbol{\partial}_{\tilde{\varphi}} & =\boldsymbol{\partial}_{\varphi} \tag{10.30d}
\end{align*}
$$

Note that we are using the notation $\boldsymbol{\partial}_{\hat{r}}$ for the $\partial / \partial r$ vector of the advanced Kerr coordinates $\left(x^{\hat{\alpha}}\right)=(v, r, \theta, \tilde{\varphi})$, to distinguish it from the $\partial / \partial r$ vector of Boyer-Lindquist coordinates.

Remark 2: Contrary to the Schwarzschild case (cf. Sec. 6.3.2), $v$ is not a null coordinate for $a \neq 0$, but rather a spacelike one, i.e. the hypersurfaces of constant $v$ are timelike (cf. the definitions given in Sec. A.3.2). Indeed, the component $g^{v v}$ of the inverse metric in advanced Kerr coordinates is $g^{v v}=$ $a^{2} \sin ^{2} \theta / \rho^{2}$ (cf. the notebook D.5.2-1), so that $g^{v v}>0$ outside the rotation axis. The criterion (A.56) allows us to conclude that $v$ is a spacelike coordinate.

Historical note : The advanced Kerr coordinates are those in which Roy P. Kerr originally presented his solution in 1963 [279]. As noted by Kerr himself later on [280], he used $-a$ instead of $a$, because he was "rather hurried in performing this calculation (angular momentum) and got the sign wrong" (footnote in Sec. 2.5 of Ref. [280]). Actually, it was shown in 1964 by Robert H. Boyer and T.G. Price [65] that the angular momentum about the rotation axis of the Kerr solution is $J=-a m$, where $a$ is Kerr's one. Taking this into account, the correspondence between our notations and those of Kerr's article [279] is $v \leftrightarrow u$ and $a \leftrightarrow-a$. Then we can check that the metric (10.25) coincides with that given by an unnumbered (!) equation in Ref. [279].

### 10.3.2 Time orientation of Kerr spacetime

We read on (10.25) that $\boldsymbol{g}\left(\boldsymbol{\partial}_{\hat{r}}, \boldsymbol{\partial}_{\hat{r}}\right)=g_{r r}=0$, which implies that $\boldsymbol{\partial}_{\hat{r}}$ is a global null vector field on $\mathscr{M}$. We may then use it to set the time orientation of $(\mathscr{M}, \boldsymbol{g})$ (cf. Sec. 1.2.2):

## Property 10.11: time orientation of Kerr spacetime

The Kerr spacetime $(\mathscr{M}, \boldsymbol{g})$ is time-orientable, and we choose its time orientation such that

$$
\begin{equation*}
\boldsymbol{k}:=-\boldsymbol{\partial}_{\hat{r}} \tag{10.31}
\end{equation*}
$$

is a future-directed null vector field in all $\mathscr{M}$.

Remark 3: The minus sign in the above definition, along with Eq. (10.30b), ensures that

$$
\boldsymbol{k} \sim \partial_{t}-\partial_{r} \quad \text { when } r \rightarrow+\infty
$$

which shows that the time orientation set by $\boldsymbol{k}$ agrees asymptotically with that of $\boldsymbol{\xi}=\boldsymbol{\partial}_{t}$. The latter vector field could not have been chosen to set the time orientation of $(\mathscr{M}, \boldsymbol{g})$ since it is not causal everywhere, being spacelike in the ergoregion.

The field lines of $\boldsymbol{k}$ are future-directed null curves, which may be qualified of ingoing since, by definition, $-\boldsymbol{\partial}_{\hat{r}}$ points towards decreasing values of $r$. Note that, by the very definition of the coordinate vector $\boldsymbol{\partial}_{\hat{r}}$, the values of the coordinates $(v, \theta, \tilde{\varphi})$ are fixed along each of these null curves. We may therefore denote them by $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}$. We shall see in Sec. 10.4 that each $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}$ is actually a null geodesic.

## Decaying of $r$ towards the future in $\mathscr{M}_{\text {II }}$

The scalar square of the vector $\partial_{r}$ of Boyer-Lindquist coordinates is read from the metric components (10.8): $\boldsymbol{\partial}_{r} \cdot \boldsymbol{\partial}_{r}=\boldsymbol{g}\left(\boldsymbol{\partial}_{r}, \boldsymbol{\partial}_{r}\right)=g_{r r}=\rho^{2} / \Delta$. Since $\Delta$ is positive in $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\mathrm{III}}$ and negative in $\mathscr{M}_{\text {II }}$, we conclude that $\boldsymbol{\partial}_{r}$ is spacelike in $\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\text {III }}$ and timelike in $\mathscr{M}_{\mathrm{II}}$. Moreover, the above choice of time orientation leads to

## Property 10.12

In region $\mathscr{M}_{\mathrm{II}}$, the vector $\partial_{r}$ of Boyer-Lindquist coordinates is a past-directed timelike vector.

Proof. Applying Lemma 1.2 (Sec. 1.2.2) with $\boldsymbol{u}=\boldsymbol{k}$ and $\boldsymbol{v}=\boldsymbol{\partial}_{r}$, we get that $\boldsymbol{\partial}_{r}$ is past-directed iff $\boldsymbol{g}\left(\boldsymbol{k}, \boldsymbol{\partial}_{r}\right)>0$. Now, in terms of the Boyer-Lindquist components (10.8), $\boldsymbol{g}\left(\boldsymbol{k}, \boldsymbol{\partial}_{r}\right)=g_{\mu r} k^{\mu}=$ $g_{r r} k^{r}=\left(\rho^{2} / \Delta\right) k^{r}$. The Boyer-Lindquist component $k^{r}$ is given by Eq. (10.30b) where $\boldsymbol{\partial}_{\hat{r}}=-\boldsymbol{k}$; we get $k^{r}=-1$. Hence $\boldsymbol{g}\left(\boldsymbol{k}, \boldsymbol{\partial}_{r}\right)=-\rho^{2} / \Delta>0$ in $\mathscr{M}_{\mathrm{II}}$, for $\Delta<0$ there.

An important consequence of the above property is
Property 10.13: decreasing of $r$ in $\mathscr{M}_{\text {II }}$
In region $\mathscr{M}_{\text {II }}$, the coordinate $r$ must decrease towards the future along any causal (i.e. timelike or null) worldline.

Proof. Let $\mathscr{L}$ be a causal curve in region $\mathscr{M}_{\text {II }}$ and $\lambda$ a parameter along $\mathscr{L}$ increasing towards the future. The associated tangent vector $\boldsymbol{v}=\mathrm{d} \boldsymbol{x} / \mathrm{d} \lambda$ is then future-directed. According to the above result, $-\boldsymbol{\partial}_{r}$ is a future-directed timelike vector in $\mathscr{M}_{\text {II }}$, so that we can apply Lemma 1.1 (Sec. 1.2.2) with $\boldsymbol{u}=-\boldsymbol{\partial}_{r}$ and get $\boldsymbol{g}\left(-\boldsymbol{\partial}_{r}, \boldsymbol{v}\right)<0$. Now, using Boyer-Lindquist components, we have

$$
\boldsymbol{g}\left(-\boldsymbol{\partial}_{r}, \boldsymbol{v}\right)=-g_{r \mu} v^{\mu}=-g_{r r} v^{r}=-g_{r r} \frac{\mathrm{~d} r}{\mathrm{~d} \lambda}=-\frac{\rho^{2}}{\Delta} \frac{\mathrm{~d} r}{\mathrm{~d} \lambda}
$$

Since $-\rho^{2} / \Delta>0$ in $\mathscr{M}_{\mathrm{II}}, \boldsymbol{g}\left(-\boldsymbol{\partial}_{r}, \boldsymbol{v}\right)<0$ is thus equivalent to $\mathrm{d} r / \mathrm{d} \lambda<0$, which proves that $r$ is decreasing along $\mathscr{L}$ as $\lambda$ increases.

### 10.3.3 Kerr coordinates

As in Sec. 6.3.2, we shall move from the coordinate $v$ to a (asymptotically) timelike one by setting

$$
\begin{equation*}
\tilde{t}=v-r \Longleftrightarrow v=\tilde{t}+r \tag{10.32}
\end{equation*}
$$

so that $v$ appears as the advanced time $\tilde{t}+r$ (compare with Eq. (6.30)). We thus consider the coordinates $\left(x^{\tilde{\alpha}}\right)=(\tilde{t}, r, \theta, \tilde{\varphi})$, which we shall call Kerr coordinates (cf. the historical note below). It is worth to relate them to Boyer-Lindquist coordinates $(t, r, \theta, \varphi)$. This is easily
achieved by combining (10.23) with $\mathbf{d} \tilde{t}=\mathbf{d} v-\mathbf{d} r$ :

$$
\begin{array}{r}
\mathbf{d} \tilde{t}=\mathbf{d} t+\frac{2 m r}{\Delta} \mathbf{d} r \\
\mathbf{d} \tilde{\varphi}=\mathbf{d} \varphi+\frac{a}{\Delta} \mathbf{d} r . \tag{10.33b}
\end{array}
$$

The integrated version is obtained by substituting (10.32) in Eq. (10.24):

$$
\begin{align*}
& \tilde{t}=t+\frac{m}{\sqrt{m^{2}-a^{2}}}\left(r_{+} \ln \left|\frac{r-r_{+}}{2 m}\right|-r_{-} \ln \left|\frac{r-r_{-}}{2 m}\right|\right)  \tag{10.34a}\\
& \tilde{\varphi}=\varphi+\frac{a}{2 \sqrt{m^{2}-a^{2}}} \ln \left|\frac{r-r_{+}}{r-r_{-}}\right| \tag{10.34b}
\end{align*}
$$

Since the transformation (10.32) leads to $\mathbf{d} v=\mathbf{d} \tilde{t}+\mathbf{d} r$, the expression of the metric with respect to the Kerr coordinates $(\tilde{t}, r, \theta, \tilde{\varphi})$ is easily deduced from (10.25):

$$
\begin{align*}
\boldsymbol{g}= & -\left(1-\frac{2 m r}{\rho^{2}}\right) \mathbf{d} \tilde{t}^{2}+\frac{4 m r}{\rho^{2}} \mathbf{d} \tilde{t} \mathbf{d} r-\frac{4 a m r \sin ^{2} \theta}{\rho^{2}} \mathbf{d} \tilde{t} \mathbf{d} \tilde{\varphi} \\
& +\left(1+\frac{2 m r}{\rho^{2}}\right) \mathbf{d} r^{2}-2 a\left(1+\frac{2 m r}{\rho^{2}}\right) \sin ^{2} \theta \mathbf{d} r \mathbf{d} \tilde{\varphi}  \tag{10.35}\\
& +\rho^{2} \mathbf{d} \theta^{2}+\left(r^{2}+a^{2}+\frac{2 a^{2} m r \sin ^{2} \theta}{\rho^{2}}\right) \sin ^{2} \theta \mathbf{d} \tilde{\varphi}^{2} .
\end{align*}
$$

Since we kept $r, \theta$ and $\tilde{\varphi}$ and simply changed $v$ to $\tilde{t}$ via (10.32) when moving from the advanced Kerr coordinates to the Kerr ones, we easily get the link between the two coordinate frames:

$$
\begin{align*}
\boldsymbol{\partial}_{\tilde{t}} & =\boldsymbol{\partial}_{v}  \tag{10.36a}\\
\boldsymbol{\partial}_{\tilde{r}} & =\boldsymbol{\partial}_{v}+\boldsymbol{\partial}_{\hat{r}}  \tag{10.36b}\\
\boldsymbol{\partial}_{\theta} & =\boldsymbol{\partial}_{\theta}  \tag{10.36c}\\
\boldsymbol{\partial}_{\tilde{\varphi}} & =\boldsymbol{\partial}_{\tilde{\varphi}} . \tag{10.36d}
\end{align*}
$$

Note that we have denoted by $\boldsymbol{\partial}_{\tilde{r}}$ the second vector of the coordinate frame associated to the Kerr coordinates $\left(x^{\tilde{\alpha}}\right)=(\tilde{t}, r, \theta, \tilde{\varphi})$, in order to distinguish it from the coordinate vector $\boldsymbol{\partial}_{\hat{r}}$ of the advanced Kerr coordinates $\left(x^{\hat{\alpha}}\right)=(v, r, \theta, \tilde{\varphi})$, as well as from the coordinate vector $\boldsymbol{\partial}_{r}$ of the Boyer-Lindquist coordinates $\left(x^{\alpha}\right)=(t, r, \theta, \varphi)$.

By combining (10.30) and (10.36), we get the relation between the Kerr coordinate frame and the Boyer-Lindquist coordinate frame:

$$
\begin{align*}
\boldsymbol{\partial}_{\tilde{t}} & =\boldsymbol{\partial}_{t}  \tag{10.37a}\\
\boldsymbol{\partial}_{\tilde{r}} & =\boldsymbol{\partial}_{r}-\frac{2 m r}{\Delta} \boldsymbol{\partial}_{t}-\frac{a}{\Delta} \boldsymbol{\partial}_{\varphi}  \tag{10.37b}\\
\boldsymbol{\partial}_{\theta} & =\boldsymbol{\partial}_{\theta}  \tag{10.37c}\\
\boldsymbol{\partial}_{\tilde{\varphi}} & =\boldsymbol{\partial}_{\varphi} . \tag{10.37d}
\end{align*}
$$

We notice on (10.37a) and (10.37d) that the coordinate frame vectors $\boldsymbol{\partial}_{\tilde{t}}$ and $\boldsymbol{\partial}_{\tilde{\varphi}}$ coincide with the Killing vectors $\boldsymbol{\xi}$ and $\boldsymbol{\eta}$ :

$$
\begin{equation*}
\boldsymbol{\partial}_{\tilde{t}}=\boldsymbol{\xi} \quad \text { and } \quad \boldsymbol{\partial}_{\tilde{\varphi}}=\boldsymbol{\eta} \text {. } \tag{10.38}
\end{equation*}
$$

That $\boldsymbol{\partial}_{\tilde{t}}$ and $\boldsymbol{\partial}_{\tilde{\varphi}}$ are Killing vectors is not surprising since the metric components (10.35) do not depend on $\tilde{t}$ nor on $\tilde{\varphi}$.

The determinant of the metric components (10.35) takes a very simple form:

$$
\begin{equation*}
\operatorname{det}\left(g_{\tilde{\alpha} \tilde{\beta}}\right)=-\rho^{4} \sin ^{2} \theta \tag{10.39}
\end{equation*}
$$

The inverse metric also takes a rather simple form in terms of Kerr coordinates (see the notebook D.5.2-2 for the computation):

$$
g^{\tilde{\alpha} \tilde{\beta}}=\left(\begin{array}{cccc}
-1-\frac{2 m r}{\rho^{2}} & \frac{2 m r}{\rho^{2}} & 0 & 0  \tag{10.40}\\
\frac{2 m r}{\rho^{2}} & \frac{\Delta}{\rho^{2}} & 0 & \frac{a}{\rho^{2}} \\
0 & 0 & \frac{1}{\rho^{2}} & 0 \\
0 & \frac{a}{\rho^{2}} & 0 & \frac{1}{\rho^{2} \sin ^{2} \theta}
\end{array}\right) \text {. }
$$

Comparing (10.35) with (10.8), we note that the metric components in Kerr coordinates are slightly more complicated than those in Boyer-Lindquist coordinates, for they contain extra off-diagonal terms: $g_{\tilde{t} r}$ and $g_{r \tilde{\varphi}}$. However the determinant (10.39) and the inverse metric (10.40) are pretty simple. Morever Kerr coordinates are as well adapted to the spacetime symmetries as the Boyer-Lindquist ones, as (10.38) shows, and they have the great advantage to be regular on the boundary hypersurfaces $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$, contrary to Boyer-Lindquist coordinates. The last feature is all the more important that $\mathscr{H}$ is the future event horizon of Kerr spacetime, as we are going to see. Therefore, we shall continue our study of Kerr spacetime, and especially of the black hole feature, by means of Kerr coordinates.
Remark 4: The coordinate $\tilde{t}$ is not everywhere timelike, i.e. the hypersurfaces of constant $\tilde{t}$ are not everywhere spacelike. Indeed, according to the criterion (A.56), $\tilde{t}$ is timelike iff $g^{\tilde{t}}<0$ and we read on Eq. (10.40) that $g^{\tilde{t} \tilde{t}}=-1-2 m r / \rho^{2}$. Hence $\tilde{t}$ is timelike iff $\rho^{2}+2 m r>0$, or equivalently $r^{2}+2 m r+a^{2} \cos ^{2} \theta>0$. This quadratic polynomial in $r$ is positive everywhere except in the region of $\mathscr{M}_{\text {III }}$ defined by

$$
\begin{equation*}
-m-\sqrt{m^{2}-a^{2} \cos ^{2} \theta} \leq r \leq-m+\sqrt{m^{2}-a^{2} \cos ^{2} \theta} \tag{10.41}
\end{equation*}
$$

Note that this region is contained in the negative-r part of $\mathscr{M}_{\text {III }}$. We conclude that the coordinate $\tilde{t}$ is timelike in $\mathscr{M}_{\text {I }}, \mathscr{M}_{\text {II }}$ and in the part of $\mathscr{M}_{\text {III }}$ outside the region defined by (10.41). Consequently, the Kerr coordinates $(\tilde{t}, r, \theta, \tilde{\varphi})$ are related to a $3+1$ slicing of spacetime only outside the region (10.41). By $\mathbf{3 + 1}$ slicing, it is meant a foliation of $\mathscr{M}$ by spacelike hypersurfaces (see e.g. [207]).

Historical note : The coordinate $\tilde{t}$ has been introduced by Roy Kerr in the 1963 discovery article [279], by exactly the same transformation as (10.32) ( $\tilde{t}$ is denoted by $t$ and $v$ by $u$ in Ref. [279]). Kerr considered $\tilde{t}$ along with Cartesian-type coordinates $(x, y, z)$ deduced from $(r, \theta, \tilde{\varphi})$ by spheroidal transformations,
to form the coordinate system $(\tilde{t}, x, y, z)$, which is known today as Kerr-Schild coordinates (cf. Appendix C), despite they have been introduced first in Kerr's article [279] and not in the subsequent article by Kerr and Schild [281] (1965). Accordingly, the Kerr coordinates $(\tilde{t}, r, \theta, \tilde{\varphi})$ defined above are a mix of the coordinates $(v, r, \theta, \tilde{\varphi})$ in which Kerr exhibited his solution (cf. the historical note on p. 332), called here advanced Kerr coordinates, and the Kerr-Schild coordinates $(\tilde{t}, x, y, z)$. The Kerr coordinates $(\tilde{t}, r, \theta, \tilde{\varphi})$ have been first explicitely considered by Robert Boyer and Richard Lindquist in 1966 [64], being called by them the "(E) frame" - "(E)" standing for Eddington, since these coordinates generalize Eddington-Finkelstein coordinates to the rotating case. We can check that the metric (10.35) coincides with Eq. (2.7) of Boyer and Lindquist's article [64], keeping in mind that these authors were using $-a$ for $a$, as Kerr in 1963 (cf. the discussion about the sign of $a$ in the historical note on p. 332).

### 10.4 Principal null geodesics

### 10.4.1 Ingoing principal null geodesics

We have seen that the advanced Kerr coordinates $(v, r, \theta, \tilde{\varphi})$ introduced in Sec. 10.3.1 are such that the curves $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}$ defined by $(v, \theta, \tilde{\varphi})=$ const are null curves (cf. Sec. 10.3.2). Their future-directed tangent vector field is $\boldsymbol{k}=-\boldsymbol{\partial}_{\hat{r}}$ [Eq. (10.31)], which can expressed in terms of the Kerr basis via (10.36):

$$
\begin{equation*}
k=\partial_{\tilde{t}}-\partial_{\tilde{r}} \tag{10.42}
\end{equation*}
$$

The 1 -form $\underline{\boldsymbol{k}}$ associated to $\boldsymbol{k}$ by $\boldsymbol{g}$-duality is easily computed from $k_{\tilde{\alpha}}=g_{\tilde{\alpha} \tilde{\mu}} k^{\tilde{\mu}}$, with $g_{\tilde{\alpha} \tilde{\mu}}$ given by Eq. (10.35). We get $k_{\tilde{\alpha}}=\left(-1,-1,0, a \sin ^{2} \theta\right)$, i.e.

$$
\begin{equation*}
\underline{\boldsymbol{k}}=-\mathbf{d} \tilde{t}-\mathbf{d} r+a \sin ^{2} \theta \mathbf{d} \tilde{\varphi} . \tag{10.43}
\end{equation*}
$$

A direct computation (cf. the notebook D.5.2-2) shows that

$$
\begin{equation*}
\nabla_{k} k=0 \tag{10.44}
\end{equation*}
$$

It follows that each curve $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}$ is a geodesic and that the parameter $\lambda$ associated with $\boldsymbol{k}$ is an affine parameter of this geodesic (cf. Sec. B.2.1 in Appendix B). Since Eq. (10.42) implies $k^{r}=\mathrm{d} r / \mathrm{d} \lambda=-1$, we have, up to some additive constant,

$$
\begin{equation*}
\lambda=-r \tag{10.45}
\end{equation*}
$$

The geodesics $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}$ are called the ingoing principal null geodesics. The qualifier ingoing stems from the fact that $r$ is decreasing towards the future along $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}$, which is an immediate consequence of $\lambda=-r$ being a future-directed parameter along $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}$. The qualifier principal arises from a relation between $\boldsymbol{k}$ and the Weyl conformal curvature tensor $\boldsymbol{C}$ of Kerr spacetime (cf. Sec. A.5.4), namely:

$$
\begin{equation*}
C^{\alpha}{ }_{\mu \nu[\beta} k_{\gamma]} k^{\mu} k^{\nu}=0 \quad \text { and } \quad{ }^{*} C^{\alpha}{ }_{\mu \nu[\beta} k_{\gamma]} k^{\mu} k^{\nu}=0 \tag{10.46}
\end{equation*}
$$

where * $\boldsymbol{C}$ stands for the dual of the Weyl tensor:

$$
\begin{equation*}
{ }^{*} C_{\beta \gamma \delta}^{\alpha}:=\frac{1}{2} C_{\beta \mu \nu}^{\alpha} \epsilon_{\gamma \delta}^{\mu \nu}, \tag{10.47}
\end{equation*}
$$

$\boldsymbol{\epsilon}$ being the Levi-Civita tensor (cf. Sec. A.3.4). In view of (10.46), one says that the vector field $\boldsymbol{k}$ constitutes a doubly degenerate, principal null direction of $\boldsymbol{C}$ (see e.g. Chap. 5 of O'Neill textbook [351] for details). We note that the ingoing principal null geodesics form a congruence: through each point of $\mathscr{M}$, there is one, and only one, curve $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}$.
Remark 1: For the Kerr spacetime, as for any solution of the vacuum Einstein equation ( $\boldsymbol{R}=0$ ), the Weyl conformal curvature tensor $\boldsymbol{C}$ is equal to the Riemann curvature tensor Riem. Indeed, setting $\boldsymbol{R}=0$ in Eq. (A.118) yields immediately Riem $=\boldsymbol{C}$.

Remark 2: At the Schwarzschild limit, $a=0, \tilde{\varphi}=\varphi$ and the ingoing principal null geodesics $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}$ reduce to the ingoing radial null geodesics $\mathscr{L}_{(v, \theta, \varphi)}^{\text {in }}$ discussed in Secs. 6.3.1 and 6.3.5 [compare Eqs. (6.48) and (10.42)].

The components of $\boldsymbol{k}$ with respect to the Boyer-Lindquist coordinate frame are immediately deduced from Eq. (10.30b) and $\boldsymbol{k}=-\boldsymbol{\partial}_{\hat{r}}$ :

$$
\begin{equation*}
\boldsymbol{k}=\frac{r^{2}+a^{2}}{\Delta} \boldsymbol{\partial}_{t}-\boldsymbol{\partial}_{r}+\frac{a}{\Delta} \boldsymbol{\partial}_{\varphi} . \tag{10.48}
\end{equation*}
$$

Substituting Eqs. (10.33) for $\mathrm{d} \tilde{t}$ and $\mathrm{d} \tilde{\varphi}$ in Eq. (10.43), we get the expression of the associated 1 -form $\underline{\boldsymbol{k}}$ with respect to the Boyer-Lindquist coordinate coframe:

$$
\begin{equation*}
\underline{\boldsymbol{k}}=-\mathbf{d} t-\frac{\rho^{2}}{\Delta} \mathbf{d} r+a \sin ^{2} \theta \mathbf{d} \varphi \tag{10.49}
\end{equation*}
$$

Remark 3: Expressions (10.48) and (10.49) are singular on the two horizons $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$, where $\Delta=0$. This reflects of course the singularity of Boyer-Lindquist coordinates on $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$, not any pathology of the vector field $\boldsymbol{k}$. The expressions of $\boldsymbol{k}$ and $\underline{\boldsymbol{k}}$ in terms of Kerr coordinates [Eqs. (10.42) and (10.43)] are perfectly regular in all $\mathscr{M}$.

### 10.4.2 Outgoing principal null geodesics

One can construct a second congruence of principal null geodesics by considering the retarded Kerr coordinates instead of the advanced ones discussed in Sec. 10.3.1. The retarded Kerr coordinates ( $u, r, \theta, \tilde{\tilde{\varphi}}$ ) are defined by relations to Boyer-Lindquist coordinates that are similar to (10.23), up to a change of sign:

$$
\begin{align*}
& \mathbf{d} u=\mathbf{d} t-\frac{r^{2}+a^{2}}{\Delta} \mathbf{d} r  \tag{10.50a}\\
& \mathbf{d} \tilde{\tilde{\varphi}}=\mathbf{d} \varphi-\frac{a}{\Delta} \mathbf{d} r . \tag{10.50b}
\end{align*}
$$

The coordinates $(u, r, \theta, \tilde{\tilde{\varphi}})$ generalize the null outgoing Eddington-Finkelstein coordinates introduced in Sec. 6.4 to the case $a \neq 0$. Thanks to the symmetry $(t, \varphi) \mapsto(-t,-\varphi)$ of the Kerr metric (10.8), which turns $(u, \tilde{\tilde{\varphi}})$ into $(-v,-\tilde{\varphi})$, it is clear that the curves $\mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out }}$ defined by $(u, \theta, \tilde{\tilde{\varphi}})=$ const constitute a second congruence of principal null geodesics, called the


Figure 10.6: Principal null geodesics of Kerr spacetime viewed in terms of the Kerr coordinates ( $\tilde{t}, r)$ for $a / m=0.9$. The solid (resp. dashed) curves correspond to outgoing geodesics $\mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out }}$ (resp. ingoing geodesics $\left.\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}\right)$, as given by Eq. (10.52) with $u=$ const (resp. Eq. (10.32) with $v=$ const). The increment in $u$ between two depicted outgoing geodesics is $\delta u=2 m$; similarly, two depicted ingoing geodesics differ in their values of $v$ by $\delta v=2 m$. Note that the outgoing principal null geodesics tend to become tangent to the horizon $\mathscr{H}$ (resp. $\mathscr{H}_{\text {in }}$ ) when $r \rightarrow r_{+}$(resp. $r \rightarrow r_{-}$). Actually, we shall see in Sec. 10.5.3 and 10.8.3 that the generators of these two horizons belong to the outgoing principal null congruence. [Figure generated by the notebook D.5.3]
outgoing principal null geodesics. A priori, this congruence is defined only in $\mathscr{M}_{\text {BL }}$, i.e. where $\Delta \neq 0$, but we shall see below that we can extend it to all $\mathscr{M}$. As $-r$ was a affine parameter along the ingoing principal null geodesics, $r$ is an affine parameter along the outgoing principal null geodesics in $\mathscr{M}_{\mathrm{BL}}$. A difference with respect to the ingoing family is that, while $-r$ was always increasing towards the future along all ingoing geodesics, $r$ is increasing towards the future along outgoing principal null geodesics only in regions $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\mathrm{III}}$; in region $\mathscr{M}_{\mathrm{II}}, r$ is decreasing towards the future, in agreement with the general Property 10.13 (Sec. 10.3.2).

The fact that the Weyl tensor $C$ admits two, and exactly two, congruences of principal null geodesics means that the Kerr metric is an algebraically special solution of the Einstein equation: it belongs to the so-called Petrov type $D$ [351].

Let us find the expression of the outgoing principal null geodesics in terms of Kerr coordinates (which have been constructed on the ingoing principal null congruence). Combining (10.50) with (10.33), we get

$$
\begin{align*}
& \mathbf{d} u=\mathbf{d} \tilde{t}-\frac{r^{2}+2 m r+a^{2}}{\Delta} \mathbf{d} r  \tag{10.51a}\\
& \mathbf{d} \tilde{\tilde{\varphi}}=\mathbf{d} \tilde{\varphi}-\frac{2 a}{\Delta} \mathbf{d} r . \tag{10.51b}
\end{align*}
$$



Figure 10.7: Same as Fig. 10.6, but for $a / m=0.5$.

These equations can be integrated (cf. the computation leading to Eq. (10.24)), yielding

$$
\begin{align*}
& u=\tilde{t}-r-\frac{2 m}{\sqrt{m^{2}-a^{2}}}\left(r_{+} \ln \left|\frac{r-r_{+}}{2 m}\right|-r_{-} \ln \left|\frac{r-r_{-}}{2 m}\right|\right)  \tag{10.52a}\\
& \tilde{\tilde{\varphi}}=\tilde{\varphi}-\frac{a}{\sqrt{m^{2}-a^{2}}} \ln \left|\frac{r-r_{+}}{r-r_{-}}\right| \tag{10.52b}
\end{align*}
$$

The quantities $u-\tilde{t}$ and $\tilde{\tilde{\varphi}}-\tilde{\varphi}$ are plotted in terms of $r$ in Fig. 10.8. We see there that $u$ takes all values in the range $(-\infty,+\infty)$ in each of the regions $\mathscr{M}_{\mathrm{I}}, \mathscr{M}_{\mathrm{II}}$ and $\mathscr{M}_{\mathrm{III}}$. Accordingly, the 3-tuple ( $u, \theta, \tilde{\tilde{\varphi}}$ ) defines uniquely an outgoing principal null geodesic only in each of these three regions. In other words, the congruence of outgoing principal null geodesics can be split in three families $\mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out,I }}, \mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out, }}$, and $\mathscr{L}_{(u, \theta, \tilde{\tilde{q}})}^{\text {out,III }}$, each family being labelled by $(u, \theta, \tilde{\tilde{\varphi}})$. In what follows, we shall denote by $\mathscr{L}_{(u, \theta, \tilde{\varphi})}^{\text {out }}$ any member of one of these three families.

The outgoing principal null geodesics are depicted, along with the ingoing ones, in Figs. 10.6 and 10.7. Note that the $\tilde{\varphi}$-motion of the outgoing geodesics, as expressed by Eq. (10.52b) with $\tilde{\tilde{\varphi}}$ held fixed, is not shown in these figures, which represent only traces in the $(\tilde{t}, r)$ plane. Actually the geodesics $\mathscr{L}_{(u, \theta, \tilde{\varphi})}^{\text {out }}$, are winding with respect the Kerr coordinates $(\tilde{t}, r, \theta, \tilde{\varphi})$ at the coordinate speed

$$
\begin{equation*}
\left.\frac{\mathrm{d} \tilde{\varphi}}{\mathrm{~d} \tilde{t}}\right|_{\substack{(u, \theta, \tilde{\varphi})}}=\frac{2 a}{r^{2}+2 m r+a^{2}} \tag{10.53}
\end{equation*}
$$



Figure 10.8: $u-\tilde{t}$ (left panel) and $\tilde{\tilde{\varphi}}-\tilde{\varphi}$ (right panel) as functions of $r$ given by Eqs. (10.52) for $a / m=0.9$. The dashed vertical lines correspond to $r=r_{-}\left(\mathscr{H}_{\text {in }}\right)$ and $r=r_{+}(\mathscr{H})$ and delimitate the regions $\mathscr{M}_{\text {III }}, \mathscr{M}_{\text {II }}$ and $\mathscr{M}_{\mathrm{I}}$ (from the left to the right). [Figure generated by the notebook D.5.3]

Proof. Along a null geodesic $\mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out }}$, we have $\mathrm{d} u=0$ and $\mathrm{d} \tilde{\tilde{\varphi}}=0$, so that (10.51) yields

$$
\begin{equation*}
\left.\frac{\mathrm{d} \tilde{t}}{\mathrm{~d} r}\right|_{\mathscr{L}_{(u, \theta, \tilde{\varphi})}^{\text {out }}}=\frac{r^{2}+2 m r+a^{2}}{\Delta} \quad \text { and }\left.\quad \frac{\mathrm{d} \tilde{\varphi}}{\mathrm{~d} r}\right|_{\mathscr{L}_{(u, \theta, \tilde{\varphi})}^{\text {out }},}=\frac{2 a}{\Delta} . \tag{10.54}
\end{equation*}
$$

Dividing the second expression by the first one yields (10.53).
Note that in both asymptotically flat regions, when $r \rightarrow \pm \infty$, the winding speed (10.53) goes to zero and the two congruences of geodesics tend to $\pm 45^{\circ}$ lines in Figs. 10.6 and 10.7, as expected. Note also that, despite their name, the outgoing principal null geodesics are actually ingoing in $\mathscr{M}_{\text {II }}$ (between $\mathscr{H}_{\text {in }}$ and $\mathscr{H}$ ), i.e. have $r$ decreasing towards the future, in agreement with Property 10.13 (Sec. 10.3.2).

Remark 4: In Fig. 10.7, the outgoing geodesics seem to go "backward in time" in the region $-2 m \lesssim r \lesssim 0$. This is an artefact due to the hypersurfaces $\tilde{t}=$ const being not spacelike there, as discussed in Remark 4 p. 335. Consequently it is possible to move to the future with decaying values of $\tilde{t}$ in this region. The same effect exists, but is less pronounced, for $a / m=0.9$ (Fig. 10.6).

Another view of ingoing principal null geodesics is provided by Figs. C.1, C. 2 and C. 4 of Appendix C, which depict them in terms of Kerr-Schild coordinates.

### 10.4.3 Regular null tangent vector to the outgoing congruence

The presence of $\Delta$ in the denominators of expressions (10.54) shows that $r$ can no longer be considered as a parameter along $\mathscr{L}_{(u, \theta, \tilde{\varphi})}^{\text {out }}$, when $\Delta=0$, i.e. on $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$. Actually, the family $\mathscr{L}_{(u, \theta, \tilde{\varphi})}^{\text {out }}$ is not even defined there, since we read on (10.52) and see on Fig. 10.8 that $u \rightarrow \pm \infty$ and $\tilde{\tilde{\varphi}} \rightarrow \pm \infty$ when $r \rightarrow r_{ \pm}$(see also Fig. 6.5 for a pictorial view of $u \rightarrow+\infty$ when $r \rightarrow r_{+}$ in the Schwarzschild limit). In order to extend the outgoing principal null family to $\mathscr{H}$ and
$\mathscr{H}_{i \text { in }}$, let us introduce along any geodesic $\mathscr{L}_{(u, \theta, \tilde{\varphi})}^{\text {out }}$ in $\mathscr{M}_{\mathrm{BL}}$ the parameter $\lambda$ that is related to the affine parameter $r$ by

$$
\begin{equation*}
\frac{\mathrm{d} r}{\mathrm{~d} \lambda}=\frac{\Delta}{2\left(r^{2}+a^{2}\right)} \tag{10.55}
\end{equation*}
$$

The tangent vector to $\mathscr{L}_{(u, \theta, \tilde{\varphi})}^{\text {out }}$, associated to $\lambda, \ell$ say, has the following components w.r.t. Kerr coordinates, obtained by combining Eqs. (10.54) and (10.55):

$$
\begin{aligned}
& \ell^{\tilde{t}}=\frac{\mathrm{d} \tilde{t}}{\mathrm{~d} \lambda}=\frac{\mathrm{d} \tilde{t}}{\mathrm{~d} r} \times \frac{\mathrm{d} r}{\mathrm{~d} \lambda}=\frac{r^{2}+2 m r+a^{2}}{2\left(r^{2}+a^{2}\right)}=\frac{1}{2}+\frac{m r}{r^{2}+a^{2}} \\
& \ell^{r}=\frac{\mathrm{d} r}{\mathrm{~d} \lambda}=\frac{\Delta}{2\left(r^{2}+a^{2}\right)}=\frac{1}{2}-\frac{m r}{r^{2}+a^{2}} \\
& \ell^{\theta}=\frac{\mathrm{d} \theta}{\mathrm{~d} \lambda}=0 \\
& \ell^{\tilde{\varphi}}=\frac{\mathrm{d} \tilde{\varphi}}{\mathrm{~d} \lambda}=\frac{\mathrm{d} \tilde{\varphi}}{\mathrm{~d} r} \times \frac{\mathrm{d} r}{\mathrm{~d} \lambda}=\frac{a}{r^{2}+a^{2}} .
\end{aligned}
$$

In other words, we have

$$
\begin{equation*}
\ell=\left(\frac{1}{2}+\frac{m r}{r^{2}+a^{2}}\right) \boldsymbol{\partial}_{\tilde{t}}+\left(\frac{1}{2}-\frac{m r}{r^{2}+a^{2}}\right) \boldsymbol{\partial}_{\tilde{r}}+\frac{a}{r^{2}+a^{2}} \boldsymbol{\partial}_{\tilde{\varphi}} . \tag{10.56}
\end{equation*}
$$

It is clear that this vector field is regular everywhere in $\mathscr{M}$. Given the metric components (10.35), it is easy to check that $\boldsymbol{g}(\ell, \ell)=0$, i.e. that $\ell$ is a null vector. Moreover, an explicit computation (cf. the notebook D.5.2-2) reveals that

$$
\begin{equation*}
\nabla_{\ell} \ell=\kappa_{\ell} \ell, \quad \text { with } \quad \kappa_{\ell}:=\frac{m\left(r^{2}-a^{2}\right)}{\left(r^{2}+a^{2}\right)^{2}} \tag{10.57}
\end{equation*}
$$

Equation (10.57) shows that the integral curves of the vector field $\ell$ are geodesics (cf. Secs. 2.3.3 and B.2.2). In $\mathscr{M}_{\mathrm{BL}}$, they are nothing but the null geodesics $\mathscr{L}_{(u, \theta, \tilde{\varphi})}^{\text {out }}$. On $\mathscr{H}$ or $\mathscr{H}_{\mathrm{in}}$, they are null geodesics evolving at constant $r\left(=r_{+}\right.$or $\left.r_{-}\right)\left(\right.$since $\ell^{r}=0$ there), constant $\theta$ (since $\ell^{\theta}=0$ ) and constant $\psi$, where

$$
\begin{equation*}
\psi:=\tilde{\varphi}-\frac{a}{2 m r_{ \pm}} \tilde{t} . \tag{10.58}
\end{equation*}
$$

Indeed, in view of the components (10.56), we have along these geodesics

$$
\frac{\mathrm{d} \tilde{\varphi}}{\mathrm{~d} \tilde{t}}=\frac{\mathrm{d} \tilde{\varphi}}{\mathrm{~d} \lambda} \frac{\mathrm{~d} \lambda}{\mathrm{~d} \tilde{t}}=\frac{\ell^{\tilde{\varphi}}}{\ell^{\tilde{t}}}=\frac{2 a}{r_{ \pm}^{2}+2 m r_{ \pm}+a^{2}}=\frac{a}{2 m r_{ \pm}} .
$$

Since $a /\left(2 m r_{ \pm}\right)$is constant, we get $\tilde{\varphi}=a /\left(2 m r_{ \pm}\right) \tilde{t}+\psi$, where $\psi$ is some integration constant.

## Property 10.14: outgoing principal null geodesics

Given that $\ell$ is a smooth vector field, the congruence of outgoing principal null geodesics can be smoothly extended to include the integral curves of $\ell$ on $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$, which we shall denote by $\mathscr{L}_{(\theta, \psi)}^{\text {out, }}$, and $\mathscr{L}_{(\theta, \psi)}^{\text {out, } \mathscr{H}_{\mathrm{in}}}$, given that $\theta$ and $\psi$ [Eq. (10.58)] are constant along them. Consequently, the congruence of outgoing principal null geodesics on $\mathscr{M}$ is made of 5
families: $\mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out,I }}, \mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out,II }}, \mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out,III }}, \mathscr{L}_{(\theta, \psi)}^{\text {out, }, \mathscr{H}}$ and $\mathscr{L}_{(\theta, \psi)}^{\text {out, } \mathscr{H}_{\text {in }}}$, each family covering a different subset of $\mathscr{M}$.

Remark 5: At the Schwarzschild limit, $a=0, \tilde{\tilde{\varphi}}=\varphi, \psi=\varphi$ and the outgoing principal null geodesics $\mathscr{L}_{(u, \theta, \tilde{\varphi})}^{\text {out }}$ and $\mathscr{L}_{(\theta, \psi)}^{\text {out, }, \mathscr{H}}$ reduce respectively to the outgoing radial null geodesics $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}$ and $\mathscr{L}_{(\theta, \varphi)}^{\text {out }, \mathscr{H}}$ discussed in Secs. 6.3.1 and 6.3.5. This can be seen from the fact that, for $a=0$, the tangent vector $\ell$ given by Eq. (10.56) reduces to the tangent vector $\ell$ given by Eq. (6.53).

The 1 -form $\underline{\ell}$ associated to $\ell$ by $\boldsymbol{g}$-duality is obtained from $\ell_{\tilde{\alpha}}=g_{\tilde{\alpha} \tilde{\mu}} \ell^{\tilde{\mu}}$, with $g_{\tilde{\alpha} \tilde{\mu} \tilde{g}}$ given by Eq. (10.35):

$$
\begin{equation*}
\underline{\ell}=-\frac{\Delta}{2\left(r^{2}+a^{2}\right)} \mathbf{d} \tilde{t}+\frac{2 \rho^{2}-\Delta}{2\left(r^{2}+a^{2}\right)} \mathbf{d} r+\frac{a \Delta \sin ^{2} \theta}{2\left(r^{2}+a^{2}\right)} \mathbf{d} \tilde{\varphi} . \tag{10.59}
\end{equation*}
$$

The components of $\boldsymbol{\ell}$ and $\underline{\ell}$ with respect to the Boyer-Lindquist coordinate frame/coframe are obtained by combining Eq. (10.56) with Eq. (10.37) and Eq. (10.59) with Eq. (10.33):

$$
\begin{gather*}
\ell=\frac{1}{2} \boldsymbol{\partial}_{t}+\frac{\Delta}{2\left(r^{2}+a^{2}\right)} \boldsymbol{\partial}_{r}+\frac{a}{2\left(r^{2}+a^{2}\right)} \boldsymbol{\partial}_{\varphi} .  \tag{10.60}\\
\underline{\ell}=-\frac{\Delta}{2\left(r^{2}+a^{2}\right)} \mathbf{d} t+\frac{\rho^{2}}{2\left(r^{2}+a^{2}\right)} \mathbf{d} r+\frac{a \Delta \sin ^{2} \theta}{2\left(r^{2}+a^{2}\right)} \mathbf{d} \varphi . \tag{10.61}
\end{gather*}
$$

Remark 6: The reader may have noticed a certain dissymmetry between the chosen tangent vector $\boldsymbol{k}$ of ingoing principal null geodesics, which obeys $\boldsymbol{\nabla}_{\boldsymbol{k}} \boldsymbol{k}=0$ [Eq. (10.44)] and the tangent vector $\boldsymbol{\ell}$ of the outgoing ones, which obeys $\nabla_{\ell} \ell \neq 0$ [Eq. (10.57)]. The last property implies that the parameter $\lambda$ associated to $\ell$ is not affine, while the parameter $-r$ associated to $\boldsymbol{k}$ is (cf. Sec. B.2.2). The non-affine choice is the price to pay to have a parametrization of the outgoing congruence well-defined everywhere in $\mathscr{M}$, even where $\Delta=0$. We shall see in Sec. 10.8 that in the maximal extension of the Kerr spacetime, there are other regions where these features are reversed, thereby restoring the symmetry between ingoing and outgoing principal null geodesics on the extended spacetime.

Using either the Kerr components (10.42) and (10.56) or the Boyer-Lindquist components (10.48) and (10.60), one can easily evaluate the scalar product of $\boldsymbol{k}$ and $\boldsymbol{\ell}$ :

$$
\begin{equation*}
\boldsymbol{g}(\boldsymbol{k}, \ell)=-\frac{\rho^{2}}{r^{2}+a^{2}} \tag{10.62}
\end{equation*}
$$

This implies that $\boldsymbol{g}(\boldsymbol{k}, \boldsymbol{\ell})<0$ everywhere (note that $\rho^{2}=0$ would correspond to the ring singularity $\mathscr{R}$, which has been excluded from the spacetime manifold $\mathscr{M}$ ). Using Lemma 1.2 (Sec. 1.2.2) with $\boldsymbol{u}=\boldsymbol{k}$ and $\boldsymbol{v}=\boldsymbol{\ell}$, we conclude

## Property 10.15: $\ell$ future-directed

The tangent vector $\ell$ to the outgoing principal null geodesics is future-directed in all the Kerr spacetime $\mathscr{M}$.

Remark 7: Instead of $\ell$, another natural choice for the tangent vector to the outgoing principal null geodesics would have been the tangent vector $\hat{\boldsymbol{\ell}}$ such that $\boldsymbol{g}(\boldsymbol{k}, \hat{\ell})=-1$. In view of (10.62), the two tangent vectors are related by $\hat{\ell}=\left(r^{2}+a^{2}\right) / \rho^{2} \ell$ As for $\ell$, the tangent vector $\hat{\ell}$ does not correspond to an affine parameter of the outgoing principal null geodesics, i.e. its non-affinity coefficient $\kappa_{\hat{\ell}}$ is nonzero. While $\hat{\boldsymbol{\ell}}$ is used in many studies, we prefer $\boldsymbol{\ell}$ here because it coincides with the Killing vector $\boldsymbol{\xi}+\Omega_{\mathscr{H}} \boldsymbol{\eta}$ on the event horizon, as we shall see in Sec. 10.5 [Eq. (10.71)]. In particular, its non-affinity coefficient $\kappa_{\ell}$ yields the so-called black hole's surface gravity (Sec. 10.5.4 below).

### 10.5 Event horizon

### 10.5.1 The two Killing horizons of Kerr spacetime

Let us consider the hypersurfaces of $\mathscr{M}$ defined by a fixed value of the coordinate $r$. $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$ are two particular cases, corresponding to $r=r_{+}$and $r=r_{-}$respectively. The normal 1 -form to a hypersurface $r=$ const is $\mathbf{d} r$; the corresponding gradient vector field is $\vec{\nabla} r$, the components of which with respect to Kerr coordinates are $\nabla^{\tilde{\alpha}} r=g^{\tilde{\alpha} \tilde{\mu}} \partial_{\tilde{\mu}} r=g^{\tilde{\alpha} r}$, with $g^{\tilde{\alpha} r}$ read on the second raw of the matrix (10.40). Hence

$$
\overrightarrow{\boldsymbol{\nabla}} r=\frac{2 m r}{\rho^{2}} \boldsymbol{\partial}_{\tilde{t}}+\frac{\Delta}{\rho^{2}} \boldsymbol{\partial}_{\tilde{r}}+\frac{a}{\rho^{2}} \boldsymbol{\partial}_{\tilde{\varphi}} .
$$

Instead of $\vec{\nabla} r$, it is quite natural to consider the rescaled vector field $\boldsymbol{n}:=\rho^{2} \overrightarrow{\boldsymbol{\nabla}} r$ as the normal to the hypersurfaces $r=$ const, for it has simpler components in the Kerr frame:

$$
\begin{equation*}
\boldsymbol{n}=2 m r \boldsymbol{\partial}_{\tilde{t}}+\Delta \boldsymbol{\partial}_{\tilde{r}}+a \boldsymbol{\partial}_{\tilde{\varphi}} . \tag{10.63}
\end{equation*}
$$

The scalar square of $\boldsymbol{n}$ is $\boldsymbol{n} \cdot \boldsymbol{n}=n_{\mu} n^{\mu}=\rho^{2}\left(\nabla_{\mu} r\right) n^{\mu}=\rho^{2} n^{r}$. Hence, in view of (10.63),

$$
\begin{equation*}
\boldsymbol{n} \cdot \boldsymbol{n}=\rho^{2} \Delta . \tag{10.64}
\end{equation*}
$$

Since $\rho^{2}>0$ everywhere on $\mathscr{M}$ and $\Delta=\left(r-r_{+}\right)\left(r-r_{-}\right)$[Eq. (10.10)], we conclude:

## Property 10.16: causal type of the hypersurfaces of constant $r$

- The hypersurfaces $r=$ const are timelike in regions $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\mathrm{III}}$;
- The hypersurfaces $r=$ const are spacelike in region $\mathscr{M}_{\text {II }}$;
- $\mathscr{H}$ (where $\left.r=r_{+}\right)$and $\mathscr{H}_{\text {in }}$ (where $r=r_{-}$) are null hypersurfaces.

On $\mathscr{H}$ and $\mathscr{H}_{\text {in }}, \Delta=0$, so that Eq. (10.63) yields

$$
\begin{equation*}
\boldsymbol{n}=2 m r_{ \pm} \boldsymbol{\partial}_{\tilde{t}}+a \boldsymbol{\partial}_{\tilde{\varphi}}=2 m r_{ \pm} \boldsymbol{\xi}+a \boldsymbol{\eta} \tag{10.65}
\end{equation*}
$$

where we have used (10.38) and $r_{ \pm}$stands for $r_{+}$on $\mathscr{H}$ and $r_{-}$on $\mathscr{H}_{\text {in }}$. On $\mathscr{H}$, we may rewrite this expression as

$$
\begin{equation*}
\boldsymbol{n}=2 m r_{+} \boldsymbol{\chi} \tag{10.66}
\end{equation*}
$$

with

$$
\begin{equation*}
\boldsymbol{\chi}:=\boldsymbol{\xi}+\Omega_{\mathscr{H}} \boldsymbol{\eta} \tag{10.67}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{\mathscr{H}}:=\frac{a}{2 m r_{+}}=\frac{a}{r_{+}^{2}+a^{2}}=\frac{a}{2 m\left(m+\sqrt{m^{2}-a^{2}}\right)} . \tag{10.68}
\end{equation*}
$$

$\Omega_{\mathscr{H}}$ being a constant, the vector field $\chi$ defined by (10.67) is a Killing vector field of $(\mathscr{M}, \boldsymbol{g})$. Moreover, Eq. (10.66) shows that this Killing vector is normal to the null hypersurface $\mathscr{H}$. In view of the definition given in Sec. 3.3.2, we conclude:

## Property 10.17: $\mathscr{H}$ as a Killing horizon

The hypersurface $\mathscr{H}$ defined by $r=r_{+}$is a Killing horizon with respect to the Killing vector field $\chi$ [Eq. (10.67)].

Similarly, on $\mathscr{H}_{\text {in }}$, we may rewrite (10.65) as $\boldsymbol{n}=2 m r_{-} \boldsymbol{\chi}_{\text {in }}$, with

$$
\begin{equation*}
\chi_{\mathrm{in}}:=\boldsymbol{\xi}+\Omega_{\mathrm{in}} \boldsymbol{\eta} \tag{10.69}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{\mathrm{in}}:=\frac{a}{2 m r_{-}}=\frac{a}{r_{-}^{2}+a^{2}}=\frac{a}{2 m\left(m-\sqrt{m^{2}-a^{2}}\right)} \tag{10.70}
\end{equation*}
$$

thereby arriving at:
Property 10.18: $\mathscr{H}_{\text {in }}$ as a Killing horizon

The hypersurface $\mathscr{H}_{\text {in }}$ defined by $r=r_{-}$is a Killing horizon with respect to the Killing vector field $\chi_{\text {in }}$ [Eq. (10.69)].

We shall call $\mathscr{H}_{\text {in }}$ the inner horizon. We shall see in Sec. 10.8.3 that $\mathscr{H}_{\text {in }}$ is actually (part of) a so-called Cauchy horizon.

Historical note : The identification of the hypersurfaces $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$ as the only two null hypersurfaces of Kerr spacetime that are stationary (i.e. that are Killing horizons in the modern language) has been first performed in 1964 by Robert H. Boyer and T.G. Price [65], who claimed: "These are 'horizons' in the sense that there can be a flow of matter or radiation across them in only one direction. They are the analogues of the Schwarzschild null sphere or 'singularity'."

### 10.5.2 Black hole character

As a null hypersurface, $\mathscr{H}$ is a one-way membrane (cf. Sec. 2.2.2), therefore any (massive or null) particle that crossed it from $\mathscr{M}_{\mathrm{I}}$ to $\mathscr{M}_{\text {II }}$ can never be back in $\mathscr{M}_{\mathrm{I}}$. Let us show that $\mathscr{H}$ is actually a black hole event horizon, as defined in Sec. 4.4.2.

We have seen in Sec. 10.2.2 that the asymptotics of region $\mathscr{M}_{\mathrm{I}}$ is the same as that of Schwarzschild spacetime. Hence one can perform a conformal completion of $\left(\mathscr{M}_{\mathrm{I}}, \boldsymbol{g}\right)$ endowed
with a future null infinity $\mathscr{I}^{+}$and a past null infinity $\mathscr{I}^{-}$(an explicit construction of $\mathscr{I}^{+}$ and $\mathscr{I}^{-}$for Schwarzschild spacetime has been performed in Sec. 9.4.3). A conformal diagram representing $\mathscr{M}_{\mathrm{I}}$ along with $\mathscr{I}^{+}$and $\mathscr{I}^{-}$is given in Fig. 10.9 below.

Let us show that the causal past of the future null infinity coincide with $\mathscr{M}_{\mathrm{I}}: J^{-}\left(\mathscr{I}^{+}\right)=\mathscr{M}_{\mathrm{I}}$. Since, as stressed above, no future-directed causal curve can move from $\mathscr{M}_{\text {II }}$ to $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{I}^{+}$is a boundary of $\mathscr{M}_{\mathrm{I}}$, we have $\mathscr{M}_{\mathrm{II}} \cap J^{-}\left(\mathscr{I}^{+}\right)=\varnothing$. A fortiori $\mathscr{M}_{\text {III }} \cap J^{-}\left(\mathscr{I}^{+}\right)=\varnothing$. We have thus $J^{-}\left(\mathscr{I}^{+}\right) \subset \mathscr{M}_{\mathrm{I}}$. To show the equality between the two sets there remains to show that any point $p \in \mathscr{M}_{\mathrm{I}}$ can emit a signal reaching $\mathscr{I}^{+}$. Let $\mathscr{L}$ be the null geodesic through $p$ of the outgoing principal null congruence $\mathscr{L}_{(u, \theta, \tilde{\varphi})}^{\text {out }}$ introduced in Sec. 10.4, i.e. $\mathscr{L}$ is the unique geodesic departing from $p$ with the tangent vector $\ell$ given by (10.56). Along $\mathscr{L}$, one has

$$
\frac{\mathrm{d} r}{\mathrm{~d} \lambda}=\ell^{r}=\frac{1}{2}-\frac{m r}{r^{2}+a^{2}},
$$

where $\lambda$ is the parameter associated with $\ell$. In particular, at $p$, if we denote by $r_{0}$ the $r$-coordinate of $p$ in the Kerr system,

$$
\left.\frac{\mathrm{d} r}{\mathrm{~d} \lambda}\right|_{p}=\frac{1}{2}-\frac{m r_{0}}{r_{0}^{2}+a^{2}}>0
$$

The above inequality simply translates the fact that $r_{0}>r_{+}$wherever $p$ lies in $\mathscr{M}_{\mathrm{I}}$. Hence, initially $r$ is increasing along $\mathscr{L}$ and we get, since $-m r /\left(r^{2}+a^{2}\right)$ is an increasing function of $r$,

$$
\frac{\mathrm{d} r}{\mathrm{~d} \lambda} \geq \frac{1}{2}-\frac{m r_{0}}{r_{0}^{2}+a^{2}}=: \alpha>0 .
$$

Since $\alpha$ is a constant, we deduce that

$$
r \geq r_{0}+\alpha\left(\lambda-\lambda_{0}\right),
$$

where $\lambda_{0}$ is the value of $\mathscr{L}$ 's parameter at $p$. When $\lambda \rightarrow+\infty$, we get $r \rightarrow+\infty$, which proves that the null curve $\mathscr{L}$ reaches $\mathscr{I}^{+}$. Hence we conclude:

## Property 10.19: black hole region in Kerr spacetime

$\mathscr{B}=\mathscr{M} \backslash \mathscr{M}_{\mathrm{I}}$ is the black hole region, the event horizon of which is $\mathscr{H}$.
Incidentally, since we have already shown that $\mathscr{H}$ is a Killing horizon (Property 10.17), this illustrates the strong rigidity theorem (Property 5.25 in Sec. 5.4.2): the black hole event horizon of Kerr spacetime is a Killing horizon.

According to the discussion in Sec. 5.4.2, we may then call the quantity $\Omega_{\mathscr{H}}$ introduced in Eqs. (10.67)-(10.68) the black hole rotation velocity.

### 10.5.3 Null generators of the event horizon

The null vector field $\ell$ defined by Eq. (10.56) coincides with the Killing vector $\chi$ on $\mathscr{H}$, since $m r /\left(r^{2}+a^{2}\right) \stackrel{\mathscr{H}}{=} 1 / 2$ and $a /\left(r^{2}+a^{2}\right) \stackrel{\mathscr{H}}{=} \Omega_{\mathscr{H}}$ :

$$
\begin{equation*}
\ell \stackrel{\mathscr{H}}{=} \chi . \tag{10.71}
\end{equation*}
$$

Since (i) $\chi$ is tangent to the null geodesic generators of $\mathscr{H}$, being a null normal to it (cf. Sec. 2.3.3) and (ii) $\boldsymbol{\ell}$ is the tangent vector to the outgoing principal null geodesics $\mathscr{L}_{(\theta, \psi)}^{\text {out, } \mathscr{H}}$ (Sec. 10.4), we get

## Property 10.20: null generators of the event horizon

The null generators of the event horizon $\mathscr{H}$ are the geodesics $\mathscr{L}_{(\theta, \psi)}^{\text {out, } \mathscr{H}}$ of the outgoing principal null congruence.

Similarly, we have

## Property 10.21: null generators of the inner horizon

The null generators of the inner horizon $\mathscr{H}_{\text {in }}$ are the geodesics $\mathscr{L}_{(\theta, \psi)}^{\text {out, }, \mathscr{K}_{\text {in }}}$ of the outgoing principal null congruence.

The reader is referred to Fig. 5.1 for a pictorial view of the event horizon $\mathscr{H}$ spanned by the rotating null generators, as well as to Figs. 10.6 and 10.7, where it appears clearly that at $r=r_{+}$(resp. $r=r_{-}$) the outgoing principal null geodesics are tangent to $\mathscr{H}$ (resp. $\mathscr{H}_{\text {in }}$ ).

Remark 1: Since $\Delta=0$ on $\mathscr{H}$, we read immediately from Eq. (10.59) that

$$
\underline{\ell} \stackrel{\mathscr{H}}{=} \frac{\rho^{2}}{r^{2}+a^{2}} \mathbf{d} r,
$$

3 which shows that, at any point of $\mathscr{H}$, the vector $\ell$ is normal to the hypersurface $r=$ const through this point. This hypersurface being nothing but $\mathscr{H}$ itself, we recover the fact that $\ell$ is normal to $\mathscr{H}$.

In view of expression (10.68) for $\Omega_{\mathscr{H}}$, Eq. (10.58) for the parameter $\psi$ labelling the outgoing principal null geodesics $\mathscr{L}_{(\theta, \psi)}^{\text {out, }} \boldsymbol{\mathscr { H }}$ can be rewritten as

$$
\begin{equation*}
\psi=\tilde{\varphi}-\Omega_{\mathscr{H}} \tilde{t} \tag{10.72}
\end{equation*}
$$

Hence $\psi$ appears as a corotating azimuthal coordinate on $\mathscr{H}$. Moreover, we verify that the winding speed of the outgoing principal null geodesics given by Eq. (10.53) tends toward $\Omega_{\mathscr{H}}$ when approaching the event horizon:

$$
\begin{equation*}
\left.\lim _{r \rightarrow r_{+}} \frac{\mathrm{d} \tilde{\varphi}}{\mathrm{~d} \tilde{t}}\right|_{\mathscr{L}_{(u, \theta, \tilde{\varphi})}^{\mathrm{out}}}=\Omega_{\mathscr{H}} . \tag{10.73}
\end{equation*}
$$

This follows immediately from $\boldsymbol{\ell} \stackrel{\mathscr{H}}{=} \boldsymbol{\chi}=\boldsymbol{\xi}+\Omega_{\mathscr{H}} \boldsymbol{\eta}=\boldsymbol{\partial}_{\tilde{t}}+\Omega_{\mathscr{H}} \boldsymbol{\partial}_{\tilde{\varphi}}$ and the identity $r_{+}^{2}+a^{2}=$ $2 m r_{+}$(compare Eq. (10.53) with $r \rightarrow r_{+}$and Eq. (10.68)).

### 10.5.4 Surface gravity

In view of the pre-geodesic equation (10.57) satisfied by $\ell$ and the identity (10.71), we deduce that

$$
\begin{equation*}
\nabla_{\chi} \chi \stackrel{\mathscr{H}}{=} \kappa \chi \tag{10.74}
\end{equation*}
$$

with the non-affinity coefficient given by Eq. (10.57): $\kappa=\left.\kappa_{\ell}\right|_{r=r_{+}}=m\left(r_{+}^{2}-a^{2}\right) /\left(r_{+}^{2}+a^{2}\right)^{2}$. Since $r_{+}$is a zero of $\Delta$, we have $r_{+}^{2}+a^{2}=2 m r_{+}$, so that $\kappa$ can be rewritten as

$$
\begin{equation*}
\kappa=\frac{r_{+}^{2}-a^{2}}{2 r_{+}\left(r_{+}^{2}+a^{2}\right)}=\frac{r_{+}^{2}-a^{2}}{4 m r_{+}^{2}} . \tag{10.75}
\end{equation*}
$$

Substituting (10.3) for $r_{+}$, we get an expression involving the two basic Kerr parameters:

$$
\begin{equation*}
\kappa=\frac{\sqrt{m^{2}-a^{2}}}{2 m\left(m+\sqrt{m^{2}-a^{2}}\right)} . \tag{10.76}
\end{equation*}
$$

Given the strict inequality $a<m$ assumed in this chapter [Eq. (10.1)], we have $\kappa \neq 0$. According to the classification introduced in Sec. 3.3.6, we may state:

## Property 10.22: non-degeneracy of the event horizon

As long as $a<m$, the event horizon $\mathscr{H}$ is a non-degenerate Killing horizon.

In Sec. 3.3.7, we have seen that the non-affinity coefficient $\kappa$ can be interpreted as a "rescaled" surface gravity. Hence $\kappa$ is called the black hole surface gravity. The fact that $\kappa$ is a constant (i.e. does not depend on $\theta$ ) is an illustration of the zeroth law of black hole dynamics established in Sec. 3.3.5 (cf. in particular Example 14 in that section).
Remark 2: As a check, if we let $a \rightarrow 0$ in Eq. (10.76), we get $\kappa=1 /(4 m)$, i.e. we recover the Schwarzschild horizon value computed in Example 10 of Chap. 2 [cf. Eq. (2.29)].

### 10.6 Global quantities

### 10.6.1 Mass

We have seen in Sec. 10.2.2 that when $r \rightarrow+\infty$, the Kerr metric tends towards the Schwarzschild metric of parameter $m$ (cf. Eq. (10.11)); we conclude that $m$ is nothing but the gravitational mass $M$ (cf. Sec. 6.2.4). However, for any asymptotically flat spacetime endowed with a stationary Killing vector $\boldsymbol{\xi}$, as the Kerr spacetime, there is a well-defined concept of mass, namely the Komar mass introduced in Sec. 5.3.3. Let us show explicitly that for the Kerr spacetime, the Komar mass coincides with $m$. To this aim, we shall use expression (5.43) with $n=4$ for the Komar mass. We shall consider the Boyer-Lindquist coordinates $\left(x^{\alpha}\right)=(t, r, \theta, \varphi)$ and define $\mathscr{S}$ to be a sphere $(t, r)=$ const. Coordinates on $\mathscr{S}$ are then $\left(x^{2}, x^{3}\right)=(\theta, \varphi)$. Moreover, since the value of $M_{\mathscr{S}}$ does not depend on the choice of $\mathscr{S}$ (cf. Property 5.15), we may set $r \rightarrow+\infty$
and use the asymptotic flatness of Kerr metric to get simple expressions. The unit normals to $\mathscr{S}$ are then $\boldsymbol{n}=\boldsymbol{\partial}_{t}$ and $\boldsymbol{s}=\boldsymbol{\partial}_{r}$. Moreover, when $r \rightarrow+\infty, \sqrt{q}=r^{2} \sin \theta$. Hence Eq. (5.43) with $n=4$ yields

$$
M=-\frac{1}{8 \pi} \lim _{r \rightarrow+\infty} \int_{\mathscr{S}}(\partial_{r} \xi_{t}-\underbrace{\partial_{t} \xi_{r}}_{0}) r^{2} \sin \theta \mathrm{~d} \theta \mathrm{~d} \varphi
$$

with

$$
\xi_{t}=g_{t \mu} \xi^{\mu}=g_{t \mu} \delta^{\mu}{ }_{t}=g_{t t} \simeq-1+\frac{2 m}{r},
$$

the last expression resulting from the expansion (10.11). We have then $\partial_{r} \xi_{t}=-2 m / r^{2}$, so that the above integral yields

$$
\begin{equation*}
M=m \text {. } \tag{10.77}
\end{equation*}
$$

### 10.6.2 Angular momentum

Since the Kerr spacetime is axisymmetric, a well-defined notion of angular momentum is provided by the Komar angular momentum $J$ introduced in Sec. 5.3.6. Let us compute $J$ via Eq. (5.64) by means of Boyer-Lindquist coordinates, choosing for $\mathscr{S}$ a 2 -sphere $(t, r)=$ const. In evaluating the terms $s^{\mu} \partial_{\mu} \eta_{\nu} n^{\nu}$ and $n^{\mu} \partial_{\mu} \eta_{\nu} s^{\nu}$ as $r \rightarrow+\infty$, we have to be a little more cautious than in Sec. 10.6.1, since one of the components $\eta_{\alpha}$ is diverging when $r \rightarrow+\infty$ :

$$
\eta_{\alpha}=g_{\alpha \mu} \eta^{\mu}=g_{\alpha \mu} \delta^{\mu}{ }_{\varphi}=g_{\alpha \varphi}=\left(g_{t \varphi}, 0,0, g_{\varphi \varphi}\right)
$$

with, according to (10.11), $g_{\varphi \varphi} \sim r^{2} \sin ^{2} \theta$ as $r \rightarrow+\infty$. Moreover, given the value of $g_{t \varphi}$ read on (10.8), we may write

$$
\eta_{\alpha} \sim\left(-\frac{2 a m \sin ^{2} \theta}{r}, 0,0, r^{2} \sin ^{2} \theta\right) \quad \text { when } \quad r \rightarrow+\infty .
$$

Let us choose for the timelike normal $\boldsymbol{n}$ to $\mathscr{S}$ the future-directed unit normal to the hypersurfaces $t=$ const:

$$
\begin{equation*}
\underline{\boldsymbol{n}}=-N \mathbf{d} t \tag{10.78}
\end{equation*}
$$

where $N$ is a normalization factor ensuring $\boldsymbol{n} \cdot \boldsymbol{n}=-1$. We do not need the precise value ${ }^{2}$ of $N$, but simply the property $N \rightarrow 1$ as $r \rightarrow+\infty$. We have then $n_{\alpha}=(-N, 0,0,0)$, so that

$$
n^{\alpha}=g^{\alpha \mu} n_{\mu}=g^{\alpha t}(-N)=\left(-N g^{t t}, 0,0,-N g^{t \varphi}\right)
$$

where the last equality follows from the expression (10.16) of $g^{\alpha \beta}$ in Boyer-Lindquist coordinates, with $g^{t t} \sim-1$ and $g^{t \varphi} \sim-2 a m / r^{3}$ when $r \rightarrow+\infty$; hence

$$
n^{\alpha} \sim\left(1,0,0, \frac{2 a m}{r^{3}}\right) \quad \text { when } \quad r \rightarrow+\infty
$$

The choice of $\boldsymbol{n}$ completely determines that of $s$ :

$$
s^{\alpha}=\left(0, \frac{\sqrt{\Delta}}{\rho}, 0,0\right) \sim(0,1,0,0) \quad \text { when } \quad r \rightarrow+\infty
$$

[^83]Indeed, given the metric components (10.8), we immediately check that $n \cdot s=0, s \cdot s=1$ and $\underline{s}=(\rho / \sqrt{\Delta}) \mathbf{d} r$, which does imply that $s$ is normal to $\mathscr{S}$.

Given the above expressions for $\eta_{\alpha}, n^{\alpha}$ and $s^{\alpha}$, we get, for $r \rightarrow+\infty$,

$$
s^{\mu} \partial_{\mu} \eta_{\nu} n^{\nu} \sim \partial_{r}\left(-\frac{2 a m \sin ^{2} \theta}{r}\right) \times 1+\partial_{r}\left(r^{2} \sin ^{2} \theta\right) \times \frac{2 a m}{r^{3}} \sim \frac{6 a m \sin ^{2} \theta}{r^{2}}
$$

and

$$
n^{\mu} \partial_{\mu} \eta_{\nu} s^{\nu} \sim \partial_{t} \underbrace{\eta_{r}}_{0}+\frac{2 a m}{r^{3}} \partial_{\varphi} \underbrace{\eta_{r}}_{0}=0 .
$$

Hence Eq. (5.64) leads to

$$
J=\frac{1}{16 \pi} \lim _{r \rightarrow+\infty} \int_{\mathscr{S}} \frac{6 a m \sin ^{2} \theta}{r^{2}} \times r^{2} \sin \theta \mathrm{~d} \theta \mathrm{~d} \varphi=\frac{3 a m}{8 \pi} \int_{\mathscr{S}} \sin ^{3} \theta \mathrm{~d} \theta \mathrm{~d} \varphi=\frac{3 a m}{4} \underbrace{\int_{0}^{\pi} \sin ^{3} \theta \mathrm{~d} \theta}_{4 / 3},
$$

i.e.

$$
\begin{equation*}
J=a m \text {. } \tag{10.79}
\end{equation*}
$$

We conclude that the parameter $a$ is nothing but the total angular momentum divided by the total mass.

### 10.6.3 Black hole area

Since the event horizon $\mathscr{H}$ is a Killing horizon (cf. Sec. 10.5.1), it is a non-expanding horizon. As such, it has a well-defined area $A$, which is the common area of any of its cross-sections, as we have seen in Sec. 3.2.2. To compute $A$, we shall not use Boyer-Lindquist coordinates as for $M$ and $J$, because they are singular on $\mathscr{H}$; we shall use rather the Kerr coordinates $(\tilde{t}, r, \theta, \tilde{\varphi})$, which are regular on $\mathscr{H} . \mathscr{H}$ is defined by $r=r_{+}$and it is natural to consider a cross-section of it, $\mathscr{S}$ say, defined by $\left\{\tilde{t}=\right.$ const, $\left.r=r_{+}\right\}$. Then $\mathscr{S}$ is spanned by the coordinates $\left(x^{a}\right)=(\theta, \tilde{\varphi})$ and the metric $\boldsymbol{q}$ induced on it by the spacetime metric is obtained by setting $r=r_{+}, \mathbf{d} \tilde{t}=0$ and $\mathbf{d} r=0$ in (10.35):

$$
\boldsymbol{q}=\left(r_{+}^{2}+a^{2} \cos ^{2} \theta\right) \mathbf{d} \theta^{2}+\left(r_{+}^{2}+a^{2}+\frac{2 a^{2} m r_{+} \sin ^{2} \theta}{r_{+}^{2}+a^{2} \cos ^{2} \theta}\right) \sin ^{2} \theta \mathbf{d} \tilde{\varphi}^{2}
$$

Now, since $r_{+}$is a zero of $\Delta$ [cf. Eq. (10.10)], we have $2 m r_{+}=r_{+}^{2}+a^{2}$. This brings us to

$$
\begin{equation*}
\boldsymbol{q}=\left(r_{+}^{2}+a^{2} \cos ^{2} \theta\right) \mathbf{d} \theta^{2}+\frac{\left(r_{+}^{2}+a^{2}\right)^{2}}{r_{+}^{2}+a^{2} \cos ^{2} \theta} \sin ^{2} \theta \mathbf{d} \tilde{\varphi}^{2} . \tag{10.80}
\end{equation*}
$$

The area of the cross-section $\mathscr{S}$ is

$$
A=\int_{\mathscr{S}} \sqrt{q} \mathrm{~d} \theta \mathrm{~d} \tilde{\varphi}=\left(r_{+}^{2}+a^{2}\right) \underbrace{\int_{\mathscr{S}} \sin \theta \mathrm{d} \theta \mathrm{~d} \tilde{\varphi}}_{4 \pi}
$$

where we have used (10.80) to write $q=\operatorname{det}\left(q_{a b}\right)=\left(r_{+}^{2}+a^{2}\right)^{2} \sin ^{2} \theta$. We have thus

$$
\begin{equation*}
A=4 \pi\left(r_{+}^{2}+a^{2}\right)=8 \pi m r_{+} \text {. } \tag{10.81}
\end{equation*}
$$

Via (10.3), one may recast this result to let appear only $m$ and $a$ :

$$
\begin{equation*}
A=8 \pi m\left(m+\sqrt{m^{2}-a^{2}}\right) . \tag{10.82}
\end{equation*}
$$

### 10.6.4 Smarr formula

By combining the relations $\Omega_{\mathscr{H}}=a /\left(2 m r_{+}\right)$[Eq. (10.68)], $\kappa=\left(r_{+}^{2}-a^{2}\right) /\left(4 m r_{+}^{2}\right)$ [Eq. (10.75)] and $A=8 \pi m r_{+}$[Eq. (10.81)], we get an interesting identity:

$$
\frac{\kappa A}{4 \pi}+2 \Omega_{\mathscr{H}} a m=m .
$$

If we let appear the total angular momentum $J=a m$ [Eq. (10.79)] and the Komar mass $M=m$ [Eq. (10.77)], we can turn this identity into

$$
\begin{equation*}
M=\frac{\kappa A}{4 \pi}+2 \Omega_{\mathscr{H}} J . \tag{10.83}
\end{equation*}
$$

This is actually the particular case $\boldsymbol{T}=0$ (vacuum) of the generic Smarr formula (5.88) established in Chap. 5, or the particular case $Q_{\mathscr{H}}=0$ (vanishing electric charge) of the electrovacuum Smarr formula (5.101).

### 10.7 Families of observers in Kerr spacetime

The concept of observer in a relativistic spacetime has been recalled in Sec. 1.4. We discuss here some families of observers well adapted to Kerr spacetime: the ZAMOs (Sec. 10.7.3) and the Carter observers (Sec. 10.7.4). These two families are actually particular cases of a more general concept, that of a stationary observer, which we introduce first.

### 10.7.1 Stationary observers

A stationary observer is an observer $\mathscr{O}$ in Kerr spacetime whose 4 -velocity $\boldsymbol{u}$ is a linear combination of the Killing vectors $\boldsymbol{\xi}$ and $\boldsymbol{\eta}$ with constant coefficients ${ }^{3}$ :

$$
\begin{equation*}
\boldsymbol{u}=\alpha \boldsymbol{\xi}+\beta \boldsymbol{\eta}, \quad \alpha=\text { const, } \beta=\text { const. } \tag{10.84}
\end{equation*}
$$

It follows that the worldline $\mathscr{L}$ of $\mathscr{O}$ is an orbit of the isometry group $\mathbb{R} \times \mathrm{SO}(2)$ of Kerr spacetime. In physical terms, this means that the spacetime geometry as perceived by observer $\mathscr{O}$ does not evolve, hence the name stationary observer.

[^84]A stationary observer moves necessarily at fixed values of the non-ignorable coordinates in a coordinate system adapted to the spacetime symmetries, like Boyer-Lindquist coordinates or Kerr ones. For instance, considering the Boyer-Lindquist coordinates $(t, r, \theta, \varphi)$, we have $\boldsymbol{\xi}=\boldsymbol{\partial}_{t}$ and $\boldsymbol{\eta}=\boldsymbol{\partial}_{\varphi}$ and we deduce from (10.84) and the definition (1.16) of the 4-velocity that along the worldline $\mathscr{L}$ :

$$
\frac{\mathrm{d} t}{\mathrm{~d} \tau}=\alpha, \quad \frac{\mathrm{d} r}{\mathrm{~d} \tau}=0, \quad \frac{\mathrm{~d} \theta}{\mathrm{~d} \tau}=0, \quad \frac{\mathrm{~d} \varphi}{\mathrm{~d} \tau}=\beta
$$

where $\tau$ is the observer's proper time. It follows that the stationary observer evolves at fixed values of the coordinates $r$ and $\theta$.

Outside the Carter time machine $\mathscr{T}$ (cf. Sec. 10.2.5), we have necessarily $\alpha \neq 0$, because $\boldsymbol{\eta}$ is spacelike in $\mathscr{M} \backslash \mathscr{T}$ and the 4-velocity $\boldsymbol{u}$ is necessarily timelike. Hence, by introducing $\omega:=\beta / \alpha$, we may rewrite (10.84) as

$$
\begin{equation*}
\boldsymbol{u}=\alpha(\boldsymbol{\xi}+\omega \boldsymbol{\eta}), \quad \alpha=\text { const, } \omega=\text { const. } \tag{10.85}
\end{equation*}
$$

The coefficient $\omega$ gives the rate of variation of the azimuthal coordinate along the observer's worldline $\mathscr{L}$ in any coordinate system adapted to the spacetime symmetries, like the BoyerLindquist ones $(t, r, \theta, \varphi)$, the advanced $\operatorname{Kerr}$ ones $(v, r, \theta, \tilde{\varphi})$ or the Kerr ones $(\tilde{t}, r, \theta, \tilde{\varphi})$, according to

$$
\begin{equation*}
\omega=\left.\frac{\mathrm{d} \varphi}{\mathrm{~d} t}\right|_{\mathscr{L}}=\left.\frac{\mathrm{d} \tilde{\varphi}}{\mathrm{~d} v}\right|_{\mathscr{L}}=\left.\frac{\mathrm{d} \tilde{\varphi}}{\mathrm{~d} \tilde{t}}\right|_{\mathscr{L}} . \tag{10.86}
\end{equation*}
$$

Proof. Let us consider Boyer-Lindquist coordinates $(t, r, \theta, \varphi)$. Denoting by $\tau$ the proper time of $\mathscr{O}$, we have $\mathrm{d} \varphi /\left.\mathrm{d} t\right|_{\mathscr{L}}=\mathrm{d} \varphi / \mathrm{d} \tau \times \mathrm{d} \tau / \mathrm{d} t$. Now by the definition (1.16) of the 4 -velocity, $\mathrm{d} \varphi / \mathrm{d} \tau=u^{\varphi}$ and $\mathrm{d} \tau / \mathrm{d} t=\left(u^{t}\right)^{-1}$. We have thus $\mathrm{d} \varphi /\left.\mathrm{d} t\right|_{\mathscr{L}}=u^{\varphi} / u^{t}$. From Eq. (10.85) along with $\boldsymbol{\xi}=\boldsymbol{\partial}_{t}$ and $\boldsymbol{\eta}=\boldsymbol{\partial}_{\varphi}$, we read $u^{t}=\alpha$ and $u^{\varphi}=\alpha \omega$. Hence $\mathrm{d} \varphi /\left.\mathrm{d} t\right|_{\mathscr{L}}=\omega$. The same demonstration applies to Kerr and advanced Kerr coordinates because $\boldsymbol{\xi}=\boldsymbol{\partial}_{v}=\boldsymbol{\partial}_{\tilde{t}}$ and $\boldsymbol{\eta}=\boldsymbol{\partial}_{\tilde{\varphi}}$.

Remark 1: That the ratios $\mathrm{d} \varphi / \mathrm{d} t, \mathrm{~d} \tilde{\varphi} / \mathrm{d} v$ and $\mathrm{d} \tilde{\varphi} / \mathrm{d} \tilde{t}$ along $\mathscr{L}$ are all equal, as expressed in (10.86), is not surprising if one considers the links between the various coordinates expressed by Eqs. (10.23a), (10.23b) and (10.33). Setting $\mathrm{d} r=0$ in these equations, since $r$ is constant along $\mathscr{L}$, we get

$$
\left.\mathrm{d} t\right|_{\mathscr{L}}=\left.\mathrm{d} v\right|_{\mathscr{L}}=\left.\mathrm{d} \tilde{t}\right|_{\mathscr{L}} \quad \text { and }\left.\quad \mathrm{d} \varphi\right|_{\mathscr{L}}=\left.\mathrm{d} \tilde{\varphi}\right|_{\mathscr{L}} .
$$

Equation (10.86) allows for a nice physical interpretation of $\omega$. Indeed, we have seen in Sec. 7.3.3 [cf. Eq. (7.58)] that $\mathrm{d} \varphi /\left.\mathrm{d} t\right|_{\mathscr{L}}$ is nothing but the angular velocity around the symmetry axis as measured by an asymptotically distant inertial observer. The demonstration was performed in the Schwarzschild case and for a circular orbit in the equatorial plane, but it used only the stationarity of Schwarzschild spacetime and the fact that $\mathrm{d} \varphi / \mathrm{d} t$ was constant along $\mathscr{L}$, so it applies to the present case as well.

### 10.7.2 Static observers

A static observer is a stationary observer $\mathscr{O}$ having $\omega=0$. The denomination stems from the fact that the three coordinates $(r, \theta, \varphi)$ (or $(r, \theta, \tilde{\varphi})$ ) remain constant along $\mathscr{O}$ 's worldline, since $\omega=0$ in Eq. (10.86) implies $\varphi=$ const and $\tilde{\varphi}=$ const. Moreover, such an observer appears not moving to an asymptotic inertial observer.

According to (10.85) with $\omega=0$, the 4 -velocity of $\mathscr{O}$ is collinear to the Killing vector $\boldsymbol{\xi}$ : $\boldsymbol{u}=\alpha \boldsymbol{\xi}$. We conclude that a static observer can exist only where $\boldsymbol{\xi}$ is timelike, i.e. outside the ergoregion (cf. Sec. 10.2.4). This explains why the outer boundary of the ergoregion (the ergosphere) is sometimes called the static limit (cf. Remark 4 on p. 327).

Since static observers are not very useful for describing physical processes in the vicinity of a Kerr black hole (in particular, they cannot exist close to the event horizon, which is located in the ergoregion), we shall not discuss them further.

### 10.7.3 Zero-angular-momentum observers (ZAMO)

Let us consider an observer $\mathscr{O}$ whose worldline is normal to the hypersurfaces of constant Boyer-Lindquist coordinate $t, \Sigma_{t}$ say. Of course, such an observer exists only where the hypersurface $\Sigma_{t}$ is spacelike, so that the latter has a timelike normal (cf. Sec. 2.2.2). A normal 1 -form to $\Sigma_{t}$ is of course $\mathrm{d} t$. The associated normal vector, $N$ say, is obtained by metric duality [cf. Eq. (A.45)-(A.46)]:

$$
\begin{equation*}
\boldsymbol{N}=-\overrightarrow{\mathbf{d} t}=-\vec{\nabla} t \tag{10.87}
\end{equation*}
$$

In components:

$$
N^{\alpha}=-g^{\alpha \mu}(\mathrm{d} t)_{\mu}=-g^{\alpha \mu} \delta_{\mu}^{t}=-g^{t \alpha} .
$$

The minus sign has been chosen to have $\boldsymbol{N}$ future-directed, as we shall see below. In view of the Boyer-Lindquist components (10.16) of the inverse metric, we get

$$
\begin{equation*}
\boldsymbol{N}=\frac{1}{\Delta}\left(r^{2}+a^{2}+\frac{2 a^{2} m r \sin ^{2} \theta}{\rho^{2}}\right) \boldsymbol{\partial}_{t}+\frac{2 a m r}{\rho^{2} \Delta} \boldsymbol{\partial}_{\varphi} \tag{10.88}
\end{equation*}
$$

The scalar square of $N$ is

$$
\begin{equation*}
\boldsymbol{N} \cdot \boldsymbol{N}=\boldsymbol{g}(\boldsymbol{N}, \boldsymbol{N})=N_{\mu} N^{\mu}=\delta^{t}{ }_{\mu} N^{\mu}=N^{t}=-\frac{1}{\Delta}\left(r^{2}+a^{2}+\frac{2 a^{2} m r \sin ^{2} \theta}{\rho^{2}}\right) \tag{10.89}
\end{equation*}
$$

Now, the quantity inside the parentheses is positive everywhere except in the Carter time machine $\mathscr{T} \subset \mathscr{M}_{\text {III }}$ discussed in Sec. 10.2.5. Indeed, up to the factor $\sin ^{2} \theta \geq 0$, it coincides with expression (10.21) of $\boldsymbol{\eta} \cdot \boldsymbol{\eta}$. Since $\Delta=\left(r-r_{+}\right)\left(r-r_{-}\right)$is positive on $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\mathrm{III}}$, and negative on $\mathscr{M}_{\mathrm{II}}$, we conclude that the locus where $N$ is timelike is

$$
\begin{equation*}
\mathscr{M}_{\mathrm{ZAMO}}:=\mathscr{M}_{\mathrm{I}} \cup\left(\mathscr{M}_{\mathrm{III}} \backslash \mathscr{T}\right) . \tag{10.90}
\end{equation*}
$$

This is thus the region where the observer $\mathscr{O}$ is defined. Note that it does not contain the horizons $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$, which is not surprising since Boyer-Lindquist coordinates are singular there, notably in terms of the spacetime slicing by the hypersurfaces $\Sigma_{t}$, as illustrated in Fig. 6.2 for the case $a=0$.

In all $\mathscr{M}_{\text {Zamo }}$, the timelike vector $\boldsymbol{N}$ is future-directed with respect to the time orientation chosen in Sec. 10.3.2. Indeed, the latter is set by the global null vector field $\boldsymbol{k}$ and we have, using the Boyer-Lindquist components (10.48) of $\boldsymbol{k}$ :

$$
\boldsymbol{k} \cdot \boldsymbol{N}=N_{\mu} k^{\mu}=-k^{t}=-\frac{r^{2}+a^{2}}{\Delta}<0 \text { on } \mathscr{M}_{\mathrm{ZAMO}}
$$

so that Lemma 1.2 [cf. Eq. (1.6a)] let us conclude that $\boldsymbol{N}$ is future-directed.
Choosing the observer $\mathscr{O}$ as having his worldline orthogonal to $\Sigma_{t}$ means that $\mathscr{O}$ 's 4 -velocity $\boldsymbol{n}$ is the unit timelike vector introduced by Eq (10.78). Equivalently, $\boldsymbol{n}$ is $\boldsymbol{N}$ rescaled to form a unit vector:

$$
\begin{equation*}
\boldsymbol{n}=N \boldsymbol{N}=-N \vec{\nabla} t \tag{10.91}
\end{equation*}
$$

with $^{4} N:=(-\boldsymbol{N} \cdot \boldsymbol{N})^{-1 / 2}$. In view of Eq. (10.89), we get

$$
\begin{equation*}
N=\sqrt{\Delta}\left(r^{2}+a^{2}+\frac{2 a^{2} m r \sin ^{2} \theta}{\rho^{2}}\right)^{-1 / 2} \tag{10.92}
\end{equation*}
$$

$N$ is called the lapse function, for it relates the increment $\mathrm{d} \tau$ in the proper time of $\mathscr{O}$ to the change $\mathrm{d} t$ of the coordinate $t$ when moving from $\Sigma_{t}$ to $\Sigma_{t+\mathrm{d} t}$ via

$$
\begin{equation*}
\mathrm{d} \tau=N \mathrm{~d} t . \tag{10.93}
\end{equation*}
$$

Proof. The infinitesimal vector that connects the point of proper time $\tau$ to that of proper time $\tau+\mathrm{d} \tau$ along $\mathscr{O}$ 's worldline is $\mathrm{d} \boldsymbol{x}=\mathrm{d} \tau \boldsymbol{n}$ (by the very definition of the 4 -velocity $\boldsymbol{n}$, compare Eq. (1.16)). The corresponding increment in the coordinate $t$ is given by formula (A.20): $\mathrm{d} t=\langle\mathrm{d} t, \mathrm{~d} \boldsymbol{x}\rangle$; we have then, using Eq. (10.91) to express $\vec{\nabla} t$,

$$
\mathrm{d} t=\langle\mathrm{d} t, \mathrm{~d} \boldsymbol{x}\rangle=\overrightarrow{\boldsymbol{\nabla}} t \cdot \mathrm{~d} \boldsymbol{x}=\mathrm{d} \tau \overrightarrow{\boldsymbol{\nabla}} t \cdot \boldsymbol{n}=-\frac{\mathrm{d} \tau}{N} \underbrace{\boldsymbol{n} \cdot \boldsymbol{n}}_{-1}=\frac{\mathrm{d} \tau}{N},
$$

hence formula (10.93).
A zero-angular-momentum observer (ZAMO) is an observer $\mathscr{O}$ of the above type, i.e. whose worldline $\mathscr{L}$ is normal to the hypersurfaces $\Sigma_{t}$ of constant Boyer-Lindquist time $t$, and whose orthonormal frame $\left(\boldsymbol{e}_{(\alpha)}\right)$ is related to the Boyer-Lindquist coordinate frame $\left(\boldsymbol{\partial}_{\alpha}\right)$ by

$$
\begin{equation*}
\boldsymbol{e}_{(0)}=\boldsymbol{n}=\frac{\sqrt{\rho^{2}\left(r^{2}+a^{2}\right)+2 a^{2} m r \sin ^{2} \theta}}{\rho \sqrt{\Delta}} \boldsymbol{\partial}_{t}+\frac{2 a m r}{\rho \sqrt{\Delta\left[\rho^{2}\left(r^{2}+a^{2}\right)+2 a^{2} m r \sin ^{2} \theta\right]}} \boldsymbol{\partial}_{\varphi} \tag{10.94a}
\end{equation*}
$$

$$
\begin{align*}
\boldsymbol{e}_{(r)} & =\frac{\sqrt{\Delta}}{\rho} \boldsymbol{\partial}_{r}  \tag{10.94b}\\
\boldsymbol{e}_{(\theta)} & =\frac{1}{\rho} \boldsymbol{\partial}_{\theta}  \tag{10.94c}\\
\boldsymbol{e}_{(\varphi)} & =\frac{\rho}{\sin \theta \sqrt{\rho^{2}\left(r^{2}+a^{2}\right)+2 a^{2} m r \sin ^{2} \theta}} \boldsymbol{\partial}_{\varphi}, \tag{10.94d}
\end{align*}
$$

[^85]where $\rho:=\sqrt{r^{2}+a^{2} \cos ^{2} \theta}$ (the positive square root of $\rho^{2}$, which is defined by Eq. (10.9)). Expression (10.94a) for $\boldsymbol{n}$ has been obtained by combining Eqs. (10.91), (10.92) and (10.88). Given the Boyer-Lindquist components (10.8) of $\boldsymbol{g}$, one readily check that $\left(\boldsymbol{e}_{(r)}, \boldsymbol{e}_{(\theta)}, \boldsymbol{e}_{(\varphi)}\right)$ is an orthonormal basis of spacelike vectors (see the notebook D.5.5 for a SageMath computation). Moreover, these vectors are all tangent to $\Sigma_{t}$, since $\left(\boldsymbol{\partial}_{r}, \boldsymbol{\partial}_{\theta}, \boldsymbol{\partial}_{\varphi}\right)$ are. They are thus orthogonal to $\boldsymbol{n}=\boldsymbol{e}_{(0)}$, which is a unit timelike vector. This completes the proof that $\left(\boldsymbol{e}_{(\alpha)}\right)$ is an orthonormal frame.

The ZAMO coframe is the 4-tuple of 1-forms $\left(\boldsymbol{e}^{(\alpha)}\right)_{0 \leq \alpha \leq 3}$ that constitutes, at each point $p \in \mathscr{L}$, a dual basis of $\left(\boldsymbol{e}_{(\alpha)}(p)\right)$, namely $\left(\boldsymbol{e}^{(\alpha)}\right)$ obeys $\left\langle\boldsymbol{e}^{(\alpha)}, \boldsymbol{e}_{(\beta)}\right\rangle=\delta^{\alpha}{ }_{\beta}$ (cf. Eq. (A.22) in Appendix A). Its expression in terms of the Boyer-Lindquist coordinate coframe ( $\mathbf{d} x^{\alpha}$ ) is (cf. the notebook D.5.5)

$$
\begin{align*}
& \boldsymbol{e}^{(0)}=\frac{\rho \sqrt{\Delta}}{\sqrt{\rho^{2}\left(r^{2}+a^{2}\right)+2 a^{2} m r \sin ^{2} \theta}} \mathbf{d} t  \tag{10.95a}\\
& \boldsymbol{e}^{(r)}=\frac{\rho}{\sqrt{\Delta}} \mathbf{d} r  \tag{10.95b}\\
& \boldsymbol{e}^{(\theta)}=\rho \mathbf{d} \theta  \tag{10.95c}\\
& \boldsymbol{e}^{(\varphi)}=-\frac{2 a m r \sin \theta}{\rho \sqrt{\rho^{2}\left(r^{2}+a^{2}\right)+2 a^{2} m r \sin ^{2} \theta}} \mathbf{d} t+\frac{\sin \theta}{\rho} \sqrt{\rho^{2}\left(r^{2}+a^{2}\right)+2 a^{2} m r \sin ^{2} \theta} \mathbf{d} \varphi . \tag{10.95d}
\end{align*}
$$

Each ZAMO can be characterized by its coordinates $\left(r_{0}, \theta_{0}, \varphi_{0}\right)$ at some fixed value $t_{0}$ of the Boyer-Lindquist time $t$. The set of ZAMOs is thus a 3-parameter family of observers filling $\mathscr{M}_{\text {ZAMO }}$. The coordinates $(r, \theta, \varphi)$ span each hypersurface $\Sigma_{t}$. Contrary to the ZAMO worldlines, the curves of fixed $(r, \theta, \varphi)$, the tangent vector of which is $\boldsymbol{\partial}_{t}=\boldsymbol{\xi}$, are not orthogonal to $\Sigma_{t}$, except for $a=0$. The orthogonal decomposition of $\boldsymbol{\xi}$ into a part along the normal $\boldsymbol{n}$ and a part tangent to $\Sigma_{t}$ defines the shift vector $\boldsymbol{\beta}$ :

$$
\begin{equation*}
\boldsymbol{\xi}=N \boldsymbol{n}+\boldsymbol{\beta}, \quad \boldsymbol{n} \cdot \boldsymbol{\beta}=0 . \tag{10.96}
\end{equation*}
$$

From Eq. (10.94a), we get

$$
\begin{equation*}
\boldsymbol{\beta}=-\frac{2 a m r}{\rho^{2}\left(r^{2}+a^{2}\right)+2 a^{2} m r \sin ^{2} \theta} \boldsymbol{\partial}_{\varphi} \tag{10.97}
\end{equation*}
$$

Remark 2: The terms lapse and shift vector are those used in the so-called 3+1 formalism of general relativity (see e.g. Refs. [9, 38, 207, 408]). In this context, the ZAMO is called the Eulerian observer, which is the generic denomination of the observer whose worldline is normal to the hypersurfaces $\Sigma_{t}$ that constitute the $3+1$ foliation of spacetime.

The ZAMO rotation velocity seen from infinity $\omega$ is obtained by comparing Eqs. (10.85) and Eq. (10.96) rewritten as $\boldsymbol{n}=N^{-1}\left(\boldsymbol{\xi}-\beta^{\varphi} \boldsymbol{\eta}\right)$. We thus get immediately $\omega=-\beta^{\varphi}$. Hence

$$
\begin{equation*}
\omega:=\left.\frac{\mathrm{d} \varphi}{\mathrm{~d} t}\right|_{\mathscr{L}}=\frac{2 a m r}{\rho^{2}\left(r^{2}+a^{2}\right)+2 a^{2} m r \sin ^{2} \theta} . \tag{10.98}
\end{equation*}
$$

Note that $\omega=0$ for $a=0$ (Schwarzschild black hole) and that $\omega$ decays quite rapidly with $r$ :

$$
\begin{equation*}
\omega \underset{r \rightarrow \pm \infty}{\sim} \frac{2 a m}{r^{3}}=\frac{2 J}{r^{3}}, \tag{10.99}
\end{equation*}
$$

where Eq. (10.79) has been used to let appear the black hole angular momentum $J$.
A ZAMO is not an inertial observer: it is not in free-fall, since its 4-acceleration $\boldsymbol{a}:=\boldsymbol{\nabla}_{\boldsymbol{n}} \boldsymbol{n}$ is nonzero. Indeed, for any family of observers orthogonal to a spacelike foliation $\left(\Sigma_{t}\right)_{t \in \mathbb{R}}$, it can be shown that $\boldsymbol{a}$ is the orthogonal projection onto $\Sigma_{t}$ of the gradient of the logarithm of the lapse function (see e.g. Eq. (4.19) in Ref. [207]): $\boldsymbol{a}=\overrightarrow{\boldsymbol{\nabla}} \ln N+\left(\boldsymbol{\nabla}_{\boldsymbol{n}} \ln N\right) \boldsymbol{n}$. In the present case, this expression simplifies since $\boldsymbol{\nabla}_{\boldsymbol{n}} \ln N=n^{\mu} \partial_{\mu} \ln N=0$, as a result of $\boldsymbol{n}=n^{t} \boldsymbol{\partial}_{t}+n^{\varphi} \boldsymbol{\partial}_{\varphi}$. We then get $\boldsymbol{a}=\overrightarrow{\boldsymbol{\nabla}} \ln N$, i.e. $a^{\alpha}=g^{\alpha \mu} \partial_{\mu} \ln N$, so that

$$
\boldsymbol{a}=\frac{\Delta}{\rho^{2} N} \frac{\partial N}{\partial r} \boldsymbol{\partial}_{r}+\frac{1}{\rho^{2} N} \frac{\partial N}{\partial \theta} \boldsymbol{\partial}_{\theta} .
$$

Using expression (10.92) for $N$, we get ${ }^{5}$

$$
\begin{equation*}
\boldsymbol{a}=\frac{m\left[\rho^{2}\left(r^{4}-a^{4}\right)+2 \Delta(r a \sin \theta)^{2}\right]}{\rho^{3} \sqrt{\Delta}\left[\rho^{2}\left(r^{2}+a^{2}\right)+2 a^{2} m r \sin ^{2} \theta\right]} \boldsymbol{e}_{(r)}-\frac{2 a^{2} m r\left(r^{2}+a^{2}\right) \sin \theta \cos \theta}{\rho^{3}\left[\rho^{2}\left(r^{2}+a^{2}\right)+2 a^{2} m r \sin ^{2} \theta\right]} \boldsymbol{e}_{(\theta)} . \tag{10.100}
\end{equation*}
$$

We have thus $\boldsymbol{a} \neq 0$ as soon as $m \neq 0$. In other words, the ZAMO's worldline is not a geodesic (cf. Eq. (B.1) in Appendix B) and the ZAMO feels some acceleration, the stronger, the closer to the black hole. Far from the black hole, we have $\sqrt{\Delta} \sim|r|, \rho \sim|r|$ so that $\rho^{3} \sqrt{\Delta} \sim r^{4}$ and we get

$$
\begin{equation*}
\boldsymbol{a} \underset{r \rightarrow \pm \infty}{\sim} \frac{m}{r^{2}} \boldsymbol{e}_{(r)} . \tag{10.101}
\end{equation*}
$$

In the asymptotic regions, the non-relativistic gravitational field felt by the observer is $\boldsymbol{g}=-\boldsymbol{a}$, so that we recover the standard Newtonian expression for $r \rightarrow+\infty$ ( $\mathscr{M}_{\mathrm{I}}$ side). In the asymptotic region of $\mathscr{M}_{\text {III }}$, i.e. for $r \rightarrow-\infty, \boldsymbol{e}_{(r)}=(\sqrt{\Delta} / \rho) \boldsymbol{\partial}_{r}$ is oriented towards the black hole, so that $\boldsymbol{g}$ points outward, i.e. is a repelling field. This is of course in agreement with the negative mass aspect of the Kerr metric in region $\mathscr{M}_{\text {III }}$ discussed in Sec. 10.2.2.

Despite $\omega$ as given by Eq. (10.98) is nonzero for $a \neq 0$, a ZAMO has a vanishing angular momentum about the rotation axis, hence the name zero-angular momentum observer. Indeed, the observer's specific "angular momentum", loosely defined by $\ell:=\boldsymbol{\eta} \cdot \boldsymbol{n}$ [cf. Eq. (7.26)], is identically zero, the observer's 4 -velocity $\boldsymbol{n}$ being orthogonal to $\boldsymbol{\eta}=\boldsymbol{\partial}_{\varphi}$. By losely defined, we mean that the above definition of $\ell$ fully makes sense for a geodesic, for which it leads to a conserved quantity along the worldline (cf. Sec. 7.2.1), and we are going to see that a ZAMO's worldline is not a geodesic. However, a ZAMO shares with a $\ell=0$ geodesic crossing his worldline the same value $\omega$ of the angular velocity as seen from infinity, as we shall see in Sec. 11.3.4 [cf. Eq. (11.70)].

The name locally nonrotating observer, initially given to a ZAMO (cf. historical note below), conveys other specificities of such a observer $\mathscr{O}$ :

[^86]- $\mathscr{O}$ does not measure any component along $\boldsymbol{e}_{(\varphi)}$ for the 3-momentum $\boldsymbol{P}$ of any null or timelike geodesic that has a zero conserved angular momentum ( $L=0$ ):

$$
\left.P^{(\varphi)}=\boldsymbol{e}_{(\varphi)} \cdot \boldsymbol{P}=\boldsymbol{e}_{(\varphi)} \cdot[\boldsymbol{p}+(\boldsymbol{n} \cdot \boldsymbol{p}) \boldsymbol{n})\right]=\boldsymbol{e}_{(\varphi)} \cdot \boldsymbol{p}=e_{(\varphi)}^{\varphi} \boldsymbol{\eta} \cdot \boldsymbol{p}=e_{(\varphi)}^{\varphi} L=0,
$$

where $\boldsymbol{p}$ stands for the particle's 4-momentum and we have used expression (1.24) for the 3-momentum, along with $\boldsymbol{e}_{(\varphi)} \cdot \boldsymbol{n}=0$, formula (10.94d) for $\boldsymbol{e}_{(\varphi)}$ and the definition $L:=\boldsymbol{\eta} \cdot \boldsymbol{p}$ of the conserved angular momentum [cf. Eq. (7.1b), as well as Eq. (11.2b) below].

- for $\mathscr{O}$, the directions $\boldsymbol{e}_{(\varphi)}$ and $-\boldsymbol{e}_{(\varphi)}$ are equivalent, insofar as the proper time measured by $\mathscr{O}$ for a light signal to perform a full circuit on a circle at $r=$ const, $\theta=$ const is the same for a forward motion (increasing $\varphi$ ) of the signal as for a backward one (decreasing $\varphi$ ) (see Ref. [31] for details).

However, a ZAMO is not totally "non rotating", for he has a nonzero 4-rotation as soon as $a \neq 0$. Let us recall that the 4-rotation vector of an observer $\mathscr{O}$ of 4 -velocity $\boldsymbol{n}$ and 4acceleration $a$ is defined as the spacelike vector $\boldsymbol{\omega}_{\text {rot }}$ orthogonal to $\boldsymbol{n}$ such that the evolution of $\mathscr{O}$ 's orthonormal frame $\left(\boldsymbol{e}_{(\alpha)}\right)$ along $\mathscr{O}$ 's worldline $\mathscr{L}$ takes the form (see e.g. Sec. 13.6 of Ref. [331] or Sec. 4.5 of Ref. [208])

$$
\begin{equation*}
\boldsymbol{\nabla}_{\boldsymbol{n}} \boldsymbol{e}_{(\alpha)}=\underbrace{\left(\boldsymbol{a} \cdot \boldsymbol{e}_{(\alpha)}\right) \boldsymbol{n}-\left(\boldsymbol{n} \cdot \boldsymbol{e}_{(\alpha)}\right) \boldsymbol{a}}_{\boldsymbol{\Omega}_{\mathrm{FW}}\left(\boldsymbol{e}_{(\alpha)}\right)}+\boldsymbol{\omega}_{\mathrm{rot}} \times_{\boldsymbol{n}} \boldsymbol{e}_{(\alpha)}, \tag{10.102}
\end{equation*}
$$

where the cross product in the hyperplane orthogonal to $\boldsymbol{n}$, $\boldsymbol{\omega}_{\text {rot }} \times_{n} \boldsymbol{e}_{(\alpha)}$, is the unique vector orthogonal to both $\boldsymbol{n}$ and $\boldsymbol{\omega}_{\text {rot }}$ such that $\left(\boldsymbol{\omega}_{\text {rot }} \times_{n} \boldsymbol{e}_{(\alpha)}\right) \cdot \boldsymbol{v}=\boldsymbol{\epsilon}\left(\boldsymbol{n}, \boldsymbol{\omega}_{\mathrm{rot}}, \boldsymbol{e}_{(\alpha)}, \boldsymbol{v}\right)$ for any vector $\boldsymbol{v}$, $\epsilon$ being the Levi-Civita tensor (cf. Sec. A.3.4). The $\Omega_{\mathrm{FW}}$ operator that appears in the right-hand side of Eq. (10.102) is called the Fermi-Walker operator. It appears as soon as the observer is accelerating, even if he is nonrotating. It corrects the parallel transport of $\left(\boldsymbol{e}_{(\alpha)}\right)$ along $\mathscr{L}$, which would be realized by $\nabla_{n} \boldsymbol{e}_{(\alpha)}=0$, to ensure that $\left(\boldsymbol{e}_{(\alpha)}\right)$ remains an orthonormal frame. A vector field $\boldsymbol{v}$ that obeys $\nabla_{n} \boldsymbol{e}=\Omega_{\mathrm{FW}}(\boldsymbol{v})$ is said to be Fermi-Walker transported along $\mathscr{L}$. Physically, Fermi-Walker transport is realized by a free gyroscope: its spin vector with respect to $\mathscr{O}$ is Fermi-Walker transported along $\mathscr{L}$. Hence the 4-rotation $\omega_{\text {rot }}$ of an observer, which is an absolute quantity (like the 4 -acceleration $a$, it does not depend on any other observer), measures the motion of his spacelike triad $\left(\boldsymbol{e}_{(i)}\right)$ with respect to an orthonormal triad whose vectors are aligned along gyroscopes axes. For the ZAMO, the 4-rotation turns out to be ${ }^{6}$

$$
\begin{equation*}
\boldsymbol{\omega}_{\text {rot }}=-\frac{\omega}{\rho^{3}}\left\{a^{2} \sqrt{\Delta} \cos \theta \sin ^{2} \theta \boldsymbol{e}_{(r)}+\left[r\left(r^{2}+a^{2}\right)+\frac{\rho^{2}}{2 r}\left(r^{2}-a^{2}\right)\right] \sin \theta \boldsymbol{e}_{(\theta)}\right\}, \tag{10.103}
\end{equation*}
$$

where $\omega$ is given by Eq. (10.98). Hence, as soon as $a \neq 0, \boldsymbol{\omega}_{\text {rot }} \neq 0$. Far from the black hole, $\rho \sim|r|$ and we get

$$
\begin{equation*}
\boldsymbol{\omega}_{\mathrm{rot}} \underset{r \rightarrow \pm \infty}{\sim}-\frac{3 \omega}{2} \frac{r}{|r|} \sin \theta \boldsymbol{e}_{(\theta)}=-\frac{3 J}{|r|^{3}} \sin \theta \boldsymbol{e}_{(\theta)} . \tag{10.104}
\end{equation*}
$$

[^87]In particular, in the equatorial plane $(\theta=\pi / 2)$, $\boldsymbol{\omega}_{\text {rot }} \sim 3 J /|r|^{3} \boldsymbol{e}_{z}$, where $\boldsymbol{e}_{z}=-\boldsymbol{e}_{(\theta)}$ is parallel the symmetry axis, with the same direction as the black hole spin.
Remark 3: As a family of observers, the ZAMOs form a zero-vorticity congruence. The vorticity 2 -form of any congruence of timelike worldlines of 4-velocity $\boldsymbol{u}$ is defined as the "magnetic" part $\boldsymbol{\Omega}$ in the "electric/magnetic" decomposition ${ }^{7}$ of the 2 -form $\mathrm{d} \underline{\boldsymbol{u}}$ with respect to $\boldsymbol{u}$ (cf. Sec. A.4.3):

$$
\begin{equation*}
\mathrm{d} \underline{\boldsymbol{u}}=\underline{\boldsymbol{a}} \wedge \underline{\boldsymbol{u}}+\boldsymbol{\Omega} \quad \text { with } \quad \boldsymbol{\Omega}(\boldsymbol{u}, \cdot \cdot)=0, \tag{10.105}
\end{equation*}
$$

where $\underline{\boldsymbol{a}}$ is the 1 -form associated by metric duality to the 4 -acceleration $\boldsymbol{a}:=\boldsymbol{\nabla}_{\boldsymbol{u}} \boldsymbol{u}$ of the worldlines. That $\Omega=0$ for the ZAMO congruence follows from its orthogonality to a family of hypersurfaces, namely $\left(\Sigma_{t}\right)_{t \in \mathbb{R}}$. Indeed, we deduce from (10.91) that $\mathbf{d} \underline{n}=-\mathbf{d}(N \mathbf{d} t)=-\mathbf{d} N \wedge \mathbf{d} t$, since $\mathbf{d d} t=0$ [cf. Eq. (A.98)]. Using (10.91) again, we get $\mathrm{d} \underline{\boldsymbol{n}}=\mathrm{d} \ln N \wedge \underline{\boldsymbol{n}}$. Comparing with (10.105) with $\boldsymbol{u}=\boldsymbol{n}$, we conclude that $\boldsymbol{\Omega}=0$ for the ZAMO congruence ${ }^{8}$. Physically, this means that if each ZAMO sets up a orthonormal spatial frame $\left(\boldsymbol{e}_{i}^{\prime}\right)$ with axes aligned along the spin of free gyroscopes, instead of the frame $\left(\boldsymbol{e}_{(i)}\right)$ defined by (10.94), then this frame will not rotate with respect to the frame defined similarly by a nearby ZAMO.

Historical note : The concept of ZAMO has been introduced by James M. Bardeen in 1970 [31] under the name of locally nonrotating observers and for generic stationary and axisymmetric spacetimes. The application to the exterior part of Kerr spacetime has been performed by Bardeen, William H. Press and Saul A. Teukolsky in 1972 [36]. The name ZAMO has been coined by Kip S. Thorne and Douglas MacDonald in 1982 [429].

### 10.7.4 Carter observers

A Carter observer is a stationary observer $\mathscr{O}$ defined in the region $\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\text {III }}$ of Kerr spacetime, whose worldline $\mathscr{L}$ has the following equation in Boyer-Lindquist coordinates:

$$
\begin{equation*}
t(\tau)=\frac{r^{2}+a^{2}}{\rho \sqrt{\Delta}} \tau+\text { const }, \quad r(\tau)=\text { const }, \quad \theta(\tau)=\text { const }, \quad \varphi(\tau)=\frac{a}{\rho \sqrt{\Delta}} \tau+\text { const } \tag{10.106}
\end{equation*}
$$

where $\tau$ is $\mathscr{O}$ 's proper time, and which is equipped with the following orthonormal frame:

$$
\begin{align*}
& \boldsymbol{\varepsilon}_{(0)}=\frac{r^{2}+a^{2}}{\rho \sqrt{\Delta}} \boldsymbol{\partial}_{t}+\frac{a}{\rho \sqrt{\Delta}} \boldsymbol{\partial}_{\varphi}  \tag{10.107a}\\
& \boldsymbol{\varepsilon}_{(r)}=\frac{\sqrt{\Delta}}{\rho} \boldsymbol{\partial}_{r}  \tag{10.107b}\\
& \boldsymbol{\varepsilon}_{(\theta)}=\frac{1}{\rho} \boldsymbol{\partial}_{\theta}  \tag{10.107c}\\
& \boldsymbol{\varepsilon}_{(\varphi)}=\frac{a}{\rho} \sin \theta \boldsymbol{\partial}_{t}+\frac{1}{\rho \sin \theta} \boldsymbol{\partial}_{\varphi} . \tag{10.107d}
\end{align*}
$$

[^88]We note that the frame $\left(\varepsilon_{(\alpha)}\right)$ is well-defined because $\Delta>0$ in $\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\text {III }}$. It is an easy exercise to check that $\left(\varepsilon_{(\alpha)}\right)$ is an orthonormal frame (see the notebook D.5.6). In particular, we have $\varepsilon_{(0)} \cdot \boldsymbol{\varepsilon}_{(0)}=-1$ and, using the Boyer-Lindquist components (10.49) of $\underline{\boldsymbol{k}}$ :

$$
\boldsymbol{k} \cdot \boldsymbol{\varepsilon}_{(0)}=k_{\mu} \varepsilon_{(0)}^{\mu}=-\frac{r^{2}+a^{2}}{\rho \sqrt{\Delta}}+a \sin ^{2} \theta \frac{a}{\rho \sqrt{\Delta}}=-\frac{\rho}{\sqrt{\Delta}}<0
$$

which, by virtue of Lemma 1.2 (Sec. 1.2.2), shows that $\varepsilon_{(0)}$ is future-directed. Moreover, we notice from (10.106) and (10.107a) that $\varepsilon_{(0)}^{\alpha}=\mathrm{d} x^{\alpha} / \mathrm{d} \tau$, which proves that the worldline $\mathscr{L}$ is timelike and $\varepsilon_{(0)}$ is the 4 -velocity of observer $\mathscr{O}$. Since $r$ and $\theta$ are constant along $\mathscr{L}$, we note also that expression (10.107a) for $\boldsymbol{\varepsilon}_{(0)}$ agrees with the general form (10.84) of a stationary observer's 4-velocity.

The algebraic dual of the Carter frame, called the Carter coframe, is the 4-tuple of 1-forms $\left(\varepsilon^{(\alpha)}\right)_{0 \leq \alpha \leq 3}$ such that $\left\langle\varepsilon^{(\alpha)}, \varepsilon_{(\beta)}\right\rangle=\delta^{\alpha}{ }_{\beta}$ (cf. Sec. A.2.4 in Appendix A). It is related to the Boyer-Lindquist coordinate coframe ( $\mathbf{d} x^{\alpha}$ ) by ${ }^{9}$

$$
\begin{align*}
\varepsilon^{(0)} & =\frac{\sqrt{\Delta}}{\rho}\left(\mathbf{d} t-a \sin ^{2} \theta \mathbf{d} \varphi\right)  \tag{10.108a}\\
\varepsilon^{(r)} & =\frac{\rho}{\sqrt{\Delta}} \mathbf{d} r  \tag{10.108b}\\
\varepsilon^{(\theta)} & =\rho \mathbf{d} \theta  \tag{10.108c}\\
\varepsilon^{(\varphi)} & =\frac{\sin \theta}{\rho}\left(-a \mathbf{d} t+\left(r^{2}+a^{2}\right) \mathbf{d} \varphi\right) \tag{10.108d}
\end{align*}
$$

Remark 4: By definition of an orthonormal frame, the spacetime metric can be written

$$
\begin{equation*}
g=-\varepsilon^{(0)} \otimes \varepsilon^{(0)}+\varepsilon^{(r)} \otimes \varepsilon^{(r)}+\varepsilon^{(\theta)} \otimes \varepsilon^{(\theta)}+\varepsilon^{(\varphi)} \otimes \varepsilon^{(\varphi)} \tag{10.109}
\end{equation*}
$$

Substituting Eqs. (10.108) for the 1 -forms $\boldsymbol{\varepsilon}^{(\alpha)}$ and using the notation $\boldsymbol{\omega}^{2}:=\boldsymbol{\omega} \otimes \boldsymbol{\omega}$ for the tensorproduct square of a 1 -form [cf. Eq. (A.37)], we get the following expression of the metric with respect to Boyer-Lindquist coordinates:

$$
\begin{equation*}
\boldsymbol{g}=-\frac{\Delta}{\rho^{2}}\left(\mathbf{d} t-a \sin ^{2} \theta \mathbf{d} \varphi\right)^{2}+\frac{\rho^{2}}{\Delta} \mathbf{d} r^{2}+\rho^{2} \mathbf{d} \theta^{2}+\frac{\sin ^{2} \theta}{\rho^{2}}\left(\left(r^{2}+a^{2}\right) \mathbf{d} \varphi-a \mathbf{d} t\right)^{2} . \tag{10.110}
\end{equation*}
$$

This expression, which is equivalent to (10.8), is often found in textbooks (cf. e.g. Eq. (33.2) in Ref. [331]). It is called the canonical form by Carter [84].

The specificity of the Carter observer is to be linked to the principal null geodesic congruences of Kerr spacetime, which have been introduced in Sec. 10.4. Indeed, by adding and subtracting the first two vectors of the Carter frame, as given by Eqs. (10.107a) and (10.107b) and comparing the result with Eqs. (10.48) and (10.60), we can express the tangent vectors $\boldsymbol{k}$ and $\ell$ of respectively the ingoing and outgoing principal null geodesics as

$$
\begin{equation*}
\boldsymbol{k}=\frac{\rho}{\sqrt{\Delta}}\left(\varepsilon_{(0)}-\varepsilon_{(r)}\right) \quad \text { and } \quad \ell=\frac{\rho \sqrt{\Delta}}{2\left(r^{2}+a^{2}\right)}\left(\varepsilon_{(0)}+\varepsilon_{(r)}\right) . \tag{10.111}
\end{equation*}
$$

[^89]In other words, the principal null vectors $\boldsymbol{k}$ and $\boldsymbol{\ell}$ lie in $\operatorname{Span}\left(\varepsilon_{(0)}, \boldsymbol{\varepsilon}_{(r)}\right)$. Physically, this means that the Carter observer see the principal null geodesics having a pure radial motion (no component along $\varepsilon_{(\theta)}$ or $\left.\varepsilon_{(\varphi)}\right)$. Since the principal null geodesics are related to the Weyl tensor and to the algebraically special character of the Kerr metric (cf. Sec. 10.4), this makes the Carter frame well tailored to the computation of the Riemann's curvature tensor via Cartan's formula (see Refs. [84, 351]).

By comparing expression (10.107a) for a Carter observer's 4 -velocity $\boldsymbol{\varepsilon}_{(0)}$ with Eq. (10.85), we get immediately the angular velocity around the symmetry axis of the Carter observer as measured by an asymptotically distant static observer:

$$
\begin{equation*}
\omega_{\mathrm{C}}:=\left.\frac{\mathrm{d} \varphi}{\mathrm{~d} t}\right|_{\mathscr{L}}=\frac{a}{r^{2}+a^{2}} . \tag{10.112}
\end{equation*}
$$

Remark 5: Expression (10.112) is much simpler than that of the angular velocity $\omega$ of a ZAMO, as given by Eq. (10.98). In particular, $\omega_{\mathrm{C}}$ does not depend on $\theta$, contrary to $\omega$.

The 4-acceleration $a_{\mathrm{C}}:=\nabla_{\varepsilon_{(0)}} \varepsilon_{(0)}$ of the Carter observer is ${ }^{10}$

$$
\begin{equation*}
\boldsymbol{a}_{\mathrm{C}}=\frac{m\left(r^{2}-a^{2}\right)+a^{2}(m-r) \sin ^{2} \theta}{\rho^{3} \sqrt{\Delta}} \boldsymbol{\varepsilon}_{(r)}-\frac{a^{2}}{\rho^{3}} \sin \theta \cos \theta \boldsymbol{\varepsilon}_{(\theta)} \text {. } \tag{10.113}
\end{equation*}
$$

Far from the black hole, we have $\sqrt{\Delta} \sim|r|, \rho \sim|r|$ so that $\rho^{3} \sqrt{\Delta} \sim r^{4}$ and we get

$$
\begin{equation*}
\boldsymbol{a}_{\mathrm{C}} \underset{r \rightarrow \pm \infty}{\sim} \frac{m}{r^{2}} \boldsymbol{\varepsilon}_{(r)}, \tag{10.114}
\end{equation*}
$$

i.e. the same Newtonian behavior as for the ZAMO 4-acceleration [Eq. (10.101)], with the attractive character in $\mathscr{M}_{\mathrm{I}}$ and the repelling one in $\mathscr{M}_{\text {III }}$.

The 4-rotation vector $\omega_{\text {rot }}^{\mathrm{C}}$ of the Carter observer is computed in a way similar to that of the ZAMO [Eq. (10.103)], i.e. by subtracting the Fermi-Walker part from $\boldsymbol{\nabla}_{\boldsymbol{\varepsilon}_{(0)}} \boldsymbol{\varepsilon}_{(i)}$ for $i \in\{1,2,3\}$ and writing it as $\boldsymbol{\omega}_{\text {rot }}^{\mathrm{C}} \times_{\varepsilon_{(0)}} \boldsymbol{\varepsilon}_{(i)}$. We get ${ }^{11}$

$$
\begin{equation*}
\boldsymbol{\omega}_{\mathrm{rot}}^{\mathrm{C}}=\frac{a}{\rho^{3}}\left[\sqrt{\Delta} \cos \theta \boldsymbol{\varepsilon}_{(r)}-r \sin \theta \boldsymbol{\varepsilon}_{(\theta)}\right] . \tag{10.115}
\end{equation*}
$$

Due to $\sqrt{\Delta} \sim|r|$ and $\rho \sim|r|$ when $r \rightarrow \pm \infty$, the asymptotic behavior is

$$
\begin{equation*}
\boldsymbol{\omega}_{\mathrm{rot}}^{\mathrm{C}} \underset{r \rightarrow \pm \infty}{\sim} \frac{a}{r^{2}}\left[\cos \theta \boldsymbol{\varepsilon}_{(r)}-(\operatorname{sgn} r) \sin \theta \boldsymbol{\varepsilon}_{(\theta)}\right], \tag{10.116}
\end{equation*}
$$

with $\operatorname{sgn} r=+1$ in $\mathscr{M}_{\mathrm{I}}$ and $\operatorname{sgn} r=-1$ in the asymptotic region of $\mathscr{M}_{\text {III }}$. Introducing in both the region $\mathscr{M}_{\mathrm{I}}$ and in the asymptotic region of $\mathscr{M}_{\text {III }}$ a "Cartesian" coordinate system $(x, y, z)$ defined $x=|r| \sin \theta \cos \varphi, y=|r| \sin \theta \sin \varphi$ and $z=|r| \cos \theta$, the above formula turns out to be equivalent to

$$
\begin{equation*}
\boldsymbol{\omega}_{\mathrm{rot}}^{\mathrm{C}} \underset{r \rightarrow \pm \infty}{\sim}(\operatorname{sgn} r) \frac{a}{r^{2}} \boldsymbol{\partial}_{z} . \tag{10.117}
\end{equation*}
$$

[^90]We have thus $\boldsymbol{\omega}_{\text {rot }}^{\mathrm{C}}$ always orthogonal to the equatorial plane in the asymptotic regions.
Remark 6: This is not the case of the ZAMO's 4-rotation vector $\omega_{\text {rot }}$ : Eq. (10.104) shows that $\boldsymbol{\omega}_{\text {rot }}$ is collinear to $\partial_{z}$ only at $\theta=\pi / 2$. Note also that $\omega_{\text {rot }}$ decays faster than $\omega_{\text {rot }}^{\mathrm{C}}:|r|^{-3}$ versus $r^{-2}$. Besides note that the full expression of $\omega_{\text {rot }}^{\mathrm{C}}$, Eq. (10.115), is much simpler than that of $\boldsymbol{\omega}_{\text {rot }}$, Eq. (10.103). The same remark holds for the 4 -acceleration $\boldsymbol{a}_{\mathrm{C}}$ [Eq. (10.113)] versus the ZAMO 4-acceleration $\boldsymbol{a}$ [Eq. (10.100)]. This reflects the fact that the Carter observer is tightly bound to the spacetime structure, being closely related to the principal null geodesics, as shown by Eq. (10.111).

Historical note : The Carter frame has been introduced by Brandon Carter in 1968 [80], in the form of its dual, namely the Carter coframe, for a quite general class of spacetimes including the Kerr one (Eqs. (81)(82) in Ref. [80]). The explicit form for Kerr spacetime, i.e. the system (10.108), can be found in Carter's lecture at the famous Les Houches School (1972) [84] (Eqs. (5.19)-(5.24) and (5.31)-(5.34); cf. footnote 41 in the reprinted version [84]). The Carter frame has been popularized by Roman Znajek in 1977 [468] for studying electromagnetic processes around a black hole and has been heavily used in Barrett O'Neill's monograph about Kerr black holes [351], where it is called the Boyer-Lindquist frame field. In particular O'Neill's canonical Kerr vector fields $V$ and $W$ are $V=\rho \sqrt{\Delta} \varepsilon_{(0)}$ and $W=\rho \sin \theta \varepsilon_{(\varphi)}$.

### 10.7.5 Asymptotic inertial observers

For $r \rightarrow \pm \infty$, we see on Eqs. (10.101), (10.104), (10.114) and (10.116) that the 4 -acceleration and 4 -rotation of both the ZAMOs and the Carter observers tend to zero. Hence, these observers become inertial observers. Actually, at the same value of $(r, \theta, \varphi)$, the ZAMO and Carter observer reduce to the same inertial observer. The latter has $\omega=0$ (take the limit $r \rightarrow \pm \infty$ in Eqs. (10.99) and (10.112)). It is therefore a static observer (cf. Sec. 10.7.2). We shall call it the asymptotic inertial observer. His 4-velocity is nothing but the Killing vector $\boldsymbol{\xi}$.

### 10.8 Maximal analytic extension

### 10.8.1 Carter-Penrose diagrams

It is useful to have a "compactified view" of the whole Kerr spacetime ( $\mathscr{M}, \boldsymbol{g})$, as we had for Schwarzschild spacetime via the Carter-Penrose diagrams discussed in Sec. 9.4. However, because the Kerr spacetime with $a \neq 0$ is not spherically symmetric, such a 2-dimensional diagram can only offer a truncated view. With this in mind, we shall call a Carter-Penrose diagram ${ }^{12}$ of Kerr spacetime $(\mathscr{M}, \boldsymbol{g})$ the image $\Pi(\mathscr{M})$ of a differentiable map $\Pi: \mathscr{M} \rightarrow \mathbb{R}^{2}$, $(\tilde{t}, r, \theta, \tilde{\varphi}) \mapsto(T, X)$ such that

1. $T=T(\tilde{t}, r), X=X(\tilde{t}, r)$;
2. $\Pi(\mathscr{M})$ is a bounded region of $\mathbb{R}^{2}$;
3. the ingoing principal null geodesics are mapped to lines $T=-X+$ const and the outgoing ones are mapped to lines $T=X+$ const, with $T$ increasing towards the future of $(\mathscr{M}, \boldsymbol{g})$ in both cases.
[^91]Property 1 implies that $\Pi$ acts as a projection, leaving out any information in the non-ignorable coordinate $\theta$. Property 2 provides the "compactified" view ${ }^{13}$, and Property 3 makes $\Pi(\mathscr{M})$ look "conformal" to the 2-dimensional Minkowski spacetime generated by the metric $f=$ $-\mathbf{d} T \otimes \mathbf{d} T+\mathbf{d} X \otimes \mathbf{d} X$ on $\mathbb{R}^{2}$. However, let us stress that $\Pi$ is not a priori connected to a proper conformal completion of $(\mathscr{M}, \boldsymbol{g})$, as defined in Sec. 4.3. Note that to fulfill Property 3, it suffices to choose the functions $T(\tilde{t}, r)$ and $X(\tilde{t}, r)$ defining $\Pi$ such that in each of the regions $\mathscr{M}_{\mathrm{I}}, \mathscr{M}_{\mathrm{II}}$ and $\mathscr{M}_{\mathrm{III}}$,

$$
\begin{equation*}
T(\tilde{t}, r)=U(u)+V(v) \quad \text { and } \quad X(\tilde{t}, r)=V(v)-U(u) \tag{10.118}
\end{equation*}
$$

where (i) $U(u)$ is a function of the retarded Kerr time $u=u(\tilde{t}, r)$ given by Eq. (10.52a) that is monotonic increasing in $\mathscr{M}_{\text {I }}$ and $\mathscr{M}_{\text {III }}$ and decreasing in $\mathscr{M}_{\text {II }}$ (cf. Fig. 10.8) and (ii) $V(v)$ is a monotonic increasing function of the advanced Kerr time $v=\tilde{t}+r$ [Eq. (10.32)].

This follows from $u$ (resp. $v$ ) being constant along the outgoing (resp. ingoing) principal null geodesics. Note also that Property 3 ensures that the two horizons $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$, which are generated by outgoing principal null geodesics, appear as lines inclined by $+45^{\circ}$ with respect to the $X$-axis, as for the black hole event horizon in the Carter-Penrose diagrams of Schwarzschild spacetime (Figs. 9.10 and 9.11).
Remark 1: A related but distinct concept of projection diagram has been introduced in Ref. [113] (see also Chap. 7 of Ref. [106]); it differs from that considered here by demanding, instead of Properties 1 to 3, that $\Pi$ maps any timelike curve of ${ }^{14}(\mathscr{M} \backslash \mathscr{T}, \boldsymbol{g})$ to a timelike curve of the Minkowski spacetime $\left(\mathbb{R}^{2}, \boldsymbol{f}\right)$ and that any timelike curve in $\Pi(\mathscr{M} \backslash \mathscr{T})$ is the image of a timelike curve of $(\mathscr{M} \backslash \mathscr{T}, \boldsymbol{g})$.

A schematic Carter-Penrose diagram of the Kerr spacetime ( $\mathscr{M}, \boldsymbol{g})$ is shown in Fig. 10.9. By schematic it is meant that we do not provide any explicit construction via a map $\Pi$. Let us mention however that defining $\Pi$ by choosing $U(u)=\arctan (u / m)-k \pi$ and $V(v)=$ $\arctan (v / m)$ in Eq. (10.118), with $k=0,1$ and 2 on respectively $\mathscr{M}_{\text {I }}, \mathscr{M}_{\text {II }}$ and $\mathscr{M}_{\text {III }}$, would lead to such a diagram. By virtue of Property 1, one may think of each point in the diagram of Fig. 10.9 as being a 2 -sphere, spanned by $(\theta, \tilde{\varphi})$, except along the curve $r=0$ (thick dotted line), where each point is the union $\mathcal{S}_{0, t}$ of two flat open disks (cf. Sec. 10.2.2, Eq. (10.14)).

Each of the regions $\mathscr{M}_{\mathrm{I}}, \mathscr{M}_{\text {II }}$ and $\mathscr{M}_{\text {III }}$ of the Kerr spacetime $\mathscr{M}$ is mapped to the interior of a square tilted by $45^{\circ}$ (a "diamond") in the diagram of Fig. 10.9. In each of these diamond blocks, $v$ increases from $-\infty$ to $+\infty$ in the South-West to North-East direction, while $u$ increases from $-\infty$ to $+\infty$ in the South-East to North-West direction in $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\text {III }}$ and in the opposite direction in $\mathscr{M}_{\mathrm{II}}$. These ranges and directions follow directly from $v=\tilde{t}+r$ and the graph of $u-\tilde{t}$ shown in Fig. 10.8.

The dotted curves in Fig. 10.9 represent some hypersurfaces $r=$ const. According to the results of Sec. 10.5.1, such hypersurfaces are timelike in $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\mathrm{III}}$, spacelike in $\mathscr{M}_{\mathrm{II}}$ and null for $r=r_{-}$or $r=r_{+}$. Since the Killing vector field $\boldsymbol{\xi}$ is tangent to the hypersurfaces $r=$ const, the dotted curves in Fig. 10.9 can also be seen as the projections of the field lines of $\boldsymbol{\xi}$, i.e. of the orbits of the stationary group action.

[^92]

Figure 10.9: Carter-Penrose diagram of the $\operatorname{Kerr}$ spacetime $(\mathscr{M}, \boldsymbol{g})$, with $\mathscr{M}=\mathbb{R}^{2} \times \mathbb{S}^{2} \backslash \mathscr{R}$ (cf. Eq. (10.28) in Sec. 10.3.1), spanned by the ingoing principal null geodesics (dashed green lines). The solid green lines are outgoing principal null geodesics, while the dotted curves mark some hypersurfaces $r=$ const.

As pointed out in Sec. 10.5.2, the asymptotic structure of region $\mathscr{M}_{\mathrm{I}}$ is identical to that of $\mathscr{M}_{\mathrm{I}}$ in Schwarzschild spacetime. It can thus be endowed with a conformal completion at null infinity, as constructed in Secs. 9.4.3 and 9.4.4. This allows us to add the future (resp. past) null infinity $\mathscr{I}^{+}$(resp. $\mathscr{I}^{-}$) to the diagram of Fig. 10.9. Note that $\mathscr{I}^{+}$corresponds to the limit $v \rightarrow+\infty$ in $\mathscr{M}_{\mathrm{I}}$, while $\mathscr{I}^{-}$corresponds to the limit $u \rightarrow-\infty$ in $\mathscr{M}_{\mathrm{I}}$.

### 10.8.2 Constructing the maximal extension

The ingoing principal null geodesics $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}$ (dashed green lines in Fig. 10.9) are complete (cf. Sec. B.3.2), except for those lying in the equatorial plane, which hit the curvature singularity at $r=0$. Indeed, the affine parameter $\lambda=-r$ of any ingoing principal null geodesic with $\theta \neq \pi / 2$ ranges from $-\infty$ (lower right of the diagram) to $+\infty$ (upper left). On the contrary, the outgoing principal null geodesics $\mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out }}$ (solid green lines in Fig. 10.9) are not complete: in $\mathscr{M}_{\mathrm{I}}$, their affine parameter $\lambda=r$ is bounded from below by $r_{+}$; in $\mathscr{M}_{\text {II }}$, their affine parameter $\lambda=-r$ ranges in $\left(-r_{+},-r_{-}\right)$only and in $\mathscr{M}_{\text {III }}$, their affine parameter $\lambda=r$ is bounded from above by $r_{-}$. Since these geodesics are not ending at any spacetime singularity (it can be shown that all curvature scalar invariants remain bounded along them), except those with $\theta=\pi / 2$ in $\mathscr{M}_{\text {III }}$, this indicates that the spacetime $(\mathscr{M}, \boldsymbol{g})$ can be extended. Moreover, for $0 \leq a<m$, the event horizon $\mathscr{H}$ is a non-degenerate Killing horizon (cf. Sec. 10.5.4) and we have seen in Sec. 3.4.2 that, generically, such horizons are part of a bifurcate Killing horizon in an extended


Figure 10.10: Carter-Penrose diagram of the minimal extension of $\mathscr{M}_{\mathrm{I}}$ to ensure complete outgoing principal null geodesics (one of them is drawn as a solid green line).
spacetime.
A spacetime extending $\left(\mathscr{M}_{\mathrm{I}}, \boldsymbol{g}\right)$ "to the past", so that the outgoing principal null geodesics are complete, is shown in Fig. 10.10. It is made by attaching to ( $\mathscr{M}_{\mathrm{I}}, \boldsymbol{g}$ ) a time-reversed copy ${ }^{15}$ of $\left(\mathscr{M}_{\mathrm{II}}, \boldsymbol{g}\right),\left(\mathscr{M}_{\mathrm{II}}^{*}, \boldsymbol{g}\right)$ say, and then attaching to the latter a copy of $\left(\mathscr{M}_{\mathrm{III}}, \boldsymbol{g}\right),\left(\mathscr{M}_{\mathrm{III}}^{\prime \prime}, \boldsymbol{g}\right)$ say ${ }^{16}$. By construction, the outgoing principal null geodesics are complete in this extension, but the ingoing ones are not: the affine parameter $\lambda=-r$ of that denoted by $v=v_{0}$ in Fig. 10.10 is bounded from above by $-r_{+}$. Actually the situation is completely symmetric to that of the original Kerr spacetime $(\mathscr{M}, \boldsymbol{g})$ (Fig. 10.9). In particular, the region $\mathscr{M}_{\mathrm{II}}^{*} \cup \mathscr{H}_{\mathrm{in}}^{\prime \prime} \cup \mathscr{M}_{\mathrm{III}}^{\prime \prime}$, where $\mathscr{H}_{\text {in }}^{\prime \prime}$ is the (null) hypersurface $r=r_{-}$, is a white hole, since it is the complement of $J^{+}\left(\mathscr{I}^{-}\right)$(cf. the definition (4.41) of a white hole). The hypersurface $r=r_{+}$(black thick line in Fig. 10.10) is the corresponding past event horizon.

By combining the diagrams of Figs. 10.9 and 10.10, one obtains a spacetime which still contains incomplete null geodesics: the outgoing ones in regions $\mathscr{M}_{\text {II }}$ and $\mathscr{M}_{\text {III }}$, and the ingoing ones in regions $\mathscr{M}_{\mathrm{II}}^{*}$ and $\mathscr{M}_{\mathrm{III}}^{\prime \prime}$. To go further, one should add new regions isometric to one of the three blocks $\left(\mathscr{M}_{\mathrm{I}}, \boldsymbol{g}\right),\left(\mathscr{M}_{\mathrm{II}}, \boldsymbol{g}\right)$ and $\left(\mathscr{M}_{\mathrm{III}}, \boldsymbol{g}\right)$ and iterate indefinitely, leading to the Carter-Penrose diagram of Fig. 10.11. In this process, one shall make sure to have some analytic continuation of the metric between the various blocks. This is done by introducing Kruskal-type coordinates in the vicinity of the boundaries between the various blocks. We shall not do it

[^93]here and refer the reader to the seminal articles by Boyer \& Lindquist [64] and Carter [79], the famous Les Houches lectures by Carter [84] or the textbook by O'Neill [351].

In the diagram of Fig. 10.11, it is clear that the event horizon $\mathscr{H}$ and the inner horizon $\mathscr{H}_{\text {in }}$ have been extended to bifurcate Killing horizons (cf. Sec. 3.4), the bifurcation surface of which being a 2 -sphere depicted by a circular dot.

Historical note : In 1966, Brandon Carter [77] obtained the maximal analytic extension of the 2dimensional manifold constituted by the rotation axis ${ }^{17} \mathscr{A}$ of the Kerr spacetime and drew a diagram similar to that of Fig. 10.11 (Fig. 1a of Ref. [77]). More precisely, Carter introduced on $\mathscr{A}$ a coordinate system $(T, X)$ (denoted $(\psi, \xi)$ by him) in which the metric induced by $\boldsymbol{g}$ on $\mathscr{A}$ is explicitely conformal the 2-dimensional Minkowski metric $\boldsymbol{f}=-\mathbf{d} T \otimes \mathbf{d} T+\mathbf{d} X \otimes \mathbf{d} X$. Thus Fig. 1a of Carter's article [77], which is reproduced as Fig. 28 of Hawking \& Ellis' textbook [242], is a true conformal representation of $\mathscr{A}$, and not the mere "compactified projection" that we used to define a generic Carter-Penrose diagrams in Sec. 10.8.1. This was of course made possible because the rotation axis $\mathscr{A}$ is a 2 -dimensional manifold. For the whole Kerr spacetime, the "projection" aspect is inevitable. In the same article [77], Carter suggested that the maximal analytic extension of the whole 4 -dimensional manifold would be similar to that of $\mathscr{A}$. This was proven rigorously a year later by Robert H. Boyer and Richard W. Lindquist [64] and generalized to Kerr-Newmann spacetimes by Carter himself in 1968 [79].

### 10.8.3 Cauchy horizon

Let us consider a spacelike hypersurface $\Sigma$ running from the asymptotically flat end of $\mathscr{M}_{\mathrm{I}}$ to the asymptotically flat end of $\mathscr{M}^{\prime}{ }_{\mathrm{I}}$, possibly through ${ }^{18} \mathscr{M}_{\mathrm{II}}$ or $\mathscr{M}_{\mathrm{II}}{ }^{*}$ (cf. Fig. 10.12) that is acausal, in the sense that no causal curve intersects it more than once. One says that $\Sigma$ is a partial Cauchy surface, the definition of the latter being an acausal hypersurface without edge [242]. The future Cauchy development (resp. past Cauchy development) of $\Sigma$ is the set $D^{+}(\Sigma)$ (resp. $D^{-}(\Sigma)$ ) of all spacetime points $p$ such that each past-directed (resp. future directed) inextendible causal curve through $p$ intersects $\Sigma$. The future Cauchy development of $\Sigma$ is the hatched region in Fig. 10.12. The spacetime metric at every point in $D^{+}(\Sigma)$ is entirely determined by initial data on $\Sigma$ through the Einstein equation, in its $3+1$ form (see e.g. Chap. 5 of Ref. [207]); this reflects the well-posedness of general relativity as a Cauchy problem.

One says that $\Sigma$ is a Cauchy surface iff $D^{+}(\Sigma) \cup D^{-}(\Sigma)$ is the whole spacetime, i.e. iff every inextendible causal curve intersects ${ }^{19} \Sigma$. It is clear on Fig. 10.12 that $\Sigma$ is a Cauchy surface for $\left(\mathscr{M}_{1}, \boldsymbol{g}\right)$, with $\mathscr{M}_{1}:=\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\mathrm{I}}^{\prime} \cup \mathscr{M}_{\mathrm{II}} \cup \mathscr{M}^{*}{ }_{\mathrm{II}}$, but not for the whole extended Kerr spacetime. The future boundary of $D^{+}(\Sigma)$ is called the future Cauchy horizon of $\Sigma$ and denoted by $H^{+}(\Sigma)$. In the present case, the future Cauchy horizon does not depend upon the choice of $\Sigma$, being the same for any partial Cauchy surface through $\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\mathrm{I}}{ }_{\mathrm{I}}$. We shall therefore denote it by $\mathscr{H}_{\mathrm{C}}$. It is depicted as the blue thick line in Fig. 10.12. $\mathscr{H}_{\mathrm{C}}$ is the union of what we called the inner horizon in Sec. 10.5.1, i.e. the Killing horizon $\mathscr{H}_{\text {in }}$, and the null
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Figure 10.11: Carter-Penrose diagram of the maximal analytic extension of the Kerr spacetime. As in Figs. 10.9 and 10.10 , the dotted curves mark some hypersurfaces $r=$ const. The central black or light brown dots mark the bifurcation spheres of bifurcate Killing horizons.


Figure 10.12: The partial Cauchy surface $\Sigma$, its future Cauchy development $D^{+}(\Sigma)$ (hatched) and the Cauchy horizon $\mathscr{H}_{\mathrm{C}}$. As in Figs. 10.9-10.11, the dotted curves marks some hypersurfaces $r=$ const.
boundary between $\mathscr{M}_{\text {II }}$ and $\mathscr{M}^{\prime}{ }_{\text {III }}, \mathscr{H}^{\prime}$ in say, which is a Killing horizon as well:

$$
\begin{equation*}
\mathscr{H}_{\mathrm{C}}=\mathscr{H}_{\mathrm{in}} \cup \mathscr{H}_{\mathrm{in}}^{\prime} . \tag{10.119}
\end{equation*}
$$

Note that $\mathscr{H}_{\mathrm{C}}$ corresponds to a fixed value of the $r$ coordinate of Kerr-type coordinate systems, namely $r=r_{-}$, in agreement with the primary definition of $\mathscr{H}_{\text {in }}$ given in Eq. (10.27).
Remark 2: There is no such Cauchy horizon in the Schwarzschild spacetime, even in its maximally extended version. For instance the hypersurface defined in terms of the Kruskal-Szekeres coordinates by $T=0$ and whose equatorial section is depicted in Fig. 9.14 (Flamm paraboloid), is a Cauchy surface for the whole maximally extended Schwarzschild spacetime: by looking at Fig. 9.12, you may convince yourself that any inextendible causal curve in Schwarzschild spacetime must go through $T=0$.

Let us evaluate the non-affinity coefficient $\kappa_{\text {in }}$ of the Killing generator $\chi_{\text {in }}$ of the part $\mathscr{H}_{\text {in }}$ of the Cauchy horizon [cf. Eq. (10.69)]. Since $m r_{-} /\left(r_{-}^{2}+a^{2}\right)=1 / 2$, we notice, from Eqs. (10.56), (10.69) and (10.70), that the Killing vector $\chi_{\text {in }}$ coincides with the vector $\boldsymbol{\ell}$ tangent to the outgoing principal null geodesics on $\mathscr{H}_{\text {in }}$ :

$$
\begin{equation*}
\chi_{\mathrm{in}} \stackrel{\mathscr{H}_{\text {in }}}{=} \ell \tag{10.120}
\end{equation*}
$$

Hence, as the event horizon $\mathscr{H}$, the inner horizon $\mathscr{H}_{\text {in }}$ is generated by outgoing principal null geodesics [compare Eq. (10.71) and see Figs. 10.6 and 10.7]. Equation (10.57) implies then

$$
\begin{equation*}
\nabla_{\chi_{\text {in }}} \chi_{\mathrm{in}} \stackrel{\mathscr{H}_{\mathrm{in}}}{=} \kappa_{\mathrm{in}} \chi_{\mathrm{in}} \tag{10.121}
\end{equation*}
$$

with the non-affinity coefficient $\kappa_{\text {in }}$ obtained by specializing Eq. (10.57) to $r=r_{-}: \kappa_{\text {in }}=$ $\left.\kappa_{\ell}\right|_{r=r_{-}}=m\left(r_{-}^{2}-a^{2}\right) /\left(r_{-}^{2}+a^{2}\right)^{2}$. Using the expression of $r_{-}$in terms of $m$ and $a$ [Eq. (10.3)], we get

$$
\begin{equation*}
\kappa_{\text {in }}=-\frac{\sqrt{m^{2}-a^{2}}}{2 m\left(m-\sqrt{m^{2}-a^{2}}\right)} . \tag{10.122}
\end{equation*}
$$

Given the assumption $0<a<m$, we have $\kappa_{\text {in }} \neq 0$, which implies (cf. Sec. 3.3.6)

## Property 10.23: non-degeneracy of the inner horizon

As long as $a<m$, the part $\mathscr{H}_{\text {in }}$ of the Cauchy horizon $\mathscr{H}_{\mathrm{C}}$ is a non-degenerate Killing horizon.

We note that $\kappa_{\text {in }}<0$. According to the results of Sec. 3.4.2, this implies

## Property 10.24: Cauchy horizon as part of a bifurcate Killing horizon

$\mathscr{H}_{\text {in }}$ is contained in a bifurcate Killing horizon, the bifurcation surface of which being the future boundary of $\mathscr{H}_{\text {in }}$ (light brown small disk in Fig. 10.12). Actually, the whole Cauchy horizon $\mathscr{H}_{\mathrm{C}}$ is the past part of the bifurcate Killing horizon, the future part being formed by the future boundaries $r=r_{-}$of $\mathscr{M}_{\text {III }}$ and $\mathscr{M}_{\text {III }}^{\prime}$ (light brown thick lines in Fig. 10.12).

### 10.8.4 Physical relevance of the maximal extension

As for the maximal extension of Schwarzschild spacetime (Chap. 9), the maximal extension of the Kerr spacetime discussed above corresponds to an "eternal" black hole, not to any "astrophysical" black hole formed by gravitational collapse. Moreover, contrary to the nonrotating case, where the Schwarzschild geometry is exact outside the collapsing star (by virtue of the Jebsen-Birkhoff theorem, cf. Sec. 14.2.5), the spacetime outside a collapsing rotating star is not a part of Kerr spacetime. In particular, it contains gravitational waves and is not stationary. Only at "late times", when all the "hairs" have been radiated away, does it settle to the Kerr spacetime.

Another physical issue regards the Cauchy horizon: it has been shown to be unstable, suffering from the so-called mass inflation instability discovered by Éric Poisson and Werner Israel [375] (see Ref. [70] for a recent study of this instability).

### 10.9 Further reading

For more material about the Kerr black hole, we refer the reader to O'Neill's very nice monograph [351], as well to the review articles by Heinicke \& Hehl [246], Teukolsky [426] and Visser [445].

## Chapter 11

## Geodesics in Kerr spacetime: generic and timelike cases
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### 11.1 Introduction

In various occasions during our study of Kerr spacetime in Chap. 10, we have already encountered some peculiar geodesics, namely the principal null geodesics. In this chapter, we begin the systematic study of causal (timelike or null) geodesics in Kerr spacetime. First, taking advantage of an algebraic particularity of this spacetime, giving birth to a non-trivial Killing tensor and the associated Carter constant, we shall see in Sec. 11.2 that Kerr geodesic motion is fully governed by a system of first order equations, the solution of which can be obtained by quadrature. The basic properties of geodesics that can be inferred from this system are derived in Sec. 11.3. Then we focus on timelike geodesics (Sec. 11.4) and in particular on those that are bound; they represent orbits of massive particles or bodies around a Kerr black hole. In Sec. 11.5, we shall investigate the particular case of circular orbits in the equatorial plane and discuss their stability. The detailed study of null geodesics is deferred to the next chapter.

Of course, when the Kerr spin parameter $a$ tends to zero, all results in this chapter reduce to those obtained for Schwarzschild geodesics in Chap. 7. As already suggested in the introduction of Chap. 7, before moving on, the reader might want to have a look at Appendix B, which recaps the properties of geodesics in pseudo-Riemannian manifolds.

### 11.2 Equations of geodesic motion

### 11.2.1 Introduction

In all this chapter, we are concerned with the motion of a particle $\mathscr{P}$ in the Kerr spacetime $(\mathscr{M}, \boldsymbol{g})$, under the hypothesis that $\mathscr{P}$ feels only gravity, as described by $\boldsymbol{g}$ (freely falling particle). The worldline $\mathscr{L}$ of $\mathscr{P}$ is then necessarily a geodesic ${ }^{1}$ of $(\mathscr{M}, \boldsymbol{g})$. It is a timelike geodesic if $\mathscr{P}$ is a massive particle and a null geodesic if $\mathscr{P}$ is massless (e.g. a photon).

In a given coordinate system $\left(x^{\alpha}\right)$, the geodesic $\mathscr{L}$ is described by a system of the form ${ }^{2}$ $x^{\alpha}=x^{\alpha}(\lambda)$, where $\lambda$ is an affine parameter ${ }^{3}$ along $\mathscr{L}$. We choose $\lambda$ to be the affine parameter associated with $\mathscr{P}$ 's 4 -momentum $\boldsymbol{p}$, i.e. such that $\mathrm{d} x^{\alpha} / \mathrm{d} \lambda=p^{\alpha}$ [Eq. (1.21)]. In particular, $\lambda$ is dimensionless and is increasing towards the future ${ }^{4}$ along $\mathscr{L}$. The curve $\mathscr{L}$ is a geodesic iff the functions $x^{\alpha}(\lambda)$ obey the geodesic equation [Eq. (B.10) in Appendix B]:

$$
\begin{equation*}
\frac{\mathrm{d}^{2} x^{\alpha}}{\mathrm{d} \lambda^{2}}+\Gamma^{\alpha}{ }_{\mu \nu} \frac{\mathrm{d} x^{\mu}}{\mathrm{d} \lambda} \frac{\mathrm{~d} x^{\nu}}{\mathrm{d} \lambda}=0, \quad 0 \leq \alpha \leq 3, \tag{11.1}
\end{equation*}
$$

where the $\Gamma^{\alpha}{ }_{\mu \nu}$ 's are the Christoffel symbols of the metric $\boldsymbol{g}$ with respect to the coordinates $\left(x^{\alpha}\right)$, as given by Eq. (A.73). Equation (11.1) is the component expression of $\boldsymbol{\nabla}_{\boldsymbol{p}} \boldsymbol{p}=0$ [Eq. (1.11)]. It is a system of four coupled second-order differential equations, which are non-linear. We are going to see that it is actually not necessary to solve this system to compute the geodesics of Kerr spacetime. Indeed, as in the Schwarzschild case studied in Chap. 7, there exists enough first integrals of Eq. (11.1) to reduce the problem to four first-order equations of the type $\mathrm{d} x^{\alpha} / \mathrm{d} \lambda=F^{\alpha}\left(x^{0}, x^{1}, x^{2}, x^{3}\right)$.

Three integrals of motion are similar to those of Schwarzschild geodesics: one is the particle's mass $\mu$ (Sec. 11.2.3 below) and the two other ones are the conserved energy $E$ and the conserved angular momentum $L$ (Sec. 11.2.2), which arise from the common symmetries of Kerr and Schwarzschild spacetimes: stationarity (outside the ergoregion) and axisymmetry. In the Schwarzschild case, the fourth integral of motion was provided by spherical symmetry, which constrained all geodesics to be planar, so that a suitable choice of coordinates $(t, r, \theta, \varphi)$ makes a given geodesic confined to the hyperplane $\theta=\pi / 2$, yielding the first integral $p^{\theta}=0$ [Eq. (7.7)]. The Kerr spacetime with $a \neq 0$ being not spherically symmetric, we loose this property here. Fortunately there exists another integral of motion, known as the Carter constant; it arises from a remarkable property of Kerr spacetime: the existence of a non-trivial Killing tensor (Sec. 11.2.4). This makes a total of four integral of motions, which makes the problem integrable (Secs. 11.2.5 to 11.2.8).

### 11.2.2 Integrals of motion from spacetime symmetries

As for Schwarzschild spacetime (cf. Sec. 7.2.1), we have the following property:
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## Property 11.1: conserved quantities along causal geodesics

The Killing vectors $\boldsymbol{\xi}$ and $\boldsymbol{\eta}$ of Kerr spacetime, associated respectively with stationarity and axisymmetry [cf. Eq. (10.12)], give birth to two conserved quantities along any (causal) geodesic $\mathscr{L}$ :

$$
\begin{align*}
& E:=-\boldsymbol{\xi} \cdot \boldsymbol{p}=-\boldsymbol{g}(\boldsymbol{\xi}, \boldsymbol{p})  \tag{11.2a}\\
& L:=\boldsymbol{\eta} \cdot \boldsymbol{p}=\boldsymbol{g}(\boldsymbol{\eta}, \boldsymbol{p}), \tag{11.2b}
\end{align*}
$$

where $\boldsymbol{p}$ is the 4 -momentum of the particle $\mathscr{P}$ having $\mathscr{L}$ as worldline (cf. Sec. 1.3). For the same reasons as in Sec. 7.2.1, $E$ is called the conserved energy or energy at infinity of $\mathscr{P}$, while $L$ is called the conserved angular momentum or angular momentum at infinity of $\mathscr{P}$.

In particular, if $\mathscr{L}$ reaches the asymptotic region $|r| \rightarrow+\infty, E$ is nothing but $\mathscr{P}$ 's energy as measured by the asymptotic inertial observer introduced in Sec. 10.7.5, given that the 4 -velocity of the latter coincides with the Killing vector $\boldsymbol{\xi}$ [compare Eq. (1.23) with Eq. (11.2a)]. Similarly, $L$ is the component along the rotation axis of $\mathscr{P}$ 's (total) angular momentum vector $\boldsymbol{L}_{\text {tot }}$ as measured by the asymptotic inertial observer [cf. Eq. (7.4)].

Remark 1: Because it represents only a component of the total angular momentum, $L$ is sometimes denoted by $L_{z}$.

In coordinates $(t, r, \theta, \varphi)$ adapted to spacetime symmetries, i.e. coordinates such that $\boldsymbol{\xi}=\boldsymbol{\partial}_{t}$ and $\boldsymbol{\eta}=\boldsymbol{\partial}_{\varphi}$, for instance Boyer-Lindquist coordinates (Sec. 10.2.1), advanced Kerr coordinates (Sec. 10.3.1) or Kerr coordinates (Sec. 10.3.3), one can rewrite (11.2) in terms of the components $p_{t}=g_{t \mu} p^{\mu}$ and $p_{\varphi}=g_{\varphi \mu} p^{\mu}$ of the 1 -form $\underline{\boldsymbol{p}}$ associated to $\boldsymbol{p}$ by metric duality:

$$
\begin{align*}
& E=-p_{t}  \tag{11.3a}\\
& L=p_{\varphi} \tag{11.3b}
\end{align*}
$$

Indeed, in such a coordinate system, $\xi^{\mu}=\delta_{t}^{\mu}$ and $\eta^{\mu}=\delta^{\mu}{ }_{\varphi}$, so that $E=-g_{\mu \nu} \xi^{\mu} p^{\nu}=$ $-g_{t \nu} p^{\nu}=-p_{t}$ and $L=g_{\mu \nu} \eta^{\mu} p^{\nu}=g_{\varphi \nu} p^{\nu}=p_{\varphi}$.
Example 1 (Generators of the event and inner horizons): Let us choose for $\mathscr{L}$ a null geodesic generator of the event horizon $\mathscr{H}$ (cf. Sec. 10.5.3). $\mathscr{L}$ is then an outgoing principal null geodesic $\mathscr{L}_{(\theta, \psi)}^{\mathrm{out}, \mathscr{H}}$ and the 4-momentum vector $\boldsymbol{p}$ is proportional to the null vector $\boldsymbol{\ell} \stackrel{\mathscr{H}}{=} \boldsymbol{\chi}=\boldsymbol{\xi}+\Omega_{\mathscr{H}} \boldsymbol{\eta}$ [Eq. (10.71) and (10.67)]. By definition of a generator of a null hypersurface (cf. Sec. 2.3.3), $\boldsymbol{p}$ is normal to $\mathscr{H}$. Since the Killing vector fields $\boldsymbol{\xi}$ and $\boldsymbol{\eta}$ are tangent to $\mathscr{H}$ (for $\mathscr{H}$ is globally preserved by the spacetime symmetries), we get immediately from the definitions (11.2) $E=0$ and $L=0$. Similarly, if $\mathscr{L}$ is a null geodesic generator of the inner horizon $\mathscr{H}_{\text {in }}, \mathscr{L}$ is an outgoing principal null geodesic $\mathscr{L}_{(\theta, \psi)}^{\text {out, } \mathscr{H}_{\text {in }}}$, with $\boldsymbol{p}$ proportional to the null normal $\boldsymbol{\ell} \stackrel{\mathscr{\mathcal { L i n } _ { \mathrm { in } }}}{=} \chi_{\mathrm{in}}=\boldsymbol{\xi}+\Omega_{\mathrm{in}} \boldsymbol{\eta}$ [Eq. (10.120) and (10.69)], so that we have $E=0$ and $L=0$ as well. Hence we conclude:

$$
\begin{equation*}
\mathscr{L} \text { null geodesic generator of } \mathscr{H} \text { or } \mathscr{H}_{\text {in }} \Longrightarrow E=0 \quad \text { and } \quad L=0 . \tag{11.4}
\end{equation*}
$$

Example 2 (Ingoing principal null geodesics): For the ingoing principal null geodesics $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}$ introduced in Sec. 10.4, the 4-momentum vector is

$$
\begin{equation*}
\boldsymbol{p}=\alpha \boldsymbol{k} \tag{11.5}
\end{equation*}
$$

where $\alpha$ is a (positive) constant, since $\boldsymbol{k}$ is a geodesic vector [Eq. (10.44)], as $\boldsymbol{p}$ [Eq. (1.11)]. Equations (11.3) with the components relative to Kerr coordinates $(\tilde{t}, r, \theta, \tilde{\varphi})$ lead then to

$$
E=-\alpha k_{\tilde{t}}=-\alpha(-1)=\alpha \quad \text { and } \quad L=\alpha k_{\tilde{\varphi}}=\alpha a \sin ^{2} \theta
$$

where the components $k_{\tilde{t}}$ and $k_{\tilde{\varphi}}$ have been read on Eq. (10.43). Hence for any ingoing principal null geodesic $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}$,

$$
\begin{equation*}
E>0 \quad \text { and } \quad L=a E \sin ^{2} \theta \tag{11.6}
\end{equation*}
$$

Recall that $\theta$ is constant along $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}$, so that the above formula does yield a constant value for $L$. Moreover, it fulfills $L \geq 0$ with $L=0$ only for $a=0$ or $\theta \in\{0, \pi\}$ (rotation axis).

Example 3 (Outgoing principal null geodesics): For the outgoing principal null geodesics $\mathscr{L}_{(u, \theta, \tilde{\varphi})}^{\text {out }}$, $\mathscr{L}_{(\theta, \psi)}^{\text {out, }, \mathscr{H}}$ and $\mathscr{L}_{(\theta, \psi)}^{\text {out, }, \mathscr{H}_{\text {in }}}$ introduced in Sec. 10.4, the 4-momentum vector is

$$
\begin{equation*}
\boldsymbol{p}=\beta(\lambda) \boldsymbol{\ell} \tag{11.7}
\end{equation*}
$$

where $\beta(\lambda)$ is a function of the affine parameter $\lambda$ associated to $\boldsymbol{p}$ that obeys $\beta(\lambda)>0$, since both $\boldsymbol{p}$ and $\boldsymbol{\ell}$ are future-directed (cf. Sec. 10.4). Contrary to the coefficient $\alpha$ in Eq. (11.5), $\beta(\lambda)$ is not constant because $\ell$ is not a geodesic vector, but only a pregeodesic one: it fulfills $\nabla_{\ell} \ell=\kappa_{\ell} \ell$ with $\kappa_{\ell} \neq 0$ [Eq. (10.57)] (cf. Remark 6 on p .342 ). The geodesic equation $\boldsymbol{\nabla}_{\boldsymbol{p}} \boldsymbol{p}=0$ implies that $\beta$ obeys the differential equation $\nabla_{\boldsymbol{p}} \beta+\kappa_{\boldsymbol{\ell}} \beta^{2}=0$, or equivalently

$$
\begin{equation*}
\frac{\mathrm{d} \beta}{\mathrm{~d} \lambda}+\kappa_{\ell} \beta^{2}=0 \tag{11.8}
\end{equation*}
$$

The outgoing principal null geodesics either (i) are confined to one of the horizons $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$, generating them (case of $\mathscr{L}_{(\theta, \psi)}^{\text {out, }, \mathscr{H}}$ and $\mathscr{L}_{(\theta, \psi)}^{\text {out, }, \mathscr{H}_{\text {in }}}$ ), or (ii) never intersect them (case of $\mathscr{L}_{(u, \theta, \tilde{\varphi})}^{\text {out }}$, cf. the solid curves in Figs. $10.6-10.7$ ). In the first case, $\kappa_{\ell}$ is a constant on $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$, given by Eq. (10.57) with $r=r_{+}$ for $\mathscr{H}$ and $r=r_{-}$for $\mathscr{H}_{\text {in }}$. The solution of Eq. (11.8) is then

$$
\beta(\lambda)=\frac{1}{\kappa_{\ell}\left(\lambda-\lambda_{0}\right)}
$$

where $\lambda_{0}$ is a constant. Outside the horizons, $\kappa_{\ell}$ is the function of $r$ given by Eq. (10.57). We then search for a solution of Eq. (11.8) in the form $\beta(\lambda)=B(r(\lambda))$, where $r(\lambda)$ is the function giving the coordinate $r$ along the geodesic. Since the latter obeys $\mathrm{d} r / \mathrm{d} \lambda=p^{r}=\beta \ell^{r}$ with $\ell^{r}$ read on Eq. (10.56), we get the following linear differential equation for $B$ :

$$
\left(r^{2}-2 m r+a^{2}\right) \frac{\mathrm{d} B}{\mathrm{~d} r}+2 m \frac{r^{2}-a^{2}}{r^{2}+a^{2}} B=0
$$

The solution is

$$
B(r)=2 \frac{r^{2}+a^{2}}{r^{2}-2 m r+a^{2}} B_{0}=\beta(\lambda)
$$

where $B_{0}$ is a positive constant in $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\mathrm{III}}$ and a negative constant in $\mathscr{M}_{\mathrm{II}}$, to ensure that $\beta(\lambda)>0$.

Plugging (11.7) into Eqs. (11.3) with the components relative to Kerr coordinates yields

$$
E=-\beta(\lambda) \ell_{\tilde{t}}=\beta(\lambda) \frac{\Delta}{2\left(r^{2}+a^{2}\right)} \quad \text { and } \quad L=\beta(\lambda) \ell_{\tilde{\varphi}}=\beta(\lambda) \frac{a \Delta \sin ^{2} \theta}{2\left(r^{2}+a^{2}\right)}
$$

where the components $\ell_{\tilde{t}}$ and $\ell_{\tilde{\varphi}}$ have been read on Eq. (10.59). Given the above results for $\beta(\lambda)$, we get $E=0$ and $L=0$ on $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$, since $\Delta=0$ there, and $E=B_{0}$ and $L=a B_{0} \sin ^{2} \theta$ elsewhere. We conclude that for the outgoing principal null geodesics,

$$
\begin{array}{clll}
\text { in } \mathscr{H} \cup \mathscr{H}_{\mathrm{in}}, & E=0 & \text { and } & L=0 \\
\text { in } \mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\mathrm{III}}, & E>0 & \text { and } & L=a E \sin ^{2} \theta \\
\text { in } \mathscr{M}_{\mathrm{II}}, & E<0 & \text { and } & L=a E \sin ^{2} \theta \tag{11.9c}
\end{array}
$$

In particular, (11.9a) is nothing but the result (11.4) already obtained in Example 1. We note also that the relation between $L$ and $E$ is identical to that obtained in Example 2 for the ingoing principal null geodesics [Eq. (11.6)].

In what follows, we will use Boyer-Lindquist coordinates $\left(x^{\alpha}\right)=(t, r, \theta, \varphi)$ as introduced in Sec. 10.2.1. Given the components (10.8) of the metric tensor $\boldsymbol{g}$ in these coordinates, evaluating $E$ and $L$ via $E=-g_{t \mu} p^{\mu}$ and $L=g_{\varphi \mu} p^{\mu}$ yields

$$
\begin{gather*}
E=\left(1-\frac{2 m r}{\rho^{2}}\right) p^{t}+\frac{2 a m r \sin ^{2} \theta}{\rho^{2}} p^{\varphi}  \tag{11.10}\\
L=-\frac{2 a m r \sin ^{2} \theta}{\rho^{2}} p^{t}+\left(r^{2}+a^{2}+\frac{2 a^{2} m r \sin ^{2} \theta}{\rho^{2}}\right) \sin ^{2} \theta p^{\varphi} \tag{11.11}
\end{gather*}
$$

where $\rho^{2}:=r^{2}+a^{2} \cos ^{2} \theta$ [Eq. (10.9)].
Let us recall that the components $\left(p^{\alpha}\right)$ of the 4 -momentum are related to the parametric equation $x^{\alpha}=x^{\alpha}(\lambda)$ of the geodesic $\mathscr{L}$ in terms of the affine parameter $\lambda$ by $p^{\alpha}=\mathrm{d} x^{\alpha} / \mathrm{d} \lambda$ [cf. Eq. (1.21)], i.e.

$$
\begin{equation*}
p^{t}=\frac{\mathrm{d} t}{\mathrm{~d} \lambda}, \quad p^{r}=\frac{\mathrm{d} r}{\mathrm{~d} \lambda}, \quad p^{\theta}=\frac{\mathrm{d} \theta}{\mathrm{~d} \lambda}, \quad p^{\varphi}=\frac{\mathrm{d} \varphi}{\mathrm{~d} \lambda} \tag{11.12}
\end{equation*}
$$

### 11.2.3 Mass as an integral of motion

The mass $\mu$ of particle $\mathscr{P}$ is related to the scalar square of the 4-momentum vector $\boldsymbol{p}$ via Eq. (1.10):

$$
\begin{equation*}
\mu^{2}=-\boldsymbol{g}(\boldsymbol{p}, \boldsymbol{p}) \tag{11.13}
\end{equation*}
$$

The fact that $\mathscr{L}$ is a geodesic implies that $\mu$ is constant along $\mathscr{L}$ (cf. Eq. (B.6) in Appendix B). It therefore provides a third integral of motion, after $E$ and $L$.

It is convenient to express (11.13) in terms of the inverse metric in order to let appear $p_{t}=-E$ and $p_{\varphi}=L:$

$$
\mu^{2}=-g^{\mu \nu} p_{\mu} p_{\nu}
$$

Given the components (10.16) of the inverse metric in Boyer-Lindquist coordinates, we get

$$
\begin{align*}
\mu^{2}= & \frac{1}{\Delta}\left(r^{2}+a^{2}+\frac{2 a^{2} m r \sin ^{2} \theta}{\rho^{2}}\right) E^{2}-\frac{4 a m r}{\rho^{2} \Delta} E L-\frac{1}{\Delta}\left(1-\frac{2 m r}{\rho^{2}}\right) \frac{L^{2}}{\sin ^{2} \theta} \\
& -\frac{\rho^{2}}{\Delta}\left(p^{r}\right)^{2}-\rho^{2}\left(p^{\theta}\right)^{2}, \tag{11.14}
\end{align*}
$$

where $\Delta:=r^{2}-2 m r+a^{2}$ [Eq. (10.10)]. Note that we have expressed $p_{r}$ and $p_{\theta}$ in terms of $p^{r}$ and $p^{\theta}$ thanks to the relations $p_{r}=g_{r \mu} p^{\mu}$ and $p_{\theta}=g_{\theta \mu} p^{\mu}$, which are very simple for the Boyer-Lindquist components (10.8) of $\boldsymbol{g}$ :

$$
\begin{equation*}
p_{r}=\frac{\rho^{2}}{\Delta} p^{r} \quad \text { and } \quad p_{\theta}=\rho^{2} p^{\theta} \tag{11.15}
\end{equation*}
$$

### 11.2.4 The fourth integral of motion: Carter constant

It turns out that the Kerr spacetime is endowed with a non-trivial Killing tensor of valence 2: the Walker-Penrose Killing tensor $\boldsymbol{K}$, which is the symmetric tensor of type $(0,2)$ defined by

$$
\begin{equation*}
\boldsymbol{K}:=\left(r^{2}+a^{2}\right)(\underline{\boldsymbol{k}} \otimes \underline{\boldsymbol{\ell}}+\underline{\boldsymbol{\ell}} \otimes \underline{\boldsymbol{k}})+r^{2} \boldsymbol{g}, \tag{11.16}
\end{equation*}
$$

where $\underline{\ell}$ and $\underline{\boldsymbol{k}}$ are the 1 -forms associated by metric duality to the null vector fields $\boldsymbol{k}$ and $\boldsymbol{\ell}$ tangent to the principal null geodesics introduced in Sec. 10.4. In index notation, Eq. (11.16) writes

$$
\begin{equation*}
K_{\alpha \beta}=\left(r^{2}+a^{2}\right)\left(k_{\alpha} \ell_{\beta}+\ell_{\alpha} k_{\beta}\right)+r^{2} g_{\alpha \beta} . \tag{11.17}
\end{equation*}
$$

$\boldsymbol{K}$ is called a Killing tensor because its symmetrized covariant derivative vanishes identically:

$$
\begin{equation*}
\nabla_{(\alpha} K_{\beta \gamma)}=0 \text {. } \tag{11.18}
\end{equation*}
$$

This property can be seen as a generalization of the Killing equation (3.19) to tensors of valence 2. That the tensor $\boldsymbol{K}$ defined by (11.16) obeys the Killing identity (11.18) is established in the SageMath notebook D.5.7.

Killing tensors are discussed in Sec. B.5.2 of Appendix B. It is shown there that the Killing identity (11.18) implies that the following quantity is constant along any geodesic $\mathscr{L}$ [cf. Eq. (B.46)]:

$$
\begin{equation*}
\mathscr{K}:=\boldsymbol{K}(\boldsymbol{p}, \boldsymbol{p})=K_{\mu \nu} p^{\mu} p^{\nu} . \tag{11.19}
\end{equation*}
$$

$\mathscr{K}$ is named Carter constant (cf. the historical note on p. 383). From the definition (11.16) of $\boldsymbol{K}$, we have

$$
\begin{equation*}
\mathscr{K}=2\left(r^{2}+a^{2}\right)\langle\underline{\boldsymbol{k}}, \boldsymbol{p}\rangle\langle\underline{\ell}, \boldsymbol{p}\rangle+r^{2} \boldsymbol{g}(\boldsymbol{p}, \boldsymbol{p}) . \tag{11.20}
\end{equation*}
$$

Now by Eq. (11.13), $\boldsymbol{g}(\boldsymbol{p}, \boldsymbol{p})=-\mu^{2}$. Besides, we have $\langle\underline{\boldsymbol{k}}, \boldsymbol{p}\rangle=k_{\mu} p^{\mu}=k^{\mu} p_{\mu}$. The last form lets appear the constants of motion $p_{t}=-E$ and $p_{\varphi}=L$ [Eq. (11.3)]. Using it with the components of $\boldsymbol{k}$ as given by Eq. (10.48), we get

$$
\langle\underline{\boldsymbol{k}}, \boldsymbol{p}\rangle=-\frac{r^{2}+a^{2}}{\Delta} E-p_{r}+\frac{a}{\Delta} L .
$$

Similarly, from the components (10.60) of $\ell$, we obtain

$$
\langle\underline{\ell}, \boldsymbol{p}\rangle=-\frac{1}{2} E+\frac{\Delta}{2\left(r^{2}+a^{2}\right)} p_{r}+\frac{a}{2\left(r^{2}+a^{2}\right)} L .
$$

Accordingly, Eq. (11.20) becomes

$$
\mathscr{K}=\frac{1}{\Delta}\left[\left(r^{2}+a^{2}\right) E+\Delta p_{r}-a L\right]\left[\left(r^{2}+a^{2}\right) E-\Delta p_{r}-a L\right]-r^{2} \mu^{2}
$$

which can be rewritten as

$$
\begin{equation*}
\mathscr{K}=\frac{1}{\Delta}\left[\left(\left(r^{2}+a^{2}\right) E-a L\right)^{2}-\rho^{4}\left(p^{r}\right)^{2}\right]-r^{2} \mu^{2} . \tag{11.21}
\end{equation*}
$$

Note that we have expressed $p_{r}$ in terms of $p^{r}$ via Eq. (11.15).
Some physical interpretation of the Carter constant can be inferred from the above expression, in the case where the particle $\mathscr{P}$ following the geodesic $\mathscr{L}$ visits the asymptotic region $r \rightarrow+\infty$. Indeed, given that $\Delta:=r^{2}-2 m r+a^{2} \sim r^{2}$ and $\rho^{4}:=\left(r^{2}+a^{2} \cos ^{2} \theta\right)^{2} \sim r^{4}$ as $r \rightarrow+\infty$, we deduce from Eq. (11.21) that

$$
\begin{equation*}
\mathscr{K} \underset{r \rightarrow+\infty}{\sim} r^{2}\left[E^{2}-\mu^{2}-\left(p^{r}\right)^{2}\right] . \tag{11.22}
\end{equation*}
$$

As discussed above, $E$ is $\mathscr{P}$ 's energy as measured by the asymptotic inertial observer $\mathscr{O}$. Then, according to Einstein's formula (1.26), $E^{2}-\mu^{2}=\boldsymbol{P} \cdot \boldsymbol{P}$, where $\boldsymbol{P}$ is $\mathscr{P}$ 's linear momentum as measured by $\mathscr{O}$. Given that asymptotically, $p^{r} \sim P^{r}$ [cf. Eq. (1.22)], Eq. (11.22) becomes

$$
\mathscr{K} \underset{r \rightarrow+\infty}{\sim} r^{2}\left[\boldsymbol{P} \cdot \boldsymbol{P}-\left(P^{r}\right)^{2}\right]=r^{2}\left[\left(P^{(\theta)}\right)^{2}+\left(P^{(\varphi)}\right)^{2}\right],
$$

where $P^{(\theta)}=r P^{\theta} \sim r p^{\theta}$ and $P^{(\varphi)}=r \sin \theta P^{\varphi} \sim r \sin \theta p^{\varphi}$ are the angular components of $\boldsymbol{P}$ in the orthonormal basis $\left(\boldsymbol{e}_{(r)}, \boldsymbol{e}_{(\theta)}, \boldsymbol{e}_{(\varphi)}\right):=\left(\boldsymbol{\partial}_{r}, r^{-1} \boldsymbol{\partial}_{\theta},(r \sin \theta)^{-1} \boldsymbol{\partial}_{\varphi}\right)$. Now the total angular momentum of $\mathscr{P}$ measured by $\mathscr{O}$ is

$$
\boldsymbol{L}_{\mathrm{tot}}:=\boldsymbol{r} \times \boldsymbol{P}=-r P^{(\varphi)} \boldsymbol{e}_{(\theta)}+r P^{(\theta)} \boldsymbol{e}_{(\varphi)} .
$$

Hence we may conclude that asymptotically, the Carter constant coincides with the square of $\mathscr{P}$ 's angular momentum as measured by the inertial observer $\mathscr{O}$ :

$$
\begin{equation*}
\mathscr{K} \underset{r \rightarrow+\infty}{\sim} \boldsymbol{L}_{\text {tot }} \cdot \boldsymbol{L}_{\mathrm{tot}} . \tag{11.23}
\end{equation*}
$$

We shall see later that one has always $\mathscr{K} \geq 0$. For now, let us establish the following characterization of null geodesics with $\mathscr{K}=0$ :

## Property 11.2: null geodesics with vanishing Carter constant

A null geodesic $\mathscr{L}$ has a vanishing Carter constant $\mathscr{K}$ if, and only if, $\mathscr{L}$ is a principal null geodesic:

$$
\begin{equation*}
\mathscr{K}=0 \Longleftrightarrow \mathscr{L}=\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }} \quad \text { or } \quad \mathscr{L}=\mathscr{L}^{\text {out }} \tag{11.24}
\end{equation*}
$$

where $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}\left(\right.$ resp. $\left.\mathscr{L}^{\text {out }}\right)$ is one of the ingoing (resp. outgoing) principal null geodesic introduced in Sec. 10.4, with $\mathscr{L}^{\text {out }}$ standing for $\mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out }}, \mathscr{L}_{(\theta, \psi)}^{\text {out }, \mathscr{H}}$ or $\mathscr{L}_{(\theta, \psi)}^{\text {out, }, \mathscr{H}_{\text {in }}}$.

Proof. Consider expression (11.20) for $\mathscr{K}$. If $\mathscr{L}$ is a null geodesic, the term $\boldsymbol{g}(\boldsymbol{p}, \boldsymbol{p})$ vanishes identically, so that one is left with

$$
\mathscr{K}=2\left(r^{2}+a^{2}\right)(\boldsymbol{k} \cdot \boldsymbol{p})(\boldsymbol{\ell} \cdot \boldsymbol{p}) .
$$

Given that $r^{2}+a^{2} \neq 0$ (this is clear for $a \neq 0$, while if $a=0$ (Schwarzschild case), $r=0$ is excluded from the spacetime manifold), we have then

$$
\mathscr{K}=0 \Longleftrightarrow \boldsymbol{k} \cdot \boldsymbol{p}=0 \quad \text { or } \quad \boldsymbol{\ell} \cdot \boldsymbol{p}=0 .
$$

The vectors $\boldsymbol{k}, \boldsymbol{\ell}$ and $\boldsymbol{p}$ are all null. Now, according to Property 1.4 in Sec. 1.2.2, two null vectors are orthogonal iff they are collinear. Hence $\mathscr{K}=0$ is equivalent to $\boldsymbol{p}=\alpha \boldsymbol{k}$ or $\boldsymbol{p}=\alpha \boldsymbol{\ell}$ with $\alpha>0$. Since $k$ (resp. $\ell$ ) is tangent to $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}$ (resp. $\mathscr{L}^{\text {out }}$ ), this completes the proof.

Remark 2: Property 11.2 is consistent with the interpretation (11.23) of $\mathscr{K}$, since asymptotically the principal null geodesics are purely radial ${ }^{5}$, and hence have $\boldsymbol{L}_{\text {tot }}=0$.

Example 4 (Generators of the event and inner horizons): We have seen in Example 1 in Sec. 11.2.2 that the null geodesic generators of the event horizon $\mathscr{H}$ and the inner horizon $\mathscr{H}_{\text {in }}$ have $E=0$ and $L=0$. Since these generators are principal null geodesics (cf. Secs. 10.5.3 and 10.8.3), the above results shows that in addition $\mathscr{K}=0$. As $\mu=0$ by definition of a null geodesic, we see that the four integrals of motion $\mu, E, L$ and $\mathscr{K}$ all vanish for these geodesics.

The converse is true:

## Property 11.3: characterization of the null generators of the two horizons

The null geodesic generators of the event horizon $\mathscr{H}$ and of the inner horizon $\mathscr{H}_{\text {in }}$ are the only geodesics of Kerr spacetime having their four integrals of motion vanishing:

$$
\begin{equation*}
\mathscr{L} \text { null geodesic generator of } \mathscr{H} \text { or } \mathscr{H} \text { in } \Longleftrightarrow(\mu, E, L, \mathscr{K})=(0,0,0,0) . \tag{11.25}
\end{equation*}
$$

Proof. If a geodesic $\mathscr{L}$ has $(\mu, \mathscr{K})=(0,0), \mathscr{L}$ is necessary null and (11.24) shows that $\mathscr{L}$ is a principal null geodesic. Moreover Eq. (11.21) with $(\mu, E, L, \mathscr{K})=(0,0,0,0)$ implies $p^{r}=0$, i.e. $\mathscr{L}$ lies at a constant value of $r$. If $\mathscr{L}$ is ingoing, then $\boldsymbol{p} \propto \boldsymbol{k}$, with the Boyer-Lindquist components of $\boldsymbol{k}$ given by Eq. (10.48). Since $k^{r}=-1$, this precludes $p^{r}=0$. Hence $\mathscr{L}$ is an outgoing principal null geodesic and one has $\boldsymbol{p} \propto \boldsymbol{\ell}$, with the Boyer-Lindquist components of $\boldsymbol{\ell}$ given by Eq. (10.60). We read $\ell^{r}=\Delta /\left(2\left(r^{2}+a^{2}\right)\right)$ with $\Delta \neq 0$, except precisely on $\mathscr{H}$ and $\mathscr{H}_{\mathrm{in}}{ }^{6}$. Hences $p^{r}=0$ is possible only on $\mathscr{H}$ and $\mathscr{H}_{\mathrm{in}}$.

Historical note : That $\mathscr{K}=0$ for principal null geodesics has been pointed out by Jiř́i Bičák and Zdeněk Stuchlík in 1976 [52].

### 11.2.5 First order equations of motion

We have thus four first integrals of the geodesic equation (11.1) at disposal: $E$ [Eq. (11.10)], $L$ [Eq. (11.11)], $\mu^{2}$ [Eq. (11.14)] and $\mathscr{K}$ [Eq. (11.21)]. In the expressions of each of these integrals,

[^96]$p^{\alpha}$ has to be thought of as the first order derivative $\mathrm{d} x^{\alpha} / \mathrm{d} \lambda$ [Eq. (11.12)]. Two first integrals, namely $E$ and $L$, are linear in the $p^{\alpha}$ 's, while the two others, namely $\mu^{2}$ and $\mathscr{K}$, are quadratic. Furthermore, Eqs. (11.10) and (11.11) constitute a decoupled subsystem for $\left(p^{t}, p^{\varphi}\right)$, which can easily be solved ${ }^{7}$, yielding
\[

$$
\begin{gather*}
\rho^{2} p^{t}=\frac{1}{\Delta}\left[\left(r^{2}+a^{2}\right)^{2} E-2 a m r L\right]-a^{2} E \sin ^{2} \theta  \tag{11.26}\\
\rho^{2} p^{\varphi}=\frac{L}{\sin ^{2} \theta}+\frac{a}{\Delta}(2 m r E-a L) . \tag{11.27}
\end{gather*}
$$
\]

Besides, Eq. (11.21) involves only $p^{r}$ and can be recast as

$$
\begin{equation*}
\rho^{4}\left(p^{r}\right)^{2}=R(r), \tag{11.28}
\end{equation*}
$$

with

$$
\begin{equation*}
R(r):=\left[\left(r^{2}+a^{2}\right) E-a L\right]^{2}-\Delta\left(r^{2} \mu^{2}+\mathscr{K}\right) . \tag{11.29}
\end{equation*}
$$

In the above expression, let us recall that $\Delta$ is the function of $r$ given by Eq. (10.10): $\Delta:=$ $r^{2}-2 m r+a^{2}$. All other quantities are constant. Accordingly, $R(r)$ is a 4th order polynomial in $r$. Equation (11.28) implies that, along the geodesic $\mathscr{L}$, it has to fulfill

$$
\begin{equation*}
R(r) \geq 0 \text {. } \tag{11.30}
\end{equation*}
$$

Finally, if we substitute $p^{r}$ by the value given by Eqs. (11.28)-(11.29) in the mass first integral (11.14), we get, after simplification,

$$
\begin{equation*}
\rho^{4}\left(p^{\theta}\right)^{2}=\Theta(\theta), \tag{11.31}
\end{equation*}
$$

with

$$
\begin{equation*}
\Theta(\theta):=\mathscr{K}-\left(\frac{L}{\sin \theta}-a E \sin \theta\right)^{2}-\mu^{2} a^{2} \cos ^{2} \theta . \tag{11.32}
\end{equation*}
$$

Equation. (11.31) imposes that $\Theta(\theta)$ is non-negative along the geodesic $\mathscr{L}$ :

$$
\begin{equation*}
\Theta(\theta) \geq 0 \text {. } \tag{11.33}
\end{equation*}
$$

The following constant is often used instead of $\mathscr{K}$ :

$$
\begin{equation*}
Q:=\mathscr{K}-(L-a E)^{2} \tag{11.34}
\end{equation*}
$$

Thanks to it, we may rewrite (11.32) as

$$
\begin{equation*}
\Theta(\theta)=Q+\cos ^{2} \theta\left[a^{2}\left(E^{2}-\mu^{2}\right)-\frac{L^{2}}{\sin ^{2} \theta}\right] . \tag{11.35}
\end{equation*}
$$

[^97]Following the standard usage, we call $Q$ the Carter constant as well. To distinguish between the two Carter constants, we shall specify Carter constant $Q$ or Carter constant $\mathscr{K}$. As we shall see in Sec. 11.3.7, $Q$ is well adapted to the description of the $\theta$-motion of geodesics. On the other hand, a nice property of $\mathscr{K}$, which is not shared by $Q$, is to be always non-negative, as Eqs. (11.32) and (11.33) show:

$$
\begin{equation*}
\mathscr{K} \geq 0 . \tag{11.36}
\end{equation*}
$$

If the particle $\mathscr{P}$ reaches the asymptotic region $r \gg m$, we deduce from Eqs. (11.34) and (11.23) the following behavior of $Q$ :

$$
\begin{equation*}
Q \underset{r \rightarrow+\infty}{\sim} \boldsymbol{L}_{\mathrm{tot}} \cdot \boldsymbol{L}_{\mathrm{tot}}-L^{2}+a E(2 L-a E) \tag{11.37}
\end{equation*}
$$

Hence, if $a=0, Q$ can be interpreted as the square of the part of $\mathscr{P}$ 's angular momentum (measured by the asymptotic inertial observer) that is not in $L$.
Example 5 (Carter constant $Q$ of the principal null geodesics): As (11.24) shows, for a principal null geodesic, be it ingoing or outgoing, the Carter constant $\mathscr{K}$ vanishes identically. According to Eq. (11.34), the Carter constant $Q$ is then $Q=-(L-a E)^{2}$. In view of the relation $L=a E \sin ^{2} \theta$ for these geodesics [Eqs. (11.6) and (11.9)], we get

$$
\begin{equation*}
Q=-a^{2} E^{2} \cos ^{4} \theta \tag{11.38}
\end{equation*}
$$

where $\theta$ is the constant value of the $\theta$-coordinate along the principal null geodesic. Note that the above relation holds in all Kerr spacetime, including on the horizons $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$, where it reduces to $Q=0$, for $E=0$ there [Eq. (11.9a)]. Equation (11.38) implies

$$
\begin{equation*}
Q \leq 0 \tag{11.39}
\end{equation*}
$$

with $Q=0$ only for principal null geodesics lying in the equatorial plane or for the outgoing principal null geodesics $\mathscr{L}_{(\theta, \psi)}^{\text {out, } \mathscr{H}}$ and $\mathscr{L}_{(\theta, \psi)}^{\text {out, } \mathscr{H}_{\text {in }}}$ generating the horizons $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$.

Remark 3: As for $\mathscr{K}$, one may derive the Carter constant $Q$ from a Killing tensor. Indeed, from the Walker-Penrose Killing tensor $\boldsymbol{K}$ [Eq. (11.16)], let us form the tensor field

$$
\begin{equation*}
\tilde{\boldsymbol{K}}:=\boldsymbol{K}-\underline{\tilde{\boldsymbol{\eta}}} \otimes \underline{\tilde{\tilde{q}}}, \quad \text { where } \quad \tilde{\boldsymbol{\eta}}:=\boldsymbol{\eta}+a \boldsymbol{\xi} . \tag{11.40}
\end{equation*}
$$

Being a linear combination with constant coefficients of the Killing vectors $\boldsymbol{\eta}$ and $\boldsymbol{\xi}, \tilde{\boldsymbol{\eta}}$ is itself a Killing vector. It follows that $\tilde{\tilde{\boldsymbol{\eta}}} \otimes \underline{\tilde{\boldsymbol{\eta}}}$ is a Killing tensor (cf. Example 3 in Sec. B.5.2), so that $\tilde{\boldsymbol{K}}$ a Killing tensor, the Killing equation (11.18) being linear. Applying $\tilde{\boldsymbol{K}}$ to the 4 -momentum $\boldsymbol{p}$, we get

$$
\tilde{\boldsymbol{K}}(\boldsymbol{p}, \boldsymbol{p})=\underbrace{\boldsymbol{K}(\boldsymbol{p}, \boldsymbol{p})}_{\mathscr{K}}-(\underbrace{\langle\underline{\boldsymbol{\eta}}, \boldsymbol{p}\rangle}_{L}+a \underbrace{\langle\boldsymbol{\xi}, \boldsymbol{p}\rangle}_{-E})^{2} .
$$

Comparing with the definition (11.34), we conclude that

$$
\begin{equation*}
Q=\tilde{\boldsymbol{K}}(\boldsymbol{p}, \boldsymbol{p}) \tag{11.41}
\end{equation*}
$$

The Boyer-Lindquist components of the contravariant tensor associated to $\tilde{\boldsymbol{K}}$ by metric duality have an expression particularly simple in terms of those of the inverse metric (cf. the notebook D.5.7):

$$
\begin{equation*}
\tilde{K}^{\alpha \beta}=-a^{2} \cos ^{2} \theta g^{\alpha \beta}+\operatorname{diag}\left(-a^{2} \cos ^{2} \theta, 0,1, \tan ^{-2} \theta\right)^{\alpha \beta} . \tag{11.42}
\end{equation*}
$$

In view of the relation (11.12) between the $p^{\alpha}$ 's and the derivatives of the functions $x^{\alpha}(\lambda)$, we may collect Eqs. (11.26), (11.27), (11.28) and (11.32) as the first-order system

$$
\begin{align*}
& \rho^{2} \frac{\mathrm{~d} t}{\mathrm{~d} \lambda}=\frac{1}{\Delta}\left[\left(r^{2}+a^{2}\right)^{2} E-2 a m r L\right]-a^{2} E \sin ^{2} \theta  \tag{11.43a}\\
& \hline \rho^{2} \frac{\mathrm{~d} r}{\mathrm{~d} \lambda}=\epsilon_{r} \sqrt{R(r)}  \tag{11.43b}\\
& \rho^{2} \frac{\mathrm{~d} \theta}{\mathrm{~d} \lambda}=\epsilon_{\theta} \sqrt{\Theta(\theta)}  \tag{11.43c}\\
& \rho^{2} \frac{\mathrm{~d} \varphi}{\mathrm{~d} \lambda}=\frac{L}{\sin ^{2} \theta}+\frac{a}{\Delta}(2 m r E-a L), \tag{11.43d}
\end{align*}
$$

where $\epsilon_{r}:=\operatorname{sgn} p^{r}= \pm 1, \epsilon_{\theta}:=\operatorname{sgn} p^{\theta}= \pm 1$ and the functions $R(r)$ and $\Theta(\theta)$ are defined by Eq. (11.29) and Eq. (11.32) or (11.35). Since $p^{r}=\mathrm{d} r / \mathrm{d} \lambda, \epsilon_{r}$ is +1 (resp. -1 ) in the parts of the geodesic $\mathscr{L}$ where $r$ increases (resp. decreases) with $\lambda$. Similarly, $\epsilon_{\theta}$ is +1 (resp. -1 ) in the parts of $\mathscr{L}$ where $\theta$ increases (resp. decreases) with $\lambda$.

We may rewrite Eq. (11.29) for $R(r)$ in terms of $Q$ instead of $\mathscr{K}$, via Eq. (11.34):

$$
\begin{equation*}
\left.R(r):=\left[\left(r^{2}+a^{2}\right) E-a L\right]^{2}-\Delta\left[r^{2} \mu^{2}+Q+(L-a E)^{2}\right)\right] . \tag{11.44}
\end{equation*}
$$

Note that, beside the constants of motion $E, L, \mu$ and $Q, R(r)$ depends on both Kerr parameters $a$ and $m$ (via $\Delta=r^{2}-2 m r+a^{2}$ ), while $\Theta(\theta)$ depends on $a$ only [cf. Eq. (11.35)]. Along $\mathscr{L}$, these functions must obey $R(r) \geq 0$ [Eq. (11.30)] and $\Theta(\theta) \geq 0$ [Eq. (11.33)].

### 11.2.6 Turning points

Let $\mathscr{L}$ be a geodesic that is not stuck at some constant value of the coordinate $r$. We define a $r$-turning point of $\mathscr{L}$ as a point $p_{0} \in \mathscr{L}$, the $r$-coordinate $r_{0}$ of which obeys

$$
\begin{equation*}
R\left(r_{0}\right)=0 \quad \text { and } \quad R^{\prime}\left(r_{0}\right) \neq 0 \tag{11.45}
\end{equation*}
$$

i.e. $r_{0}$ is a simple root of the polynomial $R$.

We have then

$$
\begin{equation*}
\left.\frac{\mathrm{d} r}{\mathrm{~d} \lambda}\right|_{\lambda_{0}}=0 \quad \text { and }\left.\quad \frac{\mathrm{d}^{2} r}{\mathrm{~d} \lambda^{2}}\right|_{\lambda_{0}}=\frac{R^{\prime}\left(r_{0}\right)}{2 \rho_{0}^{4}} \neq 0, \tag{11.46}
\end{equation*}
$$

where $\lambda_{0}$ is the value of the affine parameter $\lambda$ at $p_{0}$ and $\rho_{0}:=\rho\left(p_{0}\right)$.
Proof. The vanishing of $\mathrm{d} r / \mathrm{d} \lambda$ at $\lambda_{0}$ follows immediately from Eq. (11.43b) with $R\left(r_{0}\right)=0$, since $\rho^{2}$ never vanishes on $\mathscr{M}$. Besides, by taking the derivative of Eq. (11.43b) with respect to $\lambda$, we get

$$
2\left(r \frac{\mathrm{~d} r}{\mathrm{~d} \lambda}+a^{2} \cos \theta \sin \theta \frac{\mathrm{~d} \theta}{\mathrm{~d} \lambda}\right) \frac{\mathrm{d} r}{\mathrm{~d} \lambda}+\rho^{2} \frac{\mathrm{~d}^{2} r}{\mathrm{~d} \lambda^{2}}=\epsilon_{r} \frac{R^{\prime}(r)}{2 \sqrt{R(r)}} \frac{\mathrm{d} r}{\mathrm{~d} \lambda}=\frac{R^{\prime}(r)}{2 \rho^{2}} .
$$

At $\lambda=\lambda_{0}$, the first term in left-hand side vanishes identically, due to the $\mathrm{d} r / \mathrm{d} \lambda$ factor, and we get the second part of (11.46).

We deduce from the result (11.46) that at $\lambda=\lambda_{0}, \mathrm{~d} r / \mathrm{d} \lambda$ moves from positive to negative values or vice-versa (depending on the sign of $R^{\prime}\left(r_{0}\right)$ ), which means that the function $r(\lambda)$ switches from increasing to decreasing or vice-versa, hence the name $r$-turning point. The factor $\epsilon_{r}= \pm 1$ in Eq. (11.43b) necessarily changes sign at $\lambda=\lambda_{0}$.
Remark 4: For a generic smooth function $r(\lambda)$ with $\mathrm{d} r / \mathrm{d} \lambda=0$ at $\lambda_{0}$, the condition $\mathrm{d}^{2} r / \mathrm{d} \lambda^{2} \neq 0$ at $\lambda_{0}$ is sufficient but not necessary for $r$ to change its direction of variation there. Indeed, the same property holds with $\mathrm{d}^{2} r / \mathrm{d} \lambda^{2}=0$ and higher order derivatives vanishing up to some even order $k$ for which $\mathrm{d}^{k} r / \mathrm{d} \lambda^{k} \neq 0$. However, in the present case, $\mathrm{d}^{2} r / \mathrm{d} \lambda^{2}=0$ would imply $R^{\prime}\left(r_{0}\right)=0$ and we shall see Sec. 11.3.6 that a geodesic can reach such a point only asymptotically, i.e. for $\lambda \rightarrow+\infty$. Hence it cannot be a turning point.

Similarly, if $\mathscr{L}$ is a geodesic that is not stuck at some constant value of the coordinate $\theta$, we define a $\theta$-turning point of $\mathscr{L}$ as a point $p_{0} \in \mathscr{L}$, the $\theta$-coordinate $\theta_{0}$ of which obeys

$$
\begin{equation*}
\Theta\left(\theta_{0}\right)=0 \quad \text { and } \quad \Theta^{\prime}\left(\theta_{0}\right) \neq 0 \tag{11.47}
\end{equation*}
$$

We deduce then from the equation of motion (11.43c):

$$
\begin{equation*}
\left.\frac{\mathrm{d} \theta}{\mathrm{~d} \lambda}\right|_{\lambda_{0}}=0 \quad \text { and }\left.\quad \frac{\mathrm{d}^{2} \theta}{\mathrm{~d} \lambda^{2}}\right|_{\lambda_{0}}=\frac{\Theta^{\prime}\left(\theta_{0}\right)}{2 \rho_{0}^{4}} \neq 0 \tag{11.48}
\end{equation*}
$$

This implies that at a $\theta$-turning point, the function $\theta(\lambda)$ switches from increasing to decreasing or vice-versa. The factor $\epsilon_{\theta}= \pm 1$ in Eq. (11.43c) necessarily changes sign at such a point.
Remark 5: A comment similar to Remark 4 can be made: a geodesic with varying $\theta$ that has $\mathrm{d} \theta / \mathrm{d} \lambda=0$ for some finite value of $\lambda$ cannot have $\mathrm{d}^{2} \theta / \mathrm{d} \lambda^{2}=0$ at the same point, since we shall see in Sec. 11.3.6 that a value of $\theta$ with both $\Theta(\theta)=0$ and $\Theta^{\prime}(\theta)=0$ can only be reached asymptotically along a geodesic. Hence (11.47) is a necessary and sufficient condition for a $\theta$-turning point.

### 11.2.7 Equations of motion in terms of Mino parameter

In view of the right-hand sides of the system (11.43), it is quite natural to introduce a new parameter $\lambda^{\prime}$ along the geodesic $\mathscr{L}$ such that

$$
\begin{equation*}
\mathrm{d} \lambda^{\prime}=\frac{\mathrm{d} \lambda}{\rho^{2}}=\frac{\mathrm{d} \lambda}{r(\lambda)^{2}+a^{2} \cos ^{2} \theta(\lambda)} \tag{11.49}
\end{equation*}
$$

Since $\rho^{2}$ never vanishes on the spacetime manifold $\mathscr{M}$ (by construction of the latter, cf. Eq. (10.28)), the above relation leads to a well-defined parameter ${ }^{8}$ along $\mathscr{L}$. Moreover, since $\rho^{2}>0, \lambda^{\prime}$ increases towards the future, as $\lambda$. A difference between the two parametrizations is that $\lambda^{\prime}$ is not an affine parameter of $\mathscr{L}$ in general ${ }^{9}$, contrary to $\lambda$. The parameter $\lambda^{\prime}$ is called Mino parameter [329].

[^98]In terms of Mino parameter, the system (11.43) becomes

$$
\begin{align*}
& \frac{\mathrm{d} t}{\mathrm{~d} \lambda^{\prime}}=\frac{1}{\Delta}\left[\left(r^{2}+a^{2}\right)^{2} E-2 a m r L\right]-a^{2} E \sin ^{2} \theta  \tag{11.50a}\\
& \hline \frac{\mathrm{~d} r}{\mathrm{~d} \lambda^{\prime}}=\epsilon_{r} \sqrt{R(r)}  \tag{11.50b}\\
& \hline \frac{\mathrm{d} \theta}{\mathrm{~d} \lambda^{\prime}}=\epsilon_{\theta} \sqrt{\Theta(\theta)}  \tag{11.50c}\\
& \frac{\mathrm{d} \varphi}{\mathrm{~d} \lambda^{\prime}}=\frac{L}{\sin ^{2} \theta}+\frac{a}{\Delta}(2 m r E-a L),  \tag{11.50d}\\
& \hline
\end{align*}
$$

where $R$ is the quartic polynomial defined by Eq. (11.44) and $\Theta$ is the function defined by Eq. (11.35). It is remarkable that Eqs. (11.50b) and (11.50c) are two fully decoupled equations: Eq. (11.50b) is an ordinary differential equation (ODE) for the function $r\left(\lambda^{\prime}\right)$, while Eq. (11.50c) is an ordinary differential equation for the function $\theta\left(\lambda^{\prime}\right)$. This was not the case for Eqs. (11.43b) and (11.43c) since $\rho^{2}$ involves both $r$ and $\theta$.

### 11.2.8 Integration of the geodesic equations

The ODE (11.50b) can be integrated by the method of separation of variables. On a part of $\mathscr{L}$ where $R(r) \neq 0$, this yields

$$
\begin{equation*}
\lambda^{\prime}-\lambda_{0}^{\prime}=\int_{r_{0}}^{r} \frac{\epsilon_{r} \mathrm{~d} \bar{r}}{\sqrt{R(\bar{r})}} \tag{11.51}
\end{equation*}
$$

with $r_{0}:=r\left(\lambda_{0}^{\prime}\right)$. The hypothesis $R(r) \neq 0$ excludes any $r$-turning point between $\lambda_{0}^{\prime}$ and $\lambda^{\prime}$, so that $\epsilon_{r}= \pm 1$ is constant along the considered part of $\mathscr{L}$.

Actually, the solution (11.51) can be extended to include a turning point at one or two of its boundaries, despite $R(r)=0$ there. Indeed, let us assume that $r=r_{1}$ corresponds to a $r$-turning point of $\mathscr{L}$. Due to $R^{\prime}\left(r_{1}\right) \neq 0$ [Eq. (11.45)], the integral in the right-hand side of (11.51) with $r=r_{1}$ is finite. Indeed, the Taylor expansion $R(\bar{r})=R^{\prime}\left(r_{1}\right)\left(\bar{r}-r_{1}\right)+O\left(\left(\bar{r}-r_{1}\right)^{2}\right)$ makes the integral behave near $r_{1}$ as $^{10}$

$$
\frac{1}{\sqrt{-R^{\prime}\left(r_{1}\right)}} \int_{r_{0}}^{r_{1}} \frac{\mathrm{~d} \bar{r}}{\sqrt{r_{1}-\bar{r}}},
$$

which is a convergent improper integral.
Remark 6: This is the same reasoning as in Sec. 8.3.6.
Let us assume that there are $M \geq 1 r$-turning points $p_{1}, \ldots, p_{M}$ between $\lambda_{0}^{\prime}$ and $\lambda^{\prime}$. Their radial coordinates take at most two distinct values, $r_{1}$ and $r_{2}$, such that $r\left(p_{1}\right)=r_{1}, r\left(p_{2}\right)=r_{2}$, $r\left(p_{3}\right)=r_{1}, r\left(p_{4}\right)=r_{2}$, etc. From the above convergence property, the solution of Eq. (11.50b) is then

$$
\begin{equation*}
\lambda^{\prime}-\lambda_{0}^{\prime}=\int_{r_{0}}^{r_{1}} \frac{\epsilon_{r} \mathrm{~d} \bar{r}}{\sqrt{R(\bar{r})}}+(M-1) \int_{r_{1}}^{r_{2}} \frac{\epsilon_{r} \mathrm{~d} \bar{r}}{\sqrt{R(\bar{r})}}+\int_{r_{1,2}}^{r} \frac{\epsilon_{r} \mathrm{~d} \bar{r}}{\sqrt{R(\bar{r})}} \tag{11.52}
\end{equation*}
$$

[^99]where $r_{1,2}=r_{1}$ for $M$ odd and $r_{1,2}=r_{2}$ for $M$ even. Note that each term in the above sum is positive, the sign of $\epsilon_{r}$ compensating the order of the integral boundaries.

The right-hand side of Eq. (11.52) is actually a path integral and is often abriged by means of a slash notation:

$$
\begin{equation*}
\lambda^{\prime}-\lambda_{0}^{\prime}=f_{r_{0}}^{r} \frac{\epsilon_{r} \mathrm{~d} \bar{r}}{\sqrt{R(\bar{r})}} \tag{11.53}
\end{equation*}
$$

Similarly, if $\Theta(\theta) \neq 0$ along $\mathscr{L}$, except possibly at some $\theta$-turning points, Eq. (11.50c) can be integrated as

$$
\begin{align*}
\lambda^{\prime}-\lambda_{0}^{\prime} & =f_{\theta_{0}}^{\theta} \frac{\epsilon_{\theta} \mathrm{d} \bar{\theta}}{\sqrt{\Theta(\bar{\theta})}} \\
& = \begin{cases}\int_{\theta_{0}}^{\theta} \frac{\epsilon_{\theta} \mathrm{d} \bar{\theta}}{\sqrt{\Theta(\bar{\theta})}} & \text { if } N=0 \\
\int_{\theta_{0}}^{\theta_{1}} \frac{\epsilon_{\theta} \mathrm{d} \bar{\theta}}{\sqrt{\Theta(\bar{\theta})}}+(N-1) \int_{\theta_{1}}^{\theta_{2}} \frac{\epsilon_{\theta} \mathrm{d} \bar{\theta}}{\sqrt{\Theta(\bar{\theta})}}+\int_{\theta_{1,2}}^{\theta} \frac{\epsilon_{\theta} \mathrm{d} \bar{\theta}}{\sqrt{\Theta(\bar{\theta})}} & \text { if } N \geq 1,\end{cases} \tag{11.54}
\end{align*}
$$

where $\theta_{0}:=\theta\left(\lambda_{0}^{\prime}\right), N$ is the number of $\theta$-turning points between $\lambda_{0}^{\prime}$ and $\lambda^{\prime}, \theta_{1}$ (resp. $\theta_{2}$ ) is the value of $\theta$ at the first (resp. second) turning point, if any, $\theta_{1,2}=\theta_{1}$ for $N$ odd and $\theta_{1,2}=\theta_{2}$ for $N$ even.

We are now in position to state the full expression of the general solution for geodesic motion:

## Property 11.4: solution for geodesic motion

Let $\mathscr{L}$ be a null or timelike geodesic in Kerr spacetime, with conserved energy $E$, conserved angular momentum $L$, mass $\mu$ and Carter constant $Q$. We assume that the associated quartic polynomial $R(r)$, as defined by Eq. (11.44) (see also Eq. (11.93) below), and the associated function $\Theta(\theta)$, as defined by Eq. (11.35), do not vanish along $\mathscr{L}$ except possibly at some $r$-turning points or $\theta$-turning points. Let $\lambda$ be the affine parameter of $\mathscr{L}$ associated with the 4 -momentum $\boldsymbol{p}$ and $\lambda^{\prime}$ the Mino parameter. If for $\lambda=\lambda_{0} \mathscr{L}$ lies at the point of Boyer-Lindquist coordinates ( $t_{0}, r_{0}, \theta_{0}, \varphi_{0}$ ), then at any value of $\lambda$, the Boyer-Lindquist
coordinates $(t, r, \theta, \varphi)$ along $\mathscr{L}$ obey

$$
\begin{align*}
& \lambda^{\prime}-\lambda_{0}^{\prime}=f_{r_{0}}^{r} \frac{\epsilon_{r} \mathrm{~d} \bar{r}}{\sqrt{R(\bar{r})}}=f_{\theta_{0}}^{\theta} \frac{\epsilon_{\theta} \mathrm{d} \bar{\theta}}{\sqrt{\Theta(\bar{\theta})}}  \tag{11.55a}\\
& \lambda-\lambda_{0}=f_{r_{0}}^{r} \frac{\epsilon_{r} \bar{r}^{2} \mathrm{~d} \bar{r}}{\sqrt{R(\bar{r})}}+a^{2} f_{\theta_{0}}^{\theta} \frac{\epsilon_{\theta} \cos ^{2} \bar{\theta} \mathrm{~d} \bar{\theta}}{\sqrt{\Theta(\bar{\theta})}}  \tag{11.55b}\\
& t-t_{0}=f_{r_{0}}^{r} \frac{\left(\bar{r}^{2}+a^{2}\right)^{2} E-2 a m \bar{r} L}{\bar{r}^{2}-2 m \bar{r}+a^{2}} \frac{\epsilon_{r} \mathrm{~d} \bar{r}}{\sqrt{R(\bar{r})}}-a^{2} E f_{\theta_{0}}^{\theta} \sin ^{2} \bar{\theta} \frac{\epsilon_{\theta} \mathrm{d} \bar{\theta}}{\sqrt{\Theta(\bar{\theta})}}  \tag{11.55c}\\
& \varphi-\varphi_{0}=a f_{r_{0}}^{r} \frac{2 m \bar{r} E-a L}{\bar{r}^{2}-2 m \bar{r}+a^{2}} \frac{\epsilon_{r} \mathrm{~d} \bar{r}}{\sqrt{R(\bar{r})}}+L f_{\theta_{0}}^{\theta} \frac{1}{\sin ^{2} \bar{\theta}} \frac{\epsilon_{\theta} \mathrm{d} \bar{\theta}}{\sqrt{\Theta(\bar{\theta})}} . \tag{11.55d}
\end{align*}
$$

Proof. Equation (11.55a) is nothing but the gathering of Eqs. (11.53) and (11.54). For Eq. (11.55b), it suffices to rewrite Eq. (11.49) as

$$
\mathrm{d} \lambda=r^{2} \mathrm{~d} \lambda^{\prime}+a^{2} \cos ^{2} \theta \mathrm{~d} \lambda^{\prime}
$$

and to substitute $\mathrm{d} \lambda^{\prime}$ by $\epsilon_{r} \mathrm{~d} r / \sqrt{R(r)}$ in the first term [cf. Eq. (11.50b)] and by $\epsilon_{\theta} \mathrm{d} \theta / \sqrt{\Theta(\theta)}$ in the second term [cf. Eq. (11.50c)]. Similarly, by rewriting Eq. (11.50a) as

$$
\mathrm{d} t=\frac{\left(r^{2}+a^{2}\right)^{2} E-2 a m r L}{r^{2}-2 m r+a^{2}} \mathrm{~d} \lambda^{\prime}-a^{2} E \sin ^{2} \theta \mathrm{~d} \lambda^{\prime}
$$

and performing the same substitutions for $\mathrm{d} \lambda^{\prime}$ as above, we get Eq. (11.55c). Finally, Eq. (11.55d) is deduced in the same fashion from Eq. (11.50d).

The system (11.55) shows that the geodesic motion can be fully solved in terms of the Mino parameter $\lambda^{\prime}$. Indeed, the integral on $r$ in Eq. (11.55a) can be evaluated by means of elliptic integrals since $R$ is a polynomial of degree 4 . This provides $\lambda^{\prime}=\lambda^{\prime}(r)$. Inverting this relation via Jacobi elliptic functions (cf. Remark 5 on p. 248) yields $r=r\left(\lambda^{\prime}\right)$. The integral on $\theta$ in Eq. (11.55a) can be evaluated by means of elliptic integrals as well since the change of variable $\zeta:=\cos \theta$ along with expression (11.35) for $\Theta(\theta)$ results in

$$
f_{\theta_{0}}^{\theta} \frac{\epsilon_{\theta} \mathrm{d} \bar{\theta}}{\sqrt{\Theta(\bar{\theta})}}=-\int_{\zeta_{0}}^{\zeta} \frac{\epsilon_{\theta} \mathrm{d} \bar{\zeta}}{\sqrt{Q\left(1-\bar{\zeta}^{2}\right)+\bar{\zeta}^{2}\left[a^{2}\left(E^{2}-\mu^{2}\right)\left(1-\bar{\zeta}^{2}\right)-L^{2}\right]}},
$$

with the term under the square root in the right-hand side being a polynomial of degree 4 in $\bar{\zeta}$. The use of Jacobi elliptic functions leads then to $\theta=\theta\left(\lambda^{\prime}\right)$. From $r\left(\lambda^{\prime}\right)$ and $\theta\left(\lambda^{\prime}\right)$ one can get the functions $\lambda\left(\lambda^{\prime}\right), t\left(\lambda^{\prime}\right)$ and $\varphi\left(\lambda^{\prime}\right)$ by evaluating the integrals in the right-hand sides of Eqs. (11.55b)-(11.55d). Again, these integrals are reducible to elliptic integrals. We shall not give the details of all the elliptic integrals computations, referring the reader to Ref. [187] for bound timelike geodesics and to Ref. [216] for null geodesics.

Historical note : The constant of motion $\mathscr{K}$ has been discovered by Brandon Carter in 1968 [79], in a study about Kerr-Newman spacetimes, which generalize the Kerr ones to nonzero global electric charge. Carter actually did not get $\mathscr{K}$ from the Killing tensor $\boldsymbol{K}$, which was discovered only two years later
by Martin Walker and Roger Penrose [451]; he started instead from the Lagrangian (B.39) governing both timelike and null geodesics, derived the corresponding Hamiltonian as $H=g^{\mu \nu} p_{\mu} p_{\nu}$ (for the uncharged case, i.e. Kerr) and discovered that the Hamilton-Jacobi equation is separable, i.e. can be solved by separation of variables. $\mathscr{K}$ appeared then as a separation constant. Note that Carter used the Kerr coordinates ${ }^{11}(v, r, \theta, \tilde{\varphi})$ described in Sec. 10.3.1 and not the Boyer-Lindquist ones. Carter also introduced the constant $Q$ via Eq. (11.34). He obtained the equivalent of the first-order system (11.43) for the Kerr coordinates. Actually two of his equations, those for $\mathrm{d} r / \mathrm{d} \lambda$ and $\mathrm{d} \theta / \mathrm{d} \lambda$, are identical to Eqs. (11.43b) and (11.43c) of the Boyer-Lindquist system. This is not surprising since the coordinates $r$ and $\theta$ are the same in both systems. Carter's equations for the Kerr coordinates $v$ and $\tilde{\varphi}$ are slightly more complicated than Eqs. (11.43a) and (11.43d) for the Boyer-Lindquist coordinates $t$ and $\varphi$. It seems that the Boyer-Lindquist first-order system (11.43) has been first derived by Daniel Wilkins in 1972 [460], starting from Carter's system and performing the transformation to Boyer-Lindquist coordinates. The integrated geodesic equations (11.55) have been obtained by Carter in 1968 [79]: Eq. (11.55a) (without the $\lambda^{\prime}-\lambda_{0}^{\prime}$ part) is Eq. (58) of Ref. [79] and Eq. (11.55b) is Eq. (59) of Ref. [79]. Regarding Eqs. (11.55c) and $(11.55 \mathrm{~d})$, Carter obtained equivalent ones for the Kerr coordinates $v$ and $\tilde{\varphi}$, which he was using [his Eqs. (60) and (61)].

### 11.3 Main properties of geodesics

### 11.3.1 $\quad$ Sign of $E$

We have:

## Property 11.5: positivity of the conserved energy outside the ergoregion

If a null or timelike geodesic $\mathscr{L}$ has some part lying in the exterior of the ergoregion $\mathscr{G}$ (cf. Sec. 10.2.4), then the conserved energy $E$ defined by Eq. (11.2a) is necessarily positive:

$$
\begin{equation*}
\mathscr{L} \not \subset \bar{G} \quad \Longrightarrow \quad E>0 \tag{11.56}
\end{equation*}
$$

Proof. By the very definition of the ergoregion $\mathscr{G}$ (cf. Sec. 10.2.4), the Killing vector $\boldsymbol{\xi}$ is timelike in the exterior of $\mathscr{G}$, i.e. in $\mathscr{M} \backslash \overline{\mathscr{G}}$. Moreover, it is future-directed there, given the time orientation defined in Sec. 10.3.2. The 4-momentum $\boldsymbol{p}$ is either timelike or null and always future-directed. By Eq. (1.5a) in Lemma 1.1, one has then necessarily $\boldsymbol{\xi} \cdot \boldsymbol{p}<0$; hence $E:=-\boldsymbol{\xi} \cdot \boldsymbol{p}>0$ in $\mathscr{M} \backslash \overline{\mathscr{G}}$. Since $E$ is constant along $\mathscr{L}$, it follows that $E>0$ everywhere.

In particular, any timelike or null geodesic that reaches one of the asymptotic regions $r \rightarrow \pm \infty$ has $E>0$.
Remark 1: Property 11.5 generalizes Property 7.2 obtained for Schwarzschild spacetime to the case $a \neq 0$. Indeed, for Schwarzschild spacetime, the exterior of the ergoregion is nothing but the exterior of the black hole region.

Inside the ergoregion, the Killing vector $\boldsymbol{\xi}$ is spacelike and $E$ can be either positive, zero or negative. A particle with $E<0$ (resp. $E=0$ ) is called a negative-energy particle (resp. a
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Figure 11.1: Projection in the equatorial plane $t=$ const and $\theta=\pi / 2$ of the worldline of a particle and its 4-momentum $\boldsymbol{p}$, which decay at event $A$ in two particles: one with 4-momentum $\boldsymbol{p}^{\prime}$, which leaves to infinity, and one with 4 -momentum $\boldsymbol{p}^{\prime \prime}$, which falls into the black hole (black region). The grey zone is the outer ergoregion.
zero-energy particle). Note that according to Property 11.5, neither a negative-energy particle nor a zero-energy one can exist outside the ergoregion.

Example 6 (Generators of the event and inner horizons): We have already encountered zero-energy particles in Example 1 of Sec. 11.2.2: the photons whose worldlines are the null generators of the horizons $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$ [cf. Eq. (11.4)].

Example 7 (Outgoing principal null geodesics in $\mathscr{M}_{\text {II }}$ ): We have seen in Example 3 (p. 372) that in the region $\mathscr{M}_{\text {II }}$, the outgoing principal null geodesics $\mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out }}$ have $E<0$ [Eq. (11.9c)]. This is consistent with Property 11.5 because $\mathscr{M}_{\text {II }}$ is entirely contained in the ergoregion $\mathscr{G}$ (cf. Fig. 10.2).

Remark 2: It should be stressed that, for a particle lying in the ergoregion, the quantity $E$ is not the particle's energy measured by some physical observer, as given by formula (1.23). Indeed, since $\boldsymbol{\xi}$ is a spacelike vector in the ergoregion, it cannot be identified with any observer 4 -velocity. In other words, any local observer measuring the energy of a negative-energy particle or a zero-energy one, according to the process described in Sec. 1.4, will find a positive value. Hence there is nothing mysterious about such particles.

### 11.3.2 The Penrose process

The possibility of having negative-energy particles in the outer ergoregion opens the path to a mechanism of energy extraction from a rotating black hole. To see this, consider a particle $\mathscr{P}$ in free fall from infinity into the outer ergoregion $\mathscr{G}^{+}$. At some point $A \in \mathscr{G}^{+}$, suppose that $\mathscr{P}$ splits (or decays) into two particles: $\mathscr{P}^{\prime}$ and $\mathscr{P}^{\prime \prime}$, such that $\mathscr{P}^{\prime}$ subsequently exits the ergoregion and leaves to infinity, while $\mathscr{P}^{\prime \prime}$ falls into the black hole (cf. Fig. 11.1). The particles $\mathscr{P}, \mathscr{P}^{\prime}$, and $\mathscr{P}^{\prime \prime}$ can be either massive or massless and we assume that, once created, they are subject only to gravitation, so that their worldlines are timelike or null geodesics. Let $\boldsymbol{p}, \boldsymbol{p}^{\prime}$ and
$p^{\prime \prime}$ be the 4-momentum vectors of respectively $\mathscr{P}, \mathscr{P}^{\prime}$ and $\mathscr{P}^{\prime \prime}$. We define the energy gain in the above process by

$$
\begin{equation*}
\Delta E:=E_{\mathrm{out}}-E_{\mathrm{in}} \tag{11.57}
\end{equation*}
$$

where $E_{\text {in }}$ (resp. $E_{\text {out }}$ ) is the energy of $\mathscr{P}$ (resp. $\mathscr{P}^{\prime}$ ) as measured by an asymptotic inertial observer at rest with respect to the black hole (cf. Sec. 10.7.5). $E_{\text {in }}$ and $E_{\text {out }}$ are actually nothing but the conserved energies of particles $\mathscr{P}$ and $\mathscr{P}^{\prime}$ as defined in Sec. 11.2.2. They are thus given by Eq. (11.2a):

$$
\begin{equation*}
E_{\text {in }}=-\left.\boldsymbol{\xi} \cdot \boldsymbol{p}\right|_{\infty} \quad \text { and } \quad E_{\text {out }}=-\left.\boldsymbol{\xi} \cdot \boldsymbol{p}^{\prime}\right|_{\infty} \tag{11.58}
\end{equation*}
$$

where the subscript $\infty$ refers to the location of the asymptotic inertial observer. Since $E_{\text {in }}$ and $E_{\text {out }}$ are constant along the geodesic worldlines of $\mathscr{P}$ and $\mathscr{P}^{\prime}$ (Property 11.1), we have $E_{\text {in }}=-\left.\boldsymbol{\xi} \cdot \boldsymbol{p}\right|_{A}$ and $E_{\text {out }}=-\left.\boldsymbol{\xi} \cdot \boldsymbol{p}^{\prime}\right|_{A}$. Accordingly, Eqs. (11.57) and (11.58) lead to

$$
\Delta E=\left.\boldsymbol{\xi} \cdot \boldsymbol{p}\right|_{A}-\left.\boldsymbol{\xi} \cdot \boldsymbol{p}^{\prime}\right|_{A}=\left.\boldsymbol{\xi}\right|_{A} \cdot\left(\left.\boldsymbol{p}\right|_{A}-\left.\boldsymbol{p}^{\prime}\right|_{A}\right)
$$

Now, the conservation of energy-momentum at event $A$ implies $\left.\boldsymbol{p}\right|_{A}=\left.\boldsymbol{p}^{\prime}\right|_{A}+\left.\boldsymbol{p}^{\prime \prime}\right|_{A}$, hence

$$
\begin{equation*}
\Delta E=\left.\boldsymbol{\xi} \cdot \boldsymbol{p}^{\prime \prime}\right|_{A}=-E^{\prime \prime} \tag{11.59}
\end{equation*}
$$

where $E^{\prime \prime}$ is the conserved energy of particle $\mathscr{P}^{\prime \prime}$. If $\mathscr{P}^{\prime \prime}$ happens to be a negative-energy particle, which is allowed since $\mathscr{P}^{\prime \prime}$ is confined to the ergoregion, then $E^{\prime \prime}<0$ and Eq. (11.59) implies $\Delta E>0$, i.e. the outgoing particle has more energy than the ingoing one. The above process is then called a Penrose process. It is particulary relevant to astrophysics, via some electromagnetic variants of it, notably the so-called Blandford-Znajek mechanism (see Ref. [304] for an extended discussion and Box. 15.1 of Ref. [234] for an elementary presentation of the Blandford-Znajek mechanism).
Remark 3: No peculiar property of the Kerr spacetime, except for the existence of an outer ergoregion, has been invoked in the above reasoning. Consequently, the Penrose process can occur for any stationary rotating body (not even necessarily a black hole) that is endowed with an ergoregion that one can visit from infinity.

Since the particle $\mathscr{P}^{\prime \prime}$ is assumed to fall into the black hole, it must cross the event horizon $\mathscr{H}$ at some point, $B$ say. At $B$, the Killing vector $\boldsymbol{\chi}:=\boldsymbol{\xi}+\Omega_{\mathscr{H}} \boldsymbol{\eta}$ of Kerr spacetime [Eq. (10.67)] is null (being a null normal to $\mathscr{H}$, cf. Eq. (10.71)) and future-directed (Property 10.15). On the other side, the 4 -momentum $p^{\prime \prime}$ is necessarily a future-directed timelike or null vector. Moreover, $\boldsymbol{p}^{\prime \prime}$ is transverse to $\mathscr{H}$ at $B$ (for $\mathscr{P}^{\prime \prime}$ is crossing $\mathscr{H}$ ) and therefore cannot be collinear to $\boldsymbol{\chi}$, which is tangent to $\mathscr{H}$. We may then invoke Lemma 1.2 (case (1.6a)) to assert that $\left.\boldsymbol{\chi} \cdot \boldsymbol{p}^{\prime \prime}\right|_{B}<0$, or equivalently [thanks to Eq. (10.67)],

$$
\underbrace{\left.\boldsymbol{\xi} \cdot \boldsymbol{p}^{\prime \prime}\right|_{B}}_{-E^{\prime \prime}}+\Omega_{\mathscr{H}} \underbrace{\left.\boldsymbol{\eta} \cdot \boldsymbol{p}^{\prime \prime}\right|_{B}}_{L^{\prime \prime}}<0,
$$

where $L^{\prime \prime}$ is the conserved angular momentum of $\mathscr{P}^{\prime \prime}$ [Eq. (11.2b)]. We thus get

$$
\begin{equation*}
\Omega_{\mathscr{H}} L^{\prime \prime}<E^{\prime \prime} \text {. } \tag{11.60}
\end{equation*}
$$

Given that $\Omega_{\mathscr{H}}>0$ [cf. Eqs. (10.68) and (10.1)], we deduce that if a Penrose process occurs, i.e. if $E^{\prime \prime}<0$, then $L^{\prime \prime}<0$. Similarly to the energy gain (11.57), we may define the angular momentum gain of the process $\mathscr{P} \rightarrow \mathscr{P}^{\prime}+\mathscr{P}^{\prime \prime}$ by

$$
\begin{equation*}
\Delta L:=L_{\text {out }}-L_{\text {in }}, \tag{11.61}
\end{equation*}
$$

where $L_{\text {in }}\left(\right.$ resp. $\left.L_{\text {out }}\right)$ is the angular momentum of $\mathscr{P}$ (resp. $\mathscr{P}^{\prime}$ ) as measured by an asymptotic inertial observer, i.e. the conserved angular momenta of particles $\mathscr{P}$ and $\mathscr{P}^{\prime}$ as defined in Sec. 11.2.2: $L_{\text {in }}=\left.\boldsymbol{\eta} \cdot \boldsymbol{p}\right|_{\infty}$ and $L_{\text {out }}=\left.\boldsymbol{\eta} \cdot \boldsymbol{p}^{\prime}\right|_{\infty}$ [Eq. (11.2b)]. The same computation as above for $\Delta E$, except for $\boldsymbol{\xi}$ replaced by $\boldsymbol{\eta}$, shows that the energy-momentum conservation law $\left.\boldsymbol{p}\right|_{A}=\left.\boldsymbol{p}^{\prime}\right|_{A}+\left.\boldsymbol{p}^{\prime \prime}\right|_{A}$ leads to a result similar to (11.59):

$$
\begin{equation*}
\Delta L=-\left.\boldsymbol{\eta} \cdot \boldsymbol{p}^{\prime \prime}\right|_{A}=-L^{\prime \prime} \tag{11.62}
\end{equation*}
$$

Along with Eq. (11.59), this relation turns the inequality (11.60) into $\Omega_{\mathscr{H}} \Delta L>\Delta E$. This shows that any Penrose process yields $\Delta L>0$ in addition to to $\Delta E>0$. Let us summarize:

## Property 11.6: Penrose process

The Penrose process as described above and illustrated in Fig. 11.1 extracts both some energy $\Delta E>0$ and some angular momentum $\Delta L>0$ from a rotating black hole, in such a way that

$$
\begin{equation*}
\Omega_{\mathscr{H}} \Delta L>\Delta E>0 \tag{11.63}
\end{equation*}
$$

where $\Omega_{\mathscr{H}}$ is the black hole rotation velocity [cf. Eq. (10.68)]. The secondary particle $\mathscr{P}^{\prime \prime}$ falling into the black hole during the process has both a negative conserved energy $E^{\prime \prime}$ and a negative conserved angular momentum $L^{\prime \prime}$, obeying Eq. (11.60): $\Omega_{\mathscr{H}} L^{\prime \prime}<E^{\prime \prime}<0$.

Remark 4: Setting $\Omega_{\mathscr{H}}=0$ in Eq. (11.63) shows that the Penrose process is not possible for a nonrotating (Schwarzschild) black hole. This is not surprising since there is no outer ergoregion for such a black hole, the ergosphere coinciding with the event horizon (cf. Remark 3 on p. 327).

Ultimately, the energy and angular momentum extracted via the Penrose process are taken from the mass $m$ and the angular momentum $J=a m$ of the black hole, so that these two quantities must decrease slightly (i.e. in a infinitely small manner, given that $\mathscr{P}, \mathscr{P}^{\prime}$ and $\mathscr{P}^{\prime \prime}$ are assumed to be "test particles" (geodesic worldlines), which implies $\Delta E \ll m$ and $\Delta L \ll J$ ). This will be discussed in details in Chap. 16.
Historical note : The Penrose process has first been suggested by Roger Penrose in 1969, in the review article [367] (cf. the footnote 7 in this article); the detailed calculation has been presented subsequently in an article with Roger Floyd published in 1971 [368]. In particular, Penrose and Floyd have derived the inequality (11.60) [Eq. (4) in Ref. [368], taking into account that $\Omega_{\mathscr{H}}=a /\left(2 m r_{+}\right)$, cf. Eq. (10.68)].

### 11.3.3 Future-directed condition

Not all values of the constant of motions $(\mu, E, L, Q)$ lead to a solution $x^{\alpha}(\lambda)$ of the first-order system (11.43) that is future-directed, i.e. such that $\boldsymbol{p}=\mathrm{d} \boldsymbol{x} / \mathrm{d} \lambda$ is oriented everywhere towards
the future. The latter condition is equivalent to have the affine parameter $\lambda$ increase towards the future along the geodesic $\mathscr{L}$, as we are demanding in all our study (cf. Sec. 11.2.1). In particular, this allows one to identify $\lambda$ with the proper time when $\mathscr{L}$ is timelike.

As discussed in Sec. 10.3.2, the time orientation of the Kerr spacetime $(\mathscr{M}, \boldsymbol{g})$ is set by the global null vector field $\boldsymbol{k}$ generating the ingoing principal null geodesics, cf. Eq. (10.31). By virtue of Lemma 1.2 [cf. Eq. (1.6a)], we have then, for $\boldsymbol{p}$ not collinear with $\boldsymbol{k}$ (in particular for $\mathscr{L}$ timelike),

$$
\boldsymbol{p} \text { future-directed } \Longleftrightarrow \boldsymbol{g}(\boldsymbol{k}, \boldsymbol{p})<0 \Longleftrightarrow k^{\mu} p_{\mu}<0 \Longleftrightarrow \frac{r^{2}+a^{2}}{\Delta} p_{t}-p_{r}+\frac{a}{\Delta} p_{\varphi}<0
$$

where the last inequality follows from the Boyer-Lindquist components (10.48) of $\boldsymbol{k}$. Given the identities $p_{t}=-E$, $p_{\varphi}=L$ [Eq. (11.3)] and $p_{r}=\epsilon_{r} \sqrt{R(r)} / \Delta$ [Eqs. (11.15) and (11.43b)], we conclude:

## Property 11.7

$$
\begin{equation*}
\stackrel{\mathscr{L} \text { timelike or }}{\varepsilon \text { not tangent to } \mathscr{L}} \Longrightarrow \frac{1}{\Delta}\left[\left(r^{2}+a^{2}\right) E-a L+\epsilon_{r} \sqrt{R(r)}\right]>0 . \tag{11.64}
\end{equation*}
$$

Given expression (11.44) for $R(r)$ and $\Delta:=r^{2}-2 m r+a^{2}$ [Eq. (10.10)], we note that this constraint involves $(\mu, E, L, Q)$ and $r$, but not $\theta$.

Another global future-directed null vector field on the $\operatorname{Kerr}$ spacetime $(\mathscr{M}, \boldsymbol{g})$ is the null tangent $\ell$ to the outgoing principal null geodesics, introduced in Sec. 10.4 [Eq. (10.56)]. If we apply Lemma 1.2 with $\boldsymbol{\ell}$ instead of $\boldsymbol{k}$, we get, using the Boyer-Lindquist components (10.60) of $\ell$,

Property 11.8

$$
\begin{gather*}
\mathscr{L} \text { timelike or }  \tag{11.65}\\
\ell \text { not tangent to } \mathscr{L}
\end{gather*} \Longrightarrow\left(r^{2}+a^{2}\right) E-a L-\epsilon_{r} \sqrt{R(r)}>0 .
$$

In $\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\mathrm{III}}, \Delta>0$ and we can combine (11.64) and (11.65) to $\left(r^{2}+a^{2}\right) E-a L>$ $\left|\epsilon_{r} \sqrt{R(r)}\right|=\sqrt{R(r)}$, thereby getting a constraint that is independent from $\epsilon_{r}$ :

## Property 11.9

$$
\mathscr{L} \text { not principal null geod. } \Longrightarrow\left(r^{2}+a^{2}\right) E-a L>\sqrt{R(r)} \quad \text { in } \quad \mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\mathrm{III}} .(11.66)
$$

A related constraint in $\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\text {III }}$ is obtained from the vector $\varepsilon_{(0)}$ of the Carter frame introduced in Sec. 10.7.4. As shown there, $\boldsymbol{\varepsilon}_{(0)}$ is a linear combination of $\boldsymbol{k}$ and $\boldsymbol{\ell}$ [cf. Eq. (10.111)]
and is a future-directed timelike vector in all $\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\text {III }}$. We can then apply Lemma 1.1, using expression (10.107a) of $\boldsymbol{\varepsilon}_{(0)}$ in terms of $\boldsymbol{\xi}=\boldsymbol{\partial}_{t}$ and $\boldsymbol{\eta}=\boldsymbol{\partial}_{\varphi}$ :
$\boldsymbol{p}$ future-directed in $\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\mathrm{III}} \Longleftrightarrow \boldsymbol{g}\left(\boldsymbol{\varepsilon}_{(0)}, \boldsymbol{p}\right)<0 \Longleftrightarrow\left(r^{2}+a^{2}\right) \underbrace{\boldsymbol{g}(\boldsymbol{\xi}, \boldsymbol{p})}_{-E}+a \underbrace{\boldsymbol{g}(\boldsymbol{\eta}, \boldsymbol{p})}_{L}<0$.
Hence the constraint:
Property 11.10

$$
\begin{equation*}
\left(r^{2}+a^{2}\right) E-a L>0 \text { in } \mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\mathrm{III}} . \tag{11.67}
\end{equation*}
$$

Note that if $\mathscr{L}$ is not a principal null geodesic, (11.67) is a mere consequence of (11.66), given that $\sqrt{R(r)} \geq 0$.

An immediate corollary of Property 11.10 is:

## Property 11.11

In the outer ergoregion $\mathscr{G}^{+}=\mathscr{G} \cap \mathscr{M}_{\mathrm{I}}$, a geodesic that has $E \leq 0$ must have $L<0$.
Another constraint is obtained by considering the vector field $\boldsymbol{N}$ normal to the hypersurfaces of constant Boyer-Lindquist coordinate $t$, which has been introduced in Sec. 10.7.3: $\boldsymbol{N}=-\overrightarrow{\mathbf{d} t}$ [Eq. (10.87)]. As shown in Sec. 10.7.3, $\boldsymbol{N}$ is future-directed timelike in the subpart $\mathscr{M}_{\text {Zamo }}:=\mathscr{M}_{\mathrm{I}} \cup\left(\mathscr{M}_{\text {III }} \backslash \mathscr{T}\right)$ of Kerr spacetime. Lemma 1.1 [cf. Eq. (1.5a)] then yields

$$
\boldsymbol{p} \text { future-directed in } \mathscr{M}_{\mathrm{ZAMO}} \Longleftrightarrow \boldsymbol{g}(\boldsymbol{N}, \boldsymbol{p})<0 \Longleftrightarrow-\underbrace{\langle\mathbf{d} t, \boldsymbol{p}\rangle}_{p^{t}}<0 \Longleftrightarrow p^{t}>0 .
$$

Hence the Boyer-Lindquist component $p^{t}$ of the 4 -momentum $\boldsymbol{p}$ must be positive in $\mathscr{M}_{\text {ZAMO }}$ :

## Property 11.12

$$
\begin{equation*}
p^{t}>0 \text { in } \mathscr{M}_{\mathrm{I}} \cup\left(\mathscr{M}_{\mathrm{III}} \backslash \mathscr{T}\right) . \tag{11.68}
\end{equation*}
$$

Let us recall that $\mathscr{T}$ is the Carter time machine (cf. Sec. 10.2.5), which occupies a very limited portion of $\mathscr{M}_{\text {IIII }}$. Since $p^{t}=\mathrm{d} t / \mathrm{d} \lambda$ and $\lambda$ increases towards the future (cf. Sec. 11.2.1), Property 11.12 implies

## Property 11.13

In the region $\mathscr{M}_{\mathrm{I}} \cup\left(\mathscr{M}_{\text {III }} \backslash \mathscr{T}\right)$ of Kerr spacetime, the Boyer-Lindquist coordinate $t$ increases towards the future along any geodesic $\mathscr{L}$.

Using Eq. (11.43a) with $\mathrm{d} t / \mathrm{d} \lambda=p^{t}$ and the fact that $\Delta>0$ in $\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\mathrm{III}}$, we can rewrite Property 11.12 as

## Property 11.14

$$
\begin{equation*}
\rho^{2}\left(r^{2}+a^{2}\right) E-2 a m r\left(L-a E \sin ^{2} \theta\right)>0 \text { in } \mathscr{M}_{\mathrm{I}} \cup\left(\mathscr{M}_{\mathrm{III}} \backslash \mathscr{T}\right) \tag{11.69}
\end{equation*}
$$

Remark 5: In the outer ergoregion $\mathscr{G}^{+}=\mathscr{G} \cap \mathscr{M}_{\text {I }}$ (i.e. the part of the ergoregion outside of the black hole), $E \leq 0$ is allowed, but Property 11.12 shows that $p^{t} \leq 0$ is not allowed.

Historical note : That $E \leq 0$ in the outer ergoregion implies $L<0$ (Property 11.11) has been shown for equatorial geodesics by George Contopoulos in 1984 [127].

### 11.3.4 Lense-Thirring effect

Let us consider a null or timelike geodesic $\mathscr{L}$ with a vanishing angular momentum: $L=0$. The equations of motion (11.43a) and (11.43d) reduce to

$$
\begin{aligned}
& \rho^{2} \frac{\mathrm{~d} t}{\mathrm{~d} \lambda}=E\left(\frac{\left(r^{2}+a^{2}\right)^{2}}{\Delta}-a^{2} \sin ^{2} \theta\right)=\frac{E}{\Delta}\left[\rho^{2}\left(r^{2}+a^{2}\right)+2 a^{2} m r \sin ^{2} \theta\right] \\
& \rho^{2} \frac{\mathrm{~d} \varphi}{\mathrm{~d} \lambda}=\frac{2 a m r E}{\Delta}
\end{aligned}
$$

so that we get

$$
\begin{equation*}
\left|\frac{\mathrm{d} \varphi}{\mathrm{~d} t}\right|_{\mathscr{L}}=\frac{2 a m r}{\rho^{2}\left(r^{2}+a^{2}\right)+2 a^{2} m r \sin ^{2} \theta}{ }_{L=0} . \tag{11.70}
\end{equation*}
$$

Hence, for $a \neq 0$, a geodesic with zero angular momentum about the symmetry axis has nevertheless a rotational motion around that axis. Moreover, this motion is independent of the geodesic's characteristics, i.e. $(\mu, E, Q)$. This is a manifestation of the Lense-Thirring effect, also called dragging of inertial frames, or, in short, frame dragging.

The Lense-Thirring effect is illustrated in Fig. 11.2 which shows the trajectory a timelike particle with $L=0$ which is asymptotically at rest (marginally bound particle, having $E=\mu$, to be discussed in Sec. 11.3.8). The trajectory is initialy radial, but as $r$ decreases, $\mathrm{d} \varphi / \mathrm{d} t$ increases according to formula (11.70). In Fig. 11.2 and in all figures of this chapter, we are using the Cartesian Boyer-Lindquist coordinates ( $t, x, y, z$ ), which are defined in the $r>0$ region of Kerr spacetime and are related to the Boyer-Lindquist coordinates $(t, r, \theta, \varphi)$ by the standard transformation from spherical to Cartesian coordinates:

$$
\begin{equation*}
x:=r \sin \theta \cos \varphi, \quad y:=r \sin \theta \sin \varphi, \quad z:=r \cos \theta \tag{11.71}
\end{equation*}
$$

We note that, at a given point $(r, \theta)$, the angular velocity (11.70) coincides with that of the zero-angular momentum observer (ZAMO) at that point [compare Eq. (10.98)].


Figure 11.2: Trajectory in the equatorial plane of an incoming timelike geodesic with $E=\mu, L=0$ and $Q=0$, plunging into a Kerr black hole with $a=0.998 \mathrm{~m}$. The figure is drawn in terms of the Cartesian Boyer-Lindquist coordinates $(x, y)$ defined by Eq. (11.71) with $\theta=\pi / 2$ (equatorial plane) and the grey disk marks the black hole region. [Figure generated by the notebook D.5.8]

### 11.3.5 Winding near the event horizon and the inner horizon

Let us consider a null or timelike geodesic $\mathscr{L}$ in the vicinity of the black hole event horizon $\mathscr{H}$. On $\mathscr{H}, r=r_{+}$and $\Delta=0$. Then, the term $\Delta^{-1}$ in Eq. (11.43a) makes $\mathrm{d} t / \mathrm{d} \lambda$ diverge as $r \rightarrow r_{+}$, except in the very special where $\left(r_{+}^{2}+a^{2}\right) E-a L=0$, which is equivalent to $E=\Omega_{\mathscr{H}} L$ according to Eq. (10.68). Similarly, $\mathrm{d} \varphi / \mathrm{d} \lambda$, as given by Eq. (11.43d), diverges as $r \rightarrow r_{+}$, except for $E=\Omega_{\mathscr{H}} L$. These two divergences are not a pathology of $\mathscr{L}$ per se; they reflect merely the singularity of Boyer-Lindquist coordinates $(t, r, \theta, \varphi)$ at $\mathscr{H}$ (cf. Sec. 10.2.6). However, we read on Eqs. (11.43a) and (11.43d) that the ratio $\mathrm{d} \varphi /\left.\mathrm{d} t\right|_{\mathscr{L}}:=\mathrm{d} \varphi / \mathrm{d} \lambda \times(\mathrm{d} t / \mathrm{d} \lambda)^{-1}$ converges to a finite value:

$$
\begin{equation*}
\left.\lim _{r \rightarrow r_{+}} \frac{\mathrm{d} \varphi}{\mathrm{~d} t}\right|_{\mathscr{L}}=\frac{a}{r_{+}^{2}+a^{2}}=\Omega_{\mathscr{H}} \tag{11.72}
\end{equation*}
$$

where the second equality follows from Eq. (10.68), making the black hole rotation velocity $\Omega_{\mathscr{H}}$ appear. Hence we conclude:

## Property 11.15: behaviour of $\varphi$ near the event horizon

Any null or timelike geodesic that approaches the event horizon $\mathscr{H}$ is winding around it in terms of the Boyer-Lindquist coordinates at exactly the black hole rotation velocity $\Omega_{\mathscr{H}}$.

Remark 6: For a timelike geodesic on a circular orbit, we have argued in Sec. 7.3.3 that $\mathrm{d} \varphi /\left.\mathrm{d} t\right|_{\mathscr{L}}$ is the angular velocity of as seen by an asymptotic inertial observer. The reasoning was given in the Schwarzschild spacetime context but it actually involved only the spacetime symmetry by translation in $t$, so it is applicable here.

Remark 7: When $a \neq 0$, a geodesic that starts far from the black hole with $\mathrm{d} \varphi /\left.\mathrm{d} t\right|_{\mathscr{L}}<0$ [according to Eq. (11.43d) with $r \gg m$, this occurs for $L<0$ ] must necessarily have a turning point in $\varphi$ if it reaches the event horizon, in order to fulfill (11.72), where $\Omega_{\mathscr{H}}$ is positive. This is illustrated in Fig. 11.3 and is in sharp contrast with the Schwarzschild case, where $\varphi$ is always a monotonic function of $\lambda$, as shown in Sec. 7.2.2.


Figure 11.3: Trajectory in the equatorial plane of an incoming null geodesic with $L=-6 E<0$ and $Q=0$, plunging into a Kerr black hole with $a=0.998 \mathrm{~m}$. Note the turning point in $\varphi$ and the final winding in the direction of the black rotation (counterclockwise in the figure). The figure is drawn in terms of the Cartesian Boyer-Lindquist coordinates ( $x, y$ ) defined by Eq. (11.71) with $\theta=\pi / 2$ (equatorial plane) and the grey disk marks the black hole region. [Figure generated by the notebook D.5.8]

Remark 8: The winding property does not hold for the Kerr or advanced Kerr coordinates. Indeed, we have seen in Sec. 10.4 that the ingoing principal null geodesics $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}$ are geodesics along which $\tilde{\varphi}$ is constant. They are therefore not winding in terms of neither the Kerr coordinates $(\tilde{t}, r, \theta, \tilde{\varphi})$ nor the advanced Kerr ones ( $v, r, \theta, \tilde{\varphi}$ ). This difference of (coordinate) behavior is understandable if one considers the diverging behavior in $\Delta^{-1}$ of the relation $\mathrm{d} \tilde{\varphi}=\mathrm{d} \varphi+a / \Delta \mathrm{d} r$ [Eq. (10.23b)] between the angular coordinates $\varphi$ and $\tilde{\varphi}$.

Regarding the Boyer-Lindquist coordinate behavior in the vicinity of the inner horizon $\mathscr{H}_{\text {in }}$ (corresponding to the second root $r_{-}$of $\Delta$ ), we deduce from Eqs. (11.43a) and (11.43d) that

$$
\begin{equation*}
\left.\lim _{r \rightarrow r_{-}} \frac{\mathrm{d} \varphi}{\mathrm{~d} t}\right|_{\mathscr{L}}=\frac{a}{r_{-}^{2}+a^{2}}=\Omega_{\mathrm{in}} \tag{11.73}
\end{equation*}
$$

where the second equality follows from Eq. (10.70); it involves the rotation velocity $\Omega_{\mathrm{in}}$ of the inner horizon $\mathscr{H}_{\text {in }}$. Hence

Property 11.16: behaviour of $\varphi$ near the inner horizon
Any null or timelike geodesic that approaches the inner horizon $\mathscr{H}_{\text {in }}$ is winding around it in terms of the Boyer-Lindquist coordinates at exactly the rotation velocity $\Omega_{\text {in }}$ of $\mathscr{H}_{\text {in }}$.

### 11.3.6 Asymptotic $r$-values and $\theta$-values

Let $\mathscr{L}$ be a geodesic and $p_{0}$ a point of $\mathscr{L}$ at which $r$ varies, i.e. such that $R\left(r_{0}\right) \neq 0$, where $r_{0}=r\left(p_{0}\right)$. Let us assume that $\mathscr{L}$ comes close to $r=r_{1}$, where $r_{1}$ is a double root of $R$, i.e. fulfills $R\left(r_{1}\right)=0, R^{\prime}\left(r_{1}\right)=0$ and $R^{\prime \prime}\left(r_{1}\right) \neq 0$, such that $R(r)>0$ on the interval $\left[r_{0}, r_{1}\right)$. Let us reconsider the argument in Sec. 11.2.7 that lead to extend the integral (11.51) to $r=r_{1}$, where $r_{1}$ corresponded to a simple root of $R\left(R\left(r_{1}\right)=0\right.$ and $\left.R^{\prime}\left(r_{1}\right) \neq 0\right)$. For a double root,
the integral in the right-hand side of Eq. (11.51) with $r=r_{1}$ behaves near $r_{1}$ as

$$
\frac{\sqrt{2}}{\sqrt{R^{\prime \prime}\left(r_{1}\right)}} \int_{r_{0}}^{r_{1}} \frac{\mathrm{~d} \bar{r}}{r_{1}-\bar{r}},
$$

which is a divergent improper integral. If $r_{1}$ is a higher order root of $R$, the divergence is even worse, being triggered by a higher power of $1 /\left(r_{1}-\bar{r}\right)$. Consequently, Eq. (11.51) with $r=r_{1}$ implies that the Mino parameter diverges: $\lambda^{\prime} \rightarrow+\infty$. Since $\rho^{2}>0$, provided that $\rho^{2}$ does not tend to 0 (the ring singularity) as $\lambda^{\prime} \rightarrow+\infty$, this implies that the affine parameter $\lambda$ tends to $+\infty$ as well, given the relation (11.49) between the two parameters. Hence we conclude:

Property 11.17: asymptotic $r$-value
Let $\mathscr{L}$ be a geodesic of Kerr spacetime that does not lie at a fixed value of $r$ and let $R(r)$ be the associated polynomial (11.44). A point away from the ring singularity $\mathscr{R}$ and of $r$ coordinate $r_{1}$ such that both $R\left(r_{1}\right)=0$ and $R^{\prime}\left(r_{1}\right)=0$ can only be reached asymptotically by $\mathscr{L}$, i.e. in the limit $\lambda \rightarrow \pm \infty$ of the affine parameter $\lambda$. We call $r_{1}$ an asymptotic $r$-value of the geodesic $\mathscr{L}$.

This property explains why $R\left(r_{0}\right)=0$ and $R^{\prime}\left(r_{0}\right) \neq 0$ is a necessary condition to have a $r$-turning point (cf. Remark 4 on p. 380).

By the same reasoning, we have

## Property 11.18: asymptotic $\theta$-value

Let $\mathscr{L}$ be a geodesic of Kerr spacetime that does not lie at a fixed value of $\theta$ and let $\Theta(\theta)$ be the associated function (11.32). A point away from the ring singularity $\mathscr{R}$ and of $\theta$ coordinate $\theta_{1}$ such that both $\Theta\left(\theta_{1}\right)=0$ and $\Theta^{\prime}\left(\theta_{1}\right)=0$ can only be reached asymptotically by $\mathscr{L}$, i.e. in the limit $\lambda \rightarrow \pm \infty$ of the affine parameter $\lambda$. We call $\theta_{1}$ an asymptotic $\theta$-value of the geodesic $\mathscr{L}$.

### 11.3.7 Latitudinal motion

We start by analysing the variation of the $\theta$ coordinate along a geodesic, as governed by the decoupled equation $(11.50 \mathrm{c})$, since this provides some constraints to discuss later the $r$-motion.

Given expression (11.35) for $\Theta(\theta)$, the first-order equation of motion (11.50c) can be rewritten as

$$
\begin{equation*}
\left(\frac{\mathrm{d} \theta}{\mathrm{~d} \lambda^{\prime}}\right)^{2}+V(\theta)=Q \tag{11.74}
\end{equation*}
$$

with

$$
\begin{equation*}
V(\theta):=\cos ^{2} \theta\left[a^{2}\left(\mu^{2}-E^{2}\right)+\frac{L^{2}}{\sin ^{2} \theta}\right] . \tag{11.75}
\end{equation*}
$$

Note that $V(\theta)$ is related to $\Theta(\theta)$ by

$$
\begin{equation*}
\Theta(\theta)=Q-V(\theta) \tag{11.76}
\end{equation*}
$$

In particular, the $\theta$-turning points (cf. Sec. 11.2.6) are characterized by $V(\theta)=Q$ and $V^{\prime}(\theta) \neq 0$, while the asymptotic $\theta$-values (cf. Sec. 11.3.6) correspond to $V(\theta)=Q$ and $V^{\prime}(\theta)=0$.

We recognize in Eq. (11.74) the first integral of a (non-relativistic) 1-dimensional motion in the potential $V(\theta)$, which we shall call the effective $\theta$-potential. The discussion of the geodesic $\theta$-motion is then based on the properties of that potential, $Q$ in the right-hand side of Eq. (11.74) playing the role of the constant "total energy". Since $\left(\mathrm{d} \theta / \mathrm{d} \lambda^{\prime}\right)^{2} \geq 0$, Eq. (11.74) implies

$$
\begin{equation*}
V(\theta) \leq Q \tag{11.77}
\end{equation*}
$$

Accordingly, given a plot of $V(\theta)$, as in Figs. 11.4 and 11.5, the allowed range of $\theta$ is determined by the part of the graph of $V(\theta)$ that lies below the horizontal line of ordinate equal to $Q$.

We shall distinguish the case $L=0$ from the case $L \neq 0$, since they lead to different shapes of the potential $V(\theta)$.

## Geodesics with $L=0$

If $L=0$, the effective $\theta$-potential reduces to $V(\theta)=a^{2}\left(\mu^{2}-E^{2}\right) \cos ^{2} \theta$. We have then three subcases:

- Case $a^{2}\left(E^{2}-\mu^{2}\right)<0 \Longleftrightarrow a \neq 0$ and $|E|<\mu$ : the corresponding graph of $V(\theta)$ is shown in Fig. 11.4 (left part); we deduce immediately from it that $Q \geq 0$, with
- $Q=0$ : the motion is confined to the equatorial plane $\theta=\pi / 2$; since it corresponds to a minimum of the effective potential, this is a stable configuration.
$\circ 0<Q<a^{2}\left(\mu^{2}-E^{2}\right): \theta$ oscillates between two $\theta$-turning points, which are symmetric about the equatorial plane ${ }^{12}: \theta_{\mathrm{m}}:=\arccos \sqrt{Q /\left(a^{2}\left(\mu^{2}-E^{2}\right)\right)}$ and $\pi-\theta_{\mathrm{m}}$ (cf. the trajectory $Q=Q_{1}$ in Fig. 11.4, left).
- $Q=a^{2}\left(\mu^{2}-E^{2}\right): \theta=0$ and $\theta=\pi$ are either unstable positions or asymptotic $\theta$-values (cf. Sec. 11.3.6), i.e. the geodesic reaches the rotation axis for $\lambda \rightarrow \pm \infty$.
- $Q>a^{2}\left(\mu^{2}-E^{2}\right)$ : the range of $\theta$ is not limited (cf. the trajectory $Q=Q_{2}$ in Fig. 11.4, left) and each time the geodesic reaches the rotation axis ( $\theta=0$ or $\theta=\pi$ ), it crosses it, since the velocity $\mathrm{d} \theta / \mathrm{d} \lambda^{\prime}$ does not vanish there. This leads to $\theta<0$ or $\theta>\pi$; to keep $\theta$ within the interval $[0, \pi]$, one shall use the identification of the points $(\theta, \varphi)$, $(-\theta, \varphi+\pi)$ and $(\theta-\pi, \varphi+\pi)$, which holds on the sphere $\mathbb{S}^{2}$.
- Case $a^{2}\left(E^{2}-\mu^{2}\right)=0 \Longleftrightarrow a=0$ or $|E|=\mu: V(\theta)=0$ and Eq.(11.74) reduces to $\left(\mathrm{d} \theta / \mathrm{d} \lambda^{\prime}\right)^{2}=Q$. This implies $Q \geq 0$ and the solution is $\theta\left(\lambda^{\prime}\right)= \pm \sqrt{Q} \lambda^{\prime}+\theta_{0}$, so that
- for $Q=0$, the geodesic lies at a constant value of $\theta$, within the range $[0, \pi]$;
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Figure 11.4: Effective $\theta$-potential $V(\theta)$ in the case $L=0$ and $a \neq 0 . V(\theta)$ is plotted in units of $V_{0}:=a^{2}\left|\mu^{2}-E^{2}\right|$. The left figure is for $|E|<\mu$, with colored dots or horizontal lines corresponding to geodesic trajectories for four values of the Carter constant $Q: 0, Q_{1}=0.75 V_{0}, a^{2}\left(\mu^{2}-E^{2}\right)$ and $Q_{2}=1.2 V_{0}$. The right figure is for $|E|>\mu$, with trajectories corresponding to four values of $Q: Q_{\text {min }}=-a^{2}\left(E^{2}-\mu^{2}\right), Q_{1}=-0.3 V_{0}, 0$ and $Q_{2}=0.2 V_{0}$. Dashed lines indicate trajectories with asympotic $\theta$-values.

- for $Q>0, \theta$ varies monotonically along the geodesic, which therefore crosses the rotation axis an infinite number of times.
- Case $a^{2}\left(E^{2}-\mu^{2}\right)>0 \Longleftrightarrow a \neq 0$ and $|E|>\mu$ : the corresponding graph of $V(\theta)$ is shown in Fig. 11.4 (right part); the Carter constant must obey $Q \geq-a^{2}\left(E^{2}-\mu^{2}\right)$, with
- $Q=-a^{2}\left(E^{2}-\mu^{2}\right)$ : only $\theta=0$ and $\theta=\pi$ are possible and they correspond to minima of $V(\theta)$; the geodesic is then stably located on the rotation axis.
- $-a^{2}\left(E^{2}-\mu^{2}\right)<Q<0$ : the geodesic oscillates about the rotation axis, without reaching the equator; one has either $\theta \in\left[0, \theta_{\mathrm{v}}\right]$ or $\theta \in\left[\pi-\theta_{\mathrm{v}}, \pi\right]$, with the turning point value ${ }^{13} \theta_{\mathrm{v}}:=\arccos \sqrt{|Q| /\left(a^{2}\left(E^{2}-\mu^{2}\right)\right)}<\pi / 2$ (cf. the trajectories $Q=Q_{1}$ in Fig. 11.4, right).
- $Q=0: \theta=\pi / 2$ is either an unstable position or an asymptotic $\theta$-value, i.e. the geodesic approaches the equatorial plane when $\lambda \rightarrow \pm \infty$.
- $Q>0: \theta$ varies in all the range $[0, \pi]$; when the geodesic reaches the rotation axis, it crosses it (cf. the trajectory $Q=Q_{2}$ in Fig. 11.4, right).


## Geodesics with $L \neq 0$

When $L \neq 0$, we see from expression (11.75) that $V(\theta) \rightarrow+\infty$ when $\theta \rightarrow 0$ or $\pi$. We conclude immediately that the geodesic cannot reach the rotation axis for $L \neq 0$. Moreover, we have

$$
\frac{\mathrm{d} V}{\mathrm{~d} \theta}=-2 \cos \theta \sin \theta\left[a^{2}\left(\mu^{2}-E^{2}\right)+\frac{L^{2}}{\sin ^{4} \theta}\right]
$$

[^102]

Figure 11.5: Effective $\theta$-potential $V(\theta)$ in the case $L \neq 0$. The left figure is for $L^{2} \geq a^{2}\left(E^{2}-\mu^{2}\right)$, with colored dots or horizontal lines corresponding to geodesic trajectories for two values of the Carter constant $Q: 0$ and $Q_{1}=4 L^{2}$. The right figure is for $L^{2}<a^{2}\left(E^{2}-\mu^{2}\right)$, with trajectories corresponding to four values of $Q: Q_{\min }$, $Q_{1}=-2 L^{2}, 0$ and $Q_{2}=2 L^{2}$. The dashed line $(Q=0)$ indicates the trajectory with an asympotic $\theta$-value, which is $\pi / 2$.

The extrema of $V$ in $(0, \pi)$ are then given by

$$
\begin{equation*}
\frac{\mathrm{d} V}{\mathrm{~d} \theta}=0 \Longleftrightarrow \theta=\frac{\pi}{2} \quad \text { or } \quad \sin ^{4} \theta=\frac{L^{2}}{a^{2}\left(E^{2}-\mu^{2}\right)} \tag{11.78}
\end{equation*}
$$

We are thus led to distinguish two cases, depending whether or not the equation involving $\sin ^{4} \theta$ has solutions distinct from $\pi / 2$ :

- Case $L^{2} \geq a^{2}\left(E^{2}-\mu^{2}\right) \Longleftrightarrow a=0$ or $|E| \leq \sqrt{\mu^{2}+\frac{L^{2}}{a^{2}}}$ : the only extremum solution is $\theta=\pi / 2$. Its value is $V(\pi / 2)=0$ and it is necessarily a minimum, since $V(\theta) \rightarrow+\infty$ at the boundaries of the interval $[0, \pi]$ (cf. left part of Fig. 11.5). Hence one must have $Q \geq 0$, with
- $Q=0$ : the geodesic stays stably in the equatorial plane.
- $Q>0$ : the geodesic oscillates about the equatorial plane, between two turning points at $\theta=\theta_{\mathrm{m}}$ and $\pi-\theta_{\mathrm{m}}, \theta_{\mathrm{m}}$ being the solution of $V\left(\theta_{\mathrm{m}}\right)=Q$ in $(0, \pi / 2)$ (cf. the trajectory $Q=Q_{1}$ in Fig. 11.5, left).
- Case $L^{2}<a^{2}\left(E^{2}-\mu^{2}\right) \Longleftrightarrow a \neq 0$ and $|E|>\sqrt{\mu^{2}+\frac{L^{2}}{a^{2}}}: V(\theta)$ has three extrema (cf. right part of Fig. 11.5), which are located at $\theta=\theta_{*}, \pi / 2$ and $\pi-\theta_{*}$ with

$$
\begin{equation*}
\theta_{*}:=\arcsin \sqrt{\frac{|L|}{a \sqrt{E^{2}-\mu^{2}}}} \quad \text { and } \quad 0<\theta_{*}<\frac{\pi}{2} \tag{11.79}
\end{equation*}
$$

$\theta_{*}$ and $\pi-\theta_{*}$ correspond to the minimum of $V(\theta)$, while $\pi / 2$ corresponds to a local maximum. The minimum is $V\left(\theta_{*}\right)=\left(1-\sin ^{2} \theta_{*}\right)\left(a^{2}\left(\mu^{2}-E^{2}\right)+L^{2} / \sin ^{2} \theta_{*}\right)=$ $-\left(a \sqrt{E^{2}-\mu^{2}}-|L|\right)^{2}$. This is necessary the minimal value of $Q$ [cf. Eq. (11.77)]:

$$
\begin{equation*}
Q_{\min }=-\left(a \sqrt{E^{2}-\mu^{2}}-|L|\right)^{2} . \tag{11.80}
\end{equation*}
$$

We have then (cf. right panel of Fig. 11.5)

- $Q=Q_{\text {min }}$ : the geodesic stays stably at a fixed value of $\theta$, either $\theta_{*}$ or $\pi-\theta_{*}$.
- $Q_{\text {min }}<Q<0$ : the geodesic oscillates between two $\theta$-turning points either in the Northern hemisphere $(\theta<\pi / 2)$ or the Southern one $(\theta>\pi / 2)$, without reaching the equator nor the rotation axis (cf. the trajectories $Q=Q_{1}$ in Fig. 11.5, right).
- $Q=0$ : the geodesic lies unstably in the equatorial plane or moves asymptotically towards it (possibly after a turning point at $\theta_{\mathrm{m}} \neq \pi / 2$ ), $\pi / 2$ being an asymptotic $\theta$-value, since $\Theta^{\prime}(\pi / 2)=-V^{\prime}(\pi / 2)=0$ (cf. Sec. 11.3.6).
- $Q>0$ : the geodesic oscillates about the equatorial plane, between two turning points at $\theta=\theta_{\mathrm{m}}$ and $\pi-\theta_{\mathrm{m}}, \theta_{\mathrm{m}}$ being the solution of $V\left(\theta_{\mathrm{m}}\right)=Q$ in $(0, \pi / 2)$ (cf. the trajectory $Q=Q_{2}$ in Fig. 11.5, right).


## Expression of the $\theta$-turning points

The $\theta$-turning points $\theta_{\mathrm{m}}$ and $\theta_{\mathrm{v}}$ mentioned above are solutions of $\Theta(\theta)=0$ and $\Theta^{\prime}(\theta) \neq 0$ [Eq. (11.47)]. We search only for $\theta$-turning points with $0<\theta<\pi / 2$, since 0 and $\pi / 2$ cannot be $\theta$-turning points (for $\Theta^{\prime}(0)=0$ and $\Theta^{\prime}(\pi / 2)=0$ ) and $\theta$-turnings points with $\pi / 2<\theta<\pi$ are deduced from those with $0<\theta<\pi / 2$ by $\theta \mapsto \pi-\theta$ (symmetry with respect to the equatorial plane). Using expression (11.35) for $\Theta$ and introducing

$$
\begin{equation*}
x:=\cos ^{2} \theta, \tag{11.81}
\end{equation*}
$$

the equation $\Theta(\theta)=0$ is equivalent to

$$
\begin{equation*}
a^{2}\left(E^{2}-\mu^{2}\right) x^{2}+\left[L^{2}+Q-a^{2}\left(E^{2}-\mu^{2}\right)\right] x-Q=0 \tag{11.82}
\end{equation*}
$$

If $a^{2}\left(E^{2}-\mu^{2}\right)=0$, the solution is $x=Q /\left(L^{2}+Q\right)$. Moreover, in this case one has necessarily $Q \geq 0$, so that $0 \leq x \leq 1$ and the unique solution in $(0, \pi / 2)$ is

$$
\begin{equation*}
\theta_{\mathrm{m}}=\arccos \sqrt{\frac{Q}{L^{2}+Q}} \cdot \underbrace{}_{a^{2}\left(E^{2}-\mu^{2}\right)=0} \tag{11.83}
\end{equation*}
$$

In the rest of this section, we assume that $a^{2}\left(E^{2}-\mu^{2}\right) \neq 0$. Equation (11.82) is then a quadratic equation in $x$, the discriminant of which is

$$
\begin{aligned}
\Delta & =\left[L^{2}+Q-a^{2}\left(E^{2}-\mu^{2}\right)\right]^{2}+4 Q a^{2}\left(E^{2}-\mu^{2}\right) \\
& =\left[L^{2}+Q+a^{2}\left(E^{2}-\mu^{2}\right)\right]^{2}-4 L^{2} a^{2}\left(E^{2}-\mu^{2}\right) .
\end{aligned}
$$

It turns out that $\Delta$ is always non-negative. Indeed, from the second equality above, we have clearly $\Delta \geq 0$ if $a^{2}\left(E^{2}-\mu^{2}\right) \leq 0$. In the complementary case, i.e. when $a^{2}\left(E^{2}-\mu^{2}\right)>0$, then $\Delta \geq 0$ as soon as $Q \geq Q_{2}$, where $Q_{2}$ is the larger of the two roots of $\Delta$ considered as a quadratic polynomial in $Q$. Again, considering the second equality in the expression of $\Delta$, we have $Q_{2}=-L^{2}-a^{2}\left(E^{2}-\mu^{2}\right)+2|L| a \sqrt{E^{2}-\mu^{2}}=-\left(|L|-a \sqrt{E^{2}-\mu^{2}}\right)^{2}$. In view of

Eq. (11.80), we realize that $Q_{2}=Q_{\min }$, so that $Q \geq Q_{2}$ always holds and $\Delta \geq 0$. Accordingly the two roots of Eq. (11.82) are real and are given by

$$
\begin{equation*}
x_{ \pm}=\frac{1}{2}\left(1-\frac{L^{2}+Q}{a^{2}\left(E^{2}-\mu^{2}\right)} \pm \sqrt{\left[1-\frac{L^{2}+Q}{a^{2}\left(E^{2}-\mu^{2}\right)}\right]^{2}+\frac{4 Q}{a^{2}\left(E^{2}-\mu^{2}\right)}}\right) . \tag{11.84}
\end{equation*}
$$

Since $x:=\cos ^{2} \theta$ and $\theta=0$ and $\theta=\pi / 2$ cannot correspond to a $\theta$-turning point, acceptable solutions must obey

$$
\begin{equation*}
0<x_{ \pm}<1 \tag{11.85}
\end{equation*}
$$

For $L=0$, Eq. (11.84) simplifies to ${ }^{14}$

$$
x_{+}=1 \quad \text { and } \quad x_{-}=-\frac{Q}{a^{2}\left(E^{2}-\mu^{2}\right)}
$$

Now, $x_{+}=1$ is excluded by (11.85). There remains only $x_{-}$, leading to the turning point value found in the $L=0$ cases discussed above, which we can combine into a single formula:

$$
\begin{equation*}
\theta_{\mathrm{m}}=\theta_{\mathrm{v}}=\arccos \sqrt{\frac{Q}{a^{2}\left(\mu^{2}-E^{2}\right)}} . \tag{11.86}
\end{equation*}
$$

This formula assumes that $0<Q /\left(a^{2}\left(\mu^{2}-E^{2}\right)\right)<1$ (as for the trajectories $Q=Q_{1}$ in both panels of Fig. 11.4), otherwise there is no $\theta$-turning point (as for the trajectories $Q=Q_{2}$ in both panels of Fig. 11.4). More precisely, for $Q>0$ and $\mu^{2}-E^{2}>0$, it leads to $\theta_{\mathrm{m}}$, while for $Q<0$ and $\mu^{2}-E^{2}<0$, it leads to $\theta_{\mathrm{v}}$.

For $L \neq 0$, one shall distinguish between two cases, since the case $|E|=\mu$ has been covered above [Eq. (11.83)]:

- if $|E|<\mu$, then only $x_{-}$fulfills the criterion (11.85), leading to the turning point value:

$$
\begin{equation*}
\theta_{\mathrm{m}}=\arccos \sqrt{\frac{1}{2}\left[1+\frac{L^{2}+Q}{a^{2}\left(\mu^{2}-E^{2}\right)}-\sqrt{\left[1+\frac{L^{2}+Q}{a^{2}\left(\mu^{2}-E^{2}\right)}\right]^{2}-\frac{4 Q}{a^{2}\left(\mu^{2}-E^{2}\right)}}\right]} \tag{11.87}
\end{equation*}
$$

- if $|E|>\mu$, then $x_{+}$always fulfills the criterion (11.85), leading to the turning point value:

$$
\begin{equation*}
\theta_{\mathrm{m}}=\arccos \sqrt{\frac{1}{2}\left[1-\frac{L^{2}+Q}{a^{2}\left(E^{2}-\mu^{2}\right)}+\sqrt{\left[1-\frac{L^{2}+Q}{a^{2}\left(E^{2}-\mu^{2}\right)}\right]^{2}+\frac{4 Q}{a^{2}\left(E^{2}-\mu^{2}\right)}}\right]} \tag{11.88}
\end{equation*}
$$

[^103]If, in addition $Q<0$, then $x_{-}$also fulfills (11.85) and we get a second turning point value (cf. the case $Q=Q_{1}$ in the right panel of Fig. 11.5):

$$
\begin{equation*}
\theta_{\mathrm{v}}=\arccos \sqrt{\frac{1}{2}\left[1-\frac{L^{2}+Q}{a^{2}\left(E^{2}-\mu^{2}\right)}-\sqrt{\left[1-\frac{L^{2}+Q}{a^{2}\left(E^{2}-\mu^{2}\right)}\right]^{2}+\frac{4 Q}{a^{2}\left(E^{2}-\mu^{2}\right)}}\right]} \tag{11.89}
\end{equation*}
$$

Remark 9: At the limit $L \rightarrow 0$, formulas (11.87) and (11.89) reduce both to (11.86).

## Summary

We can summarize the above results by

## Property 11.19: latitudinal motion of Kerr geodesics

- A geodesic $\mathscr{L}$ of Kerr spacetime cannot encounter the rotation axis unless it has $L=0$.
- If $L^{2} \geq a^{2}\left(E^{2}-\mu^{2}\right)$, the Carter constant $Q$ is necessarily non-negative:

$$
\begin{equation*}
Q \geq 0 \tag{11.90}
\end{equation*}
$$

- The Carter constant $Q$ can take negative values only if $L^{2}<a^{2}\left(E^{2}-\mu^{2}\right)$, which implies $a \neq 0$ and $|E|>\mu$; the range of $Q$ is then limited from below:

$$
\begin{equation*}
Q \geq Q_{\min }=-\left(a \sqrt{E^{2}-\mu^{2}}-|L|\right)^{2} \tag{11.91}
\end{equation*}
$$

A geodesic with $Q<0$ is called vortical; it never encounters the equatorial plane.

- If $Q>0, \mathscr{L}$ oscillates symmetrically about the equatorial plane, between two $\theta$-turning points, at $\theta=\theta_{\mathrm{m}}$ and $\theta=\pi-\theta_{\mathrm{m}}$, where $\theta_{\mathrm{m}} \in(0, \pi / 2)$ is given by Eq. (11.83) for $a^{2}\left(E^{2}-\mu^{2}\right)=0$, Eq. (11.86) for $L=0$ and $Q<a^{2}\left(\mu^{2}-E^{2}\right)$, Eq. (11.87) for $|E|<\mu$ and Eq. (11.88) for $|E|>\mu$, except for two subcases with $L=0$ : (i) $Q=a^{2}\left(\mu^{2}-E^{2}\right): \mathscr{L}$ lies unstably along the rotation axis or approaches it asymptotically and (ii) $Q>a^{2}\left(\mu^{2}-E^{2}\right): \mathscr{L}$ crosses repeatedly the rotation axis, with $\theta$ taking all values in the range $[0, \pi]$.
- If $Q=0, \mathscr{L}$ is stably confined to the equatorial plane for $L^{2}>a^{2}\left(E^{2}-\mu^{2}\right)$ or $L^{2}=a^{2}\left(E^{2}-\mu^{2}\right) \neq 0$; for $L^{2}<a^{2}\left(E^{2}-\mu^{2}\right), \mathscr{L}$ either lies unstably in the equatorial plane or approaches it asymptotically from one side, while for $L^{2}=a^{2}\left(E^{2}-\mu^{2}\right)=0$, $\mathscr{L}$ lies at a constant value $\theta=\theta_{0} \in[0, \pi]$.
- If $Q_{\text {min }}<Q<0, \mathscr{L}$ never encounters the equatorial plane, having a $\theta$-motion entirely confined either to the Northern hemisphere ( $0<\theta<\pi / 2$ ) or to the Southern one ( $\pi / 2<\theta<\pi$ ); if $L \neq 0, \mathscr{L}$ oscillates between two $\theta$-turning points, at $\theta=\theta_{\mathrm{m}}$ and $\theta=\theta_{\mathrm{v}}$ (Northern hemisphere) or at $\theta=\pi-\theta_{\mathrm{v}}$ and $\theta=\pi-\theta_{\mathrm{m}}$ (Southern hemisphere), where $\theta_{\mathrm{m}}$ and $\theta_{\mathrm{v}}$ are given by Eqs. (11.88) and (11.89) respectively; if $L=0, \mathscr{L}$ oscillates about the rotation axis, with a $\theta$-turning point at $\theta=\theta_{\mathrm{v}}$ or $\theta=\pi-\theta_{\mathrm{v}}$, where $\theta_{\mathrm{v}}$ is given by Eq. (11.86).
- If $Q=Q_{\min }, \mathscr{L}$ lies stably at a constant value $\theta=\theta_{*}$ or $\theta=\pi-\theta_{*}$, with $\theta_{*} \in[0, \pi / 2)$ given by ${ }^{a}$

$$
\begin{equation*}
\theta_{*}:=\arcsin \sqrt{\frac{|L|}{a \sqrt{E^{2}-\mu^{2}}}} \tag{11.92}
\end{equation*}
$$

${ }^{a}$ This is Eq. (11.79) generalized to encompass the case $L=0$.

Remark 10: We could have deduced that $L=0$ is a necessary condition for a geodesic to encounter the rotation axis without studying the potential $V(\theta)$. Indeed, by definition, $L=\boldsymbol{\eta} \cdot \boldsymbol{p}$ [Eq. (11.2b)], with the Killing vector $\boldsymbol{\eta}$ being zero on the rotation axis, since the latter is pointwise invariant under the action of the rotation group $\mathrm{SO}(2)$. Hence $L=0$ on the rotation axis. Since $L$ is constant along the geodesic, the result follows immediately.

Remark 11: That a vortical geodesic never intersects the equatorial plane has been obtained by examining the various cases $Q<0$. This result can be derived directly from the constraint $\Theta(\theta) \geq 0$ [Eq. (11.33)], by noticing the identity $\Theta(\pi / 2)=Q$, which follows immediately from Eq. (11.35).

Example 8 (Schwarzschild geodesics): It is instructive to apply the above results to $a=0$ and recover the geodesics in Schwarzschild spacetime studied in Chaps. 7 and 8 . There, spherical symmetry was used to select the coordinates $(t, r, \theta, \varphi)$ so that the geodesic was confined to the hyperplane $\theta=\pi / 2$. Consequently there was no $\theta$-motion. Here, we keep the coordinates $(t, r, \theta, \varphi)$ fixed and do not assume that they are adapted to the geodesic $\mathscr{L}$ under consideration. So $\theta$ may vary along $\mathscr{L}$. In Schwarzschild spacetime, the Carter constant $Q$ is always non-negative, since the inequality $L^{2} \geq a^{2}\left(E^{2}-\mu^{2}\right)$ is trivially satisfied for $a=0$ [cf. Eq. (11.90)].
If $Q=0$, then for $L=0, \mathscr{L}$ lies at a constant value of $\theta$ : this actually corresponds to a purely radial geodesic. Indeed, the total angular momentum measured in the asymptotic region is $\boldsymbol{L}_{\text {tot }}=0$ in that case [set $Q=0, L=0$ and $a=0$ in Eq. (11.37)]. If $L \neq 0$, still with $Q=0, \mathscr{L}$ lies stably in the equatorial plane (this is the only possibility for $a=0$ among the $Q=0$ cases listed above).
If $Q>0$, then $L=0$ is necessarily the subcase (ii) listed above: $\mathscr{L}$ crosses repeatedly the $z$-axis $(\theta \in\{0, \pi\})$; this corresponds to the case where the orbital plane contains the $z$-axis. All the angular momentum measured asymptotically is then contained in $Q$ [cf. Eq. (11.37)]. For $Q>0$ and $L \neq 0, \mathscr{L}$ oscillates symmetrically about the equatorial plane: this is the case where the orbital plane is inclined by an angle $\iota \in(0, \pi / 2)$ with respect to the equatorial plane; the $\theta$-turning point of $\mathscr{L}$ is then $\theta_{\mathrm{m}}=\pi / 2-\iota$.

### 11.3.8 Radial motion

The $r$-part of geodesic motion is constrained by Eq. (11.30): $R(r) \geq 0$. Let us expand expression (11.44) for the quartic polynomial $R(r)$ in powers of $r$ :

$$
\begin{equation*}
R(r)=\left(E^{2}-\mu^{2}\right) r^{4}+2 m \mu^{2} r^{3}+\left[a^{2}\left(E^{2}-\mu^{2}\right)-Q-L^{2}\right] r^{2}+2 m\left[Q+(L-a E)^{2}\right] r-a^{2} Q \text {. } \tag{11.93}
\end{equation*}
$$

Geodesics with $|E|<\mu$
For $r \rightarrow \pm \infty$ and $|E| \neq \mu$, we have $R(r) \sim\left(E^{2}-\mu^{2}\right) r^{4}$ and in particular $\lim _{r \rightarrow \pm \infty} R(r)=+\infty$ for $|E|>\mu$ and $\lim _{r \rightarrow \pm \infty} R(r)=-\infty$ for $|E|<\mu$. In the latter case, the constraint $R(r) \geq 0$ cannot be satisfied for large values of $|r|$. A geodesic with $|E|<\mu$ is therefore located within a bounded region in terms of the radial coordinate $r$. Moreover, $|E|<\mu$ implies necessarily $L^{2}>a^{2}\left(E^{2}-\mu^{2}\right)$, so that the results of Sec. 11.3 .7 lead to $Q \geq 0$ [cf. Eq. (11.90)]. Therefore, $-a^{2} Q \leq 0$. It follows then that $r$ cannot be negative. Indeed, we see on expression (11.93) that for $|E|<\mu$ (which implies $\mu>0$ and $Q \geq 0$ ) and $r<0$,
$R(r)=\underbrace{\left(E^{2}-\mu^{2}\right) r^{4}}_{<0}+\underbrace{2 m \mu^{2} r^{3}}_{<0}+\underbrace{\left[a^{2}\left(E^{2}-\mu^{2}\right)-Q-L^{2}\right] r^{2}}_{\leq 0}+\underbrace{2 m\left[Q+(L-a E)^{2}\right] r}_{\leq 0} \underbrace{-a^{2} Q}_{\leq 0}$,
which contradicts $R(r) \geq 0$. Hence we conclude:

## Property 11.20: bound orbits

Any geodesic $\mathscr{L}$ with $|E|<\mu$ is necessarily timelike ( $\mu>0$ ), has a non-negative Carter constant $Q$, is confined to the region $r \geq 0$ of Kerr spacetime and cannot reach arbitrarily large values of $r . \mathscr{L}$ is called a geodesic with a bound orbit, or in short, a bound geodesic.

Remark 12: That $\mathscr{L}$ cannot reach the asymptotic region $r \rightarrow+\infty$ could have been found directly from the definition of $E$ as the "energy at infinity" of the particle $\mathscr{P}$ having $\mathscr{L}$ as worldline [Eq. (11.2a)]. Indeed, since $\mathscr{L}$ is timelike, the 4 -momentum of $\mathscr{P}$ is $\boldsymbol{p}=\mu \boldsymbol{u}$ [Eq. (1.18)], where $\boldsymbol{u}$ is the 4 -velocity of $\mathscr{P}$, so that Eq. (11.2a) yields $E=-\mu \boldsymbol{\xi} \cdot \boldsymbol{u}$. Now, when $r \rightarrow+\infty, \boldsymbol{\xi}$ tends to the 4 -velocity of an inertial observer (cf. Sec. 10.7.5). If $\mathscr{L}$ could reach the asymptotic region, the scalar product of the two 4 -velocities $\boldsymbol{\xi}$ and $\boldsymbol{u}$ would be necessarily lower or equal to -1 , or equivalently $\Gamma:=-\boldsymbol{\xi} \cdot \boldsymbol{u} \geq 1$ (the proof lies in expression (1.35) of $\Gamma$ with $0 \leq \boldsymbol{V} \cdot \boldsymbol{V}<1$ ), so that we would have $E \geq \mu$, which contradicts $|E|<\mu$.

Geodesics with $|E|=\mu$
Contrary to the case $|E|<\mu$, a geodesic with $|E|=\mu$ can be null, provided it has $E=0$ (cf. Example 1 on p. 371). We have

## Property 11.21

Any geodesic with $|E|=\mu$ has $Q \geq 0$ and is necessarily confined to the region $r \geq 0$ of Kerr spacetime.

Proof. $Q \geq 0$ follows directly from the criteria $|E| \leq \sqrt{\mu^{2}+L^{2} / a^{2}}$ [cf. Eq. (11.90)], which is evidently fulfilled for $|E|=\mu$. Furthermore, for $|E|=\mu$, expression (11.93) for $R(r)$ simplifies to

$$
R(r)=2 m \mu^{2} r^{3}-\left(Q+L^{2}\right) r^{2}+2 m\left[Q+(L-a E)^{2}\right] r-a^{2} Q
$$

For $r<0$, all the four terms in the above sum are $\leq 0$. If $\mathscr{L}$ is timelike, then $\mu \neq 0$ and the first term is $<0$, so that $r<0 \Longrightarrow R(r)<0$, which violates the constraint $R(r) \geq 0$. Let us now assume that $\mathscr{L}$ is null. We have then $\mu=0$ and $E=0$, so that

$$
R(r)=-\left(Q+L^{2}\right) r^{2}+2 m\left(Q+L^{2}\right) r-a^{2} Q=\left(Q+L^{2}\right) r(2 m-r)-a^{2} Q
$$

If $Q+L^{2} \neq 0, R(r)$ is a quadratic polynomial that is either negative everywhere or negative outside the interval $\left[r_{1}, r_{2}\right]$, when the two roots $r_{1}$ and $r_{2}$ of $R(r)$ are reals. In the latter case, we deduce from the signs of the coefficients of $R(r)$ that $r_{1}+r_{2}>0$ and $r_{1} r_{2} \geq 0$, so that $r_{1} \geq 0$ and $r_{2} \geq 0$. This implies that $R(r)<0$ for $r<0$, which is not permitted. If $Q+L^{2}=0$, the property $Q \geq 0$ implies $Q=0$ and $L=0$. The Carter constant $\mathscr{K}$ is then zero as well, since $\mathscr{K}=Q+(L-a E)^{2}$ [Eq. (11.34)]. Then by the result (11.25), $\mathscr{L}$ is a null geodesic generator of either the event horizon $\mathscr{H}$, which is located at $r=r_{+}$, or the inner horizon $\mathscr{H}_{\mathrm{in}}$, which is located at $r=r_{-}$. Since both $r_{+}$and $r_{-}$are positive [Eq. (10.5)], we cannot have $r<0$ in this case either.

A timelike geodesic $\mathscr{L}$ with $E=\mu$ can reach the asymptotic region $r \rightarrow+\infty$. It has then a Lorentz factor with respect to the asymptotic static observer of 4 -velocity $\boldsymbol{\xi}$ equal to one (cf. Remark 12 above), which implies that $\boldsymbol{p}$ is collinear to $\boldsymbol{\xi}$. In that sense, $\mathscr{L}$ is asymptotically "at rest". Such a geodesic is called marginally bound.

On the opposite, a null geodesic with $E=\mu(=0)$ cannot reach the asymptotic region $r \rightarrow+\infty$. Actually, it cannot even exist outside the ergoregion, by virtue of Property 11.5.

Example 9: The null geodesics generating the horizons $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$ considered in Example 1 on p. 371 have $E=0$ [Eq. (11.4)] and are indeed fully located in the ergoregion $\mathscr{G}$, since $\mathscr{H} \subset \mathscr{G}$ and $\mathscr{H}_{\text {in }} \subset \mathscr{G}$ (cf. Fig. 10.2).

Geodesics with $|E|>\mu$
An immediate corollary of the properties obtained for $|E|<\mu$ and $|E|=\mu$ is
Property 11.22: necessary condition to visit the negative- $r$ region
Only geodesics with $|E|>\mu$ may have some part in the region $r<0$ of Kerr spacetime,

$$
\mathscr{M}_{-}: \quad \mathscr{L} \cap \mathscr{M}_{-} \neq \varnothing \Longrightarrow|E|>\mu .
$$

Decay of $r$ towards the future in $\mathscr{M}_{\text {II }}$
As a particular case of the result established in Sec. 10.3.2 for any causal worldline (not necessarily a geodesic), we have

Property 11.23: decreasing of $r$ in $\mathscr{M}_{\text {II }}$
In region $\mathscr{M}_{\mathrm{II}}$, the coordinate $r$ must decrease towards the future along any timelike or null geodesic:

Example 10 (Principal null geodesics): For the ingoing principal null geodesics $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}$, a futuredirected tangent vector is $\boldsymbol{k}$ and we have $k^{r}=\mathrm{d} r / \mathrm{d} \lambda=-1$, since the affine parameter associated with $\boldsymbol{k}$ is $\lambda=-r$ [Eq. (10.45)]. Hence for these geodesics, $r$ is decreasing towards the future everywhere in $\mathscr{M}$, and in particular in $\mathscr{M}_{\text {II }}$. For the outgoing principal null geodesics $\mathscr{L}_{(u, \theta, \tilde{\varphi})}^{\text {out }}$, a future-directed tangent vector is $\ell$ and the associated (non-affine) parameter obeys Eq. (10.55):

$$
\frac{\mathrm{d} r}{\mathrm{~d} \lambda}=\frac{\Delta}{2\left(r^{2}+a^{2}\right)} .
$$

Thus $\mathrm{d} r / \mathrm{d} \lambda<0$ in $\mathscr{M}_{\text {II }}$, since $\Delta<0$ there.

### 11.3.9 Geodesics reaching or emanating from the ring singularity

In the Schwarzschild spacetime, any causal geodesic that enters into the black hole region inevitably terminates at the curvature singularity $r=0$, as it is clear on the Kruskal or CarterPenrose diagrams constructed in Chap. 9. For the Kerr spacetime with $a \neq 0$, we are going to see that, on the contrary, most causal geodesics in the black hole region avoid the curvature singularity. In all this section, we assume $a \neq 0$, so that the curvature singularity is the ring singularity $\mathscr{R}$ discussed in Sec. 10.2.6.

Formally, $\mathscr{R}$ is not part of the Kerr spacetime $\mathscr{M}$ but of the larger manifold $\mathbb{R}^{2} \times \mathbb{S}^{2}$ [cf. the construction (10.28)]. It is located at $\rho^{2}=0$, i.e. at $r=0$ and $\theta=\pi / 2$. We shall say that a geodesic $\mathscr{L}$ of affine parameter $\lambda$ (oriented towards the future) approaches the ring singularity if $\mathscr{L}$ has both $r(\lambda) \rightarrow 0$ and $\theta(\lambda) \rightarrow \pi / 2$ as $\lambda \rightarrow \lambda_{*}$, with $\lambda_{*}$ being finite or infinite. If $\lambda_{*}$ is finite, we shall say that $\mathscr{L}$ hits the ring singularity for $\lambda \rightarrow \lambda_{*}^{-}$and emanates from the ring singularity for $\lambda \rightarrow \lambda_{*}^{+}$. If $\lambda_{*}= \pm \infty$, we shall say that $\mathscr{L}$ asymptotically approaches the ring singularity.

A first key result is

## Property 11.24: vanishing of $Q$ required to approach the ring singularity

A null or timelike geodesic $\mathscr{L}$ that approaches the ring singularity has a vanishing Carter constant $Q$.

Proof. From Eqs. (11.93) and (11.35), we have

$$
\lim _{r \rightarrow 0} R(r)=-a^{2} Q \quad \text { and } \quad \lim _{\theta \rightarrow \pi / 2} \Theta(\theta)=Q
$$

The constraints $R(r) \geq 0$ [Eq. (11.30)] and $\Theta(\theta) \geq 0$ [Eq. (11.33)] imply then respectively $Q \leq 0$ and $Q \geq 0$, from which we get $Q=0$.

The above property can be refined ${ }^{15}$ :

## Property 11.25: ring singularity reachable only from the equatorial plane

A null or timelike geodesic cannot approach the ring singularity unless it lies entirely in the equatorial plane.

Proof. Let $\mathscr{L}$ be a causal geodesic that approaches $\mathscr{R}$. From the previous result, $\mathscr{L}$ has $Q=0$. Reviewing the subcases $Q=0$ among all the cases considered in Sec.11.3.7, we see that $\mathscr{L}$ can approach $\theta=\pi / 2$ iff (i) $\mathscr{L}$ has $|E| \leq \sqrt{\mu^{2}+L^{2} / a^{2}}$ and lies stably in the equatorial plane or (ii) $\mathscr{L}$ has $|E|>\sqrt{\mu^{2}+L^{2} / a^{2}}$ and approaches asymptotically $\theta=\pi / 2$ as the Mino parameter $\lambda^{\prime}$ tends to $\pm \infty$. Let us show that (ii) is not compatible with $r \rightarrow 0$. For $Q=0$, expression (11.93) for $R(r)$ reduces to

$$
R(r)=r\left[\left(E^{2}-\mu^{2}\right) r^{3}+2 m \mu^{2} r^{2}+\left(a^{2}\left(E^{2}-\mu^{2}\right)-L^{2}\right) r+2 m(L-a E)^{2}\right]
$$

with the constant term inside the square brackets $2 m(L-a E)^{2} \neq 0$, since $L=a E$ is not compatible with $|E|>\sqrt{\mu^{2}+L^{2} / a^{2}}$. It follows that $r=0$ is a simple root of $R(r)$. If $\mathscr{L}$ would reach both $r=0$ and $\theta=\pi / 2$ when $\lambda$ tends to some value $\lambda_{*}$, then Eq. (11.55a) would yield

$$
\begin{equation*}
\lambda_{*}^{\prime}-\lambda_{0}^{\prime}=f_{r_{0}}^{0} \frac{\epsilon_{r} \mathrm{~d} r}{\sqrt{R(r)}}=f_{\theta_{0}}^{\frac{\pi}{2}} \frac{\epsilon_{\theta} \mathrm{d} \theta}{\sqrt{\Theta(\theta)}} \tag{11.96}
\end{equation*}
$$

where $\lambda_{*}^{\prime}$ is the Mino parameter corresponding to $\lambda_{*}$. Note that $\lambda_{*}^{\prime}$ may be infinite even if $\lambda_{*}$ is finite, due to the relation (11.49) with $\rho^{2} \rightarrow 0$ when $\lambda \rightarrow \lambda_{*}$. Since $r=0$ is a simple root of $R(r)$, the integral on $r$ has a finite value. Now, for $Q=0$, expression (11.35) for $\Theta$ reduces to

$$
\Theta(\theta)=\cos ^{2} \theta\left[a^{2}\left(E^{2}-\mu^{2}\right)-\frac{L^{2}}{\sin ^{2} \theta}\right] .
$$

The $\cos ^{2} \theta$ term, which behaves as $(\theta-\pi / 2)^{2}$ for $\theta$ near $\pi / 2$, makes the integral on $\theta$ in Eq. (11.96) divergent, which is incompatible with the finite value of the integral on $r$ in the left-hand side. Hence only (i) is possible, which completes the proof.

[^104]Property 11.25 has been obtained for a generic approach to the ring singularity, i.e. for a geodesic $\mathscr{L}$ that hits $\mathscr{R}$, emanates from $\mathscr{R}$ or asymptotically approach $\mathscr{L}$ in the future or the past. If we apply it to null geodesics (light rays) emanating from $\mathscr{R}$, we conclude that an intrepid observer diving into the black hole would not see the ring singularity at all, except when he crosses the equatorial plane. At this instant, the singularity would appear to him as a 1-dimensional segment, and the image would disappear as soon as the observer leaves the equatorial plane. In particular, the observer will never see a ring-like image.

### 11.3.10 Moving to the negative- $r$ side

If it maintains $\theta \neq \pi / 2$ in the vicinity of $r=0$, a geodesic $\mathscr{L}$ can a priori move from the region $r>0$ of $\mathscr{M}$ to the region $r<0$, or vice-versa, through one the two open disks $r=0$ (either the disk $\theta<\pi / 2$ or the disk $\theta>\pi / 2$ ) delimited by the ring singularity (cf. Sec. 10.2.2). However, such a motion is possible only if $R(0) \geq 0$ (condition (11.30) at the boundary $r=0$ ). The case $R(0)=0$ is excluded for it would correspond either to a $r$-turning point (Sec. 11.2.6) or to an asymptotic $r$-value (Sec. 11.3.6). In both cases, $\mathscr{L}$ would remain on a single side of the hypersurface $r=0$. The necessary condition for $r=0$ crossing is thus $R(0)>0$. Now, in view of expression (11.93) of $R$, we have $R(0)=-a^{2} Q$, so that $R(0)>0 \Longleftrightarrow Q<0$. We thus conclude

## Property 11.26: crossing $r=0$ only possible for vortical geodesics

Only a vortical geodesic $(Q<0)$ can cross the hypersurface $r=0$ and thus move from the positive- $r$ region of spacetime $\left(\mathscr{M}_{+}\right)$to the negative- $r$ one $\left(\mathscr{M}_{-}\right)$, or vice-versa. In particular, such a geodesic must have a high energy, i.e. it must obey $|E|>\sqrt{\mu^{2}+L^{2} / a^{2}}$.

The energy condition is simply the necessary condition for $Q<0$ stated in Sec. 11.3.7. We note that it implies $|E|>\mu$, which is consistent with the property (11.94) required to travel in $\mathscr{M}_{-}$.
Example 11: The ingoing principal null geodesics with $\theta \neq \pi / 2$ cross the hypersurface $r=0$ (cf. the dashed green lines in Figs. 10.6 and 10.9, as well as the green lines for $\theta=\pi / 6$ in Fig. C.2) and are indeed vortical, since their Carter constants (11.38) obey $Q<0$ for $\theta \neq \pi / 2$. Moreover, they have $\mu=0$ and $L=a E \sin ^{2} \theta$ [Eq. (11.6)], with $\sin ^{2} \theta<1$ for $\theta \neq \pi / 2$, so that they fulfill $|E|>\sqrt{\mu^{2}+L^{2} / a^{2}}$.

### 11.4 Timelike geodesics

### 11.4.1 Parametrization

Whenever the geodesic $\mathscr{L}$ is timelike, it is relevant to rescale everything by the mass $\mu$ of the particle $\mathscr{P}$ whose worldline is $\mathscr{L}$. In particular, as in the Schwarzschild case treated in Sec. 7.3, let us parameterize $\mathscr{L}$ by the proper time $\tau$, which is the affine parameter $\tau$ related to the affine parameter $\lambda$ associated to the 4 -momentum $\boldsymbol{p}$ by

$$
\begin{equation*}
\tau=\mu \lambda \tag{11.97}
\end{equation*}
$$

and let us introduce the specific conserved energy $\varepsilon$, specific conserved angular momentum $\ell$, and reduced Carter constant $q$ :

$$
\begin{equation*}
\varepsilon:=\frac{E}{\mu}, \quad \ell:=\frac{L}{\mu} \quad \text { and } \quad q:=\frac{Q}{\mu^{2}} . \tag{11.98}
\end{equation*}
$$

We shall refer to $\varepsilon, \ell$ and $q$ as the reduced integrals of motion of the geodesic $\mathscr{L}$. Note that in geometrized units ( $c=G=1$ ), $\varepsilon$ is dimensionless, $\ell$ has the dimension of a length and $q$ that of a squared length.

The first-order equations of motion (11.50) can be rewritten in terms of the above quantities:

$$
\begin{array}{|l|}
\hline \frac{\mathrm{d} t}{\mathrm{~d} \tau^{\prime}}=T_{1}(r)+T_{2}(\theta) \\
\hline\left(\frac{\mathrm{d} r}{\mathrm{~d} \tau^{\prime}}\right)^{2}-\mathcal{R}(r)=0 \\
\hline\left(\frac{\mathrm{~d} \theta}{\mathrm{~d} \tau^{\prime}}\right)^{2}-\tilde{\Theta}(\theta)=0 \\
\frac{\mathrm{~d} \varphi}{\mathrm{~d} \tau^{\prime}}=\Phi_{1}(r)+\Phi_{2}(\theta)  \tag{11.99d}\\
\hline
\end{array}
$$

where $\tau^{\prime}$ is related to the Mino parameter $\lambda^{\prime}$ by

$$
\begin{equation*}
\tau^{\prime}=\mu \lambda^{\prime} \tag{11.100}
\end{equation*}
$$

and

$$
\begin{align*}
T_{1}(r):=\frac{\varepsilon\left(r^{2}+a^{2}\right)^{2}-2 a m \ell r}{r^{2}-2 m r+a^{2}}, & T_{2}(\theta):=-a^{2} \varepsilon \sin ^{2} \theta,  \tag{11.101}\\
\Phi_{1}(r):=\frac{a(2 m \varepsilon r-a \ell)}{r^{2}-2 m r+a^{2}}, & \Phi_{2}(\theta):=\frac{\ell}{\sin ^{2} \theta}, \tag{11.102}
\end{align*}
$$

$$
\begin{equation*}
\mathcal{R}(r):=\left(\varepsilon^{2}-1\right) r^{4}+2 m r^{3}+\left[a^{2}\left(\varepsilon^{2}-1\right)-q-\ell^{2}\right] r^{2}+2 m\left[q+(\ell-a \varepsilon)^{2}\right] r-a^{2} q, \tag{11.103}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{\Theta}(\theta):=q+\cos ^{2} \theta\left[a^{2}\left(\varepsilon^{2}-1\right)-\frac{\ell^{2}}{\sin ^{2} \theta}\right] . \tag{11.104}
\end{equation*}
$$

Note that $\mathcal{R}(r)=R(r) / \mu^{2}, \tilde{\Theta}(\theta):=\Theta(\theta) / \mu^{2}$ and that expressions (11.103) and (11.104) follow respectively from Eqs. (11.93) and (11.35).

Using Eqs. (11.97) and (11.49), we can relate $\tau^{\prime}$ to the proper time $\tau$ :

$$
\begin{equation*}
\mathrm{d} \tau^{\prime}=\frac{\mathrm{d} \tau}{\rho^{2}}=\frac{\mathrm{d} \tau}{r(\tau)^{2}+a^{2} \cos ^{2} \theta(\tau)} . \tag{11.105}
\end{equation*}
$$

We shall call $\tau^{\prime}$ Mino time along the geodesic $\mathscr{L}$.
Remark 1: Despite its name, the Mino time has not the dimension of a time, but rather that of a time inverse or length inverse (in the units $G=c=1$ that we are using).


Figure 11.6: Effective potential $-\mathcal{R}(r)$ corresponding to $a=0.998 m, \varepsilon=0.9, \ell=2 m$ and $q=1.3 m^{2}$. The black vertical line marks the black hole horizon at $r=r_{+} \simeq 1.063 \mathrm{~m}$. Note that the polynomial $-\mathcal{R}(r)$ has four real roots, one of them being very close to, but distinct from, $r_{+}$. The two largest roots give the periastron and apoastron of the bound orbit with the above values of $(\varepsilon, \ell, q)$; they are respectively $r_{p} \simeq 2.175 \mathrm{~m}$ and $r_{a} \simeq 6.853 \mathrm{~m}$. [Figure generated by the notebook D.5.8]

### 11.4.2 Bound orbits

We consider here a timelike geodesic $\mathscr{L}$ with $|E|<\mu$, or equivalently

$$
\begin{equation*}
|\varepsilon|<1 . \tag{11.106}
\end{equation*}
$$

As shown in Sec. 11.3.8, such a geodesic has necessarily a non-negative Carter constant:

$$
\begin{equation*}
q \geq 0 \tag{11.107}
\end{equation*}
$$

and is located in a radially bounded part of the $r \geq 0$ region of Kerr spacetime.
Equation (11.99b) can be viewed as the first-integral of a 1-dimensional motion in the effective potential $U(r):=-\mathcal{R}(r)$, with a vanishing "total energy" - the right-hand side of Eq. (11.99b). The motion is thus possible wherever $U(r) \leq 0$ or, equivalently, wherever $\mathcal{R}(r) \geq$ 0 , which is nothing but the constraint (11.30). Property (11.106) implies that the coefficient of $r^{4}$ in formula (11.103) for $\mathcal{R}(r)$ is negative. It follows then that $\lim _{r \rightarrow \pm \infty} U(r)=+\infty$ and the segments with $U(r) \leq 0$ are located between two roots of $\mathcal{R}(r)$ (cf. Fig. 11.6). Let us denote the lower of these two roots by $r_{\mathrm{p}}$, for periastron, and the larger one by $r_{\mathrm{a}}$, for apoastron. The periastron and apoastron are of course $r$-turning points of the geodesic, as defined in Sec. 11.2.6.

It is clear that the motion in the potential well $U(r)=-\mathcal{R}(r)$ as governed by Eq. (11.99b) (cf. Fig. 11.6) is periodic:

$$
\begin{equation*}
\forall n \in \mathbb{Z}, \quad r\left(\tau^{\prime}+n \Lambda_{r}\right)=r\left(\tau^{\prime}\right) \tag{11.108}
\end{equation*}
$$

the period $\Lambda_{r}$ being the Mino time $\Delta \tau^{\prime}$ spent to perform a round-trip between $r_{\mathrm{p}}$ and $r_{\mathrm{a}}$. By
rewriting Eq. (11.99b) as $\mathrm{d} \tau^{\prime}= \pm \mathrm{d} r / \sqrt{\mathcal{R}(r)}$, we get

$$
\begin{equation*}
\Lambda_{r}=2 \int_{r_{\mathrm{p}}}^{r_{\mathrm{a}}} \frac{\mathrm{~d} r}{\sqrt{\mathcal{R}(r)}} \tag{11.109}
\end{equation*}
$$

Since $\mathcal{R}(r)$ is a polynomial of degree 4 [cf. Eq. (11.103)], the integral in the right-hand side of Eq. (11.109) can be evaluated by means of elliptic integrals. We shall not give the detail here, referring the interested reader to the article [187].

Regarding the $\theta$-motion, we are in the case $L^{2}>a^{2}\left(E^{2}-\mu^{2}\right)$ considered in Sec. 11.3.7, since for bound geodesics $E^{2}-\mu^{2}<0$. The effective $\theta$-potential $V(\theta)=Q-\Theta(\theta)$ has then the shape shown in the left panel of Fig. 11.4 for $\ell=0$ and in the left panel of Fig. 11.5 for $\ell \neq 0$. We can then distinguish three types of bound orbits:

- polar orbit: $\mathscr{L}$ crosses the rotational axis an infinite number of times; this occurs iff $\ell=0$ and $q>a^{2}\left(1-\varepsilon^{2}\right)$;
- equatorial orbit: $\mathscr{L}$ is entirely contained in the equatorial plane $\theta=\pi / 2$; for a bound orbit, this occurs iff $q=0$;
- non-polar and non-equatorial orbit: $\mathscr{L}$ never crosses the rotational axis and oscillates symmetrically about the equatorial plane between two $\theta$-turning points at $\theta=\theta_{\mathrm{m}} \in$ $(0, \pi / 2)$ and $\theta=\pi-\theta_{\mathrm{m}}$; for a bound orbit, this occurs iff $q>0$ and $(\ell \neq 0$ or $q<$ $a^{2}\left(1-\varepsilon^{2}\right)$.

Strictly speaking, there is also the exceptional case $\ell=0$ and $q=a^{2}\left(1-\varepsilon^{2}\right)$, for which the rotation axis is reached asymptotically (cf. Sec. 11.3.6 and the grey dashed curve in the left panel of Fig. 11.4).

Circular equatorial orbits will be discussed in Sec. 11.5. In the following, we focus on non-polar and non-equatorial orbits, which constitute the generic category of bound timelike orbits. One has then $\theta_{\mathrm{m}} \leq \theta \leq \pi-\theta_{\mathrm{m}}$, with $\theta_{\mathrm{m}}$ given by Eq. (11.87):

$$
\begin{equation*}
\theta_{\mathrm{m}}=\arccos \sqrt{\frac{1}{2}\left[1+\frac{\ell^{2}+q}{a^{2}\left(1-\varepsilon^{2}\right)}-\sqrt{\left.\left[1+\frac{\ell^{2}+q}{a^{2}\left(1-\varepsilon^{2}\right)}\right]^{2}-\frac{4 q}{a^{2}\left(1-\varepsilon^{2}\right)}\right]}\right.} \tag{11.110}
\end{equation*}
$$

which reduces to Eq. (11.86) for $\ell=0$ :

$$
\begin{equation*}
\theta_{\mathrm{m}}=\arccos \sqrt{\frac{q}{a^{2}\left(1-\varepsilon^{2}\right)}} . \tag{11.111}
\end{equation*}
$$

From the viewpoint of Eq. $(11.99 \mathrm{c})$ above, non-polar orbits have a periodic $\theta$-motion in the potential well $-\tilde{\Theta}(\theta)$ :

$$
\begin{equation*}
\forall n \in \mathbb{Z}, \quad \theta\left(\tau^{\prime}+n \Lambda_{\theta}\right)=\theta\left(\tau^{\prime}\right) \tag{11.112}
\end{equation*}
$$



Figure 11.7: Meridional section of the torus occupied by a bound timelike geodesic. The dot-dashed line is the rotation axis and the solid line marks the equatorial plane.

The period $\Lambda_{\theta}$ is the Mino time $\Delta \tau^{\prime}$ spent in a round-trip between $\theta_{\mathrm{m}}$ and $\pi-\theta_{\mathrm{m}}$. By rewriting Eq. (11.99c) as $\mathrm{d} \tau^{\prime}= \pm \mathrm{d} \theta / \sqrt{\tilde{\Theta}(\theta)}$, we get

$$
\begin{equation*}
\Lambda_{\theta}=2 \int_{\theta_{\mathrm{m}}}^{\pi-\theta_{\mathrm{m}}} \frac{\mathrm{~d} \theta}{\sqrt{\tilde{\Theta}(\theta)}}=4 \int_{\theta_{\mathrm{m}}}^{\pi / 2} \frac{\mathrm{~d} \theta}{\sqrt{\tilde{\Theta}(\theta)}} \tag{11.113}
\end{equation*}
$$

where the last equality results from the symmetry of $\tilde{\Theta}(\theta)$ with respect to $\pi / 2$. One naturally associates to the periods $\Lambda_{r}$ and $\Lambda_{\theta}$ the Mino angular frequencies:

$$
\begin{equation*}
\Upsilon_{r}:=\frac{2 \pi}{\Lambda_{r}} \quad \text { and } \quad \Upsilon_{\theta}:=\frac{2 \pi}{\Lambda_{\theta}} . \tag{11.114}
\end{equation*}
$$

For non-polar orbits, the motion is restricted by

$$
\begin{equation*}
r_{\mathrm{p}} \leq r \leq r_{\mathrm{a}} \quad \text { and } \quad \theta_{\mathrm{m}} \leq \theta \leq \pi-\theta_{\mathrm{m}} . \tag{11.115}
\end{equation*}
$$

This means that in terms of the Cartesian Boyer-Lindquist coordinates (11.71), the geodesic is confined inside a torus (cf. Fig. 11.7), which is symmetric about the equatorial plane. Moreover, if the two frequencies $\Upsilon_{r}$ and $\Upsilon_{\theta}$ are not commensurable, i.e. if $\Upsilon_{\theta} / \Upsilon_{r} \notin \mathbb{Q}$, the geodesic fills the torus. Examples of orbits with $\Upsilon_{\theta} / \Upsilon_{r} \in \mathbb{Q}$, i.e. orbits with a closed trajectory in the $(r, \theta)$ plane, can be found in Ref. [224].

As an illustration, Figs. 11.8-11.10 show a bound timelike geodesic $\mathscr{L}$ of reduced integrals of motion $\varepsilon=0.9, \ell=2 m$ and $q=1.3 \mathrm{~m}^{2}$ orbiting around a Kerr black hole with $a=0.998 \mathrm{~m}$. It has $r_{p} \simeq 2.175 \mathrm{~m}, r_{a} \simeq 6.853 \mathrm{~m}$ and $\theta_{\mathrm{m}} \simeq 1.060 \mathrm{rad} \simeq 60.75^{\circ}$. The effective radial potential $-\mathcal{R}(r)$ of this geodesic is the one depicted in Fig. 11.6. Figures 11.8-11.10 show actually the segment $0 \leq \tau \leq 600 m$ of $\mathscr{L}$, starting at the point of Boyer-Lindquist coordinates $\left(0,\left(r_{\mathrm{p}}+r_{\mathrm{a}}\right) / 2, \pi / 2,0\right)$. That $\theta(\tau)$ lies in the interval $\left[\theta_{\mathrm{m}}, \pi-\theta_{\mathrm{m}}\right] \sim\left[60^{\circ}, 120^{\circ}\right]$ appears clearly in the right panel of Fig. 11.9. On Figs. 11.9 (left panel) and 11.10, we notice a generic feature of eccentric orbits in the Kerr metric, known as zoom-whirl ${ }^{16}$ : the particle falls from its apoastron

[^105]

Figure 11.8: Trajectory with respect to the Cartesian Boyer-Lindquist coordinates ( $x, y, z$ ) [Eq. (11.71)] of a bound timelike geodesic of reduced integrals of motion $\varepsilon=0.9, \ell=2 m$ and $q=1.3 \mathrm{~m}^{2}$, orbiting around a Kerr black hole with $a=0.998 \mathrm{~m}$. These parameters are the same as for the $-\mathcal{R}(r)$ plot in Fig. 11.6. [Figure generated by the notebook D.5.8]


Figure 11.9: Projection in the $(x, y)$ plane (equatorial plane; left panel) and the ( $x, z$ ) plane (meridional plane; right panel) of the bound timelike geodesic considered in Fig. 11.8. The grey disk depicts the black hole region. On the left panel, there appears clearly that the minimal value of $r$ is $r_{p} \simeq 2.2 m$, while its maximal value is $r_{a} \simeq 6.9 \mathrm{~m}$. On the right panel, we check that $\theta_{\mathrm{m}} \leq \theta \leq \pi-\theta_{\mathrm{m}}$ with $\theta_{\mathrm{m}} \sim 60^{\circ}$, in agreement with the generic behavior illustrated in Fig. 11.7. [Figure generated by the notebook D.5.8]


Figure 11.10: Spacetime diagram based on the Cartesian Boyer-Lindquist coordinates ( $t, x, y$ ) [Eq. (11.71)] depicting the bound timelike geodesic considered in Figs. 11.8 and 11.9. The black cylinder is the black hole event horizon. [Figure generated by the notebook D.5.8]
to the central region ("zoom in") and performs some quasi-circular revolutions at close distance to the black hole (it "whirls"), reaching the periastron, and finally goes back to the apoastron. The zoom-whirl behavior exists as well for eccentric orbits in Schwarzschild spacetime (cf. right panel of Fig. 7.12), but is less pronounced, i.e. the number of whirls is smaller (only one in Fig. 7.12).

Let us now consider the evolution of the coordinates $t$ and $\varphi$ along the geodesic, as governed by Eqs. (11.99a) and (11.99d). Since $r$ and $\theta$ are periodic functions of $\tau^{\prime}$, so are the terms $T_{1}(r)$, $T_{2}(\theta), \Phi_{1}(r)$ and $\Phi_{2}(\theta)$ that appear in the right-hand side of Eqs. (11.99a) and (11.99d). We can thus expand them in Fourier series:

$$
\begin{align*}
& T_{1}(r)=\sum_{k=-\infty}^{+\infty} \hat{T}_{1 k} \mathrm{e}^{\mathrm{i} k \Upsilon_{r} \tau^{\prime}}=\left\langle T_{1}(r)\right\rangle+\sum_{k=1}^{+\infty}\left(\hat{T}_{1 k} \mathrm{e}^{\mathrm{i} k \Upsilon_{r} \tau^{\prime}}+\text { c.c. }\right)  \tag{11.116a}\\
& T_{2}(\theta)=\sum_{k=-\infty}^{+\infty} \hat{T}_{2 k} \mathrm{e}^{\mathrm{i} k \Upsilon_{\theta} \tau^{\prime}}=\left\langle T_{2}(\theta)\right\rangle+\sum_{k=1}^{+\infty}\left(\hat{T}_{2 k} \mathrm{e}^{\mathrm{i} k \Upsilon_{\theta} \tau^{\prime}}+\text { c.c. }\right)  \tag{11.116b}\\
& \Phi_{1}(r)=\sum_{k=-\infty}^{+\infty} \hat{\Phi}_{1 k} \mathrm{e}^{\mathrm{i} k \Upsilon_{r} \tau^{\prime}}=\left\langle\Phi_{1}(r)\right\rangle+\sum_{k=1}^{+\infty}\left(\hat{\Phi}_{1 k} \mathrm{e}^{\mathrm{i} k \Upsilon_{r} \tau^{\prime}}+\text { c.c. }\right)  \tag{11.116c}\\
& \Phi_{2}(\theta)=\sum_{k=-\infty}^{+\infty} \hat{\Phi}_{2 k} \mathrm{e}^{\mathrm{i} k \Upsilon_{\theta} \tau^{\prime}}=\left\langle\Phi_{2}(\theta)\right\rangle+\sum_{k=1}^{+\infty}\left(\hat{\Phi}_{2 k} \mathrm{e}^{\mathrm{i} k \Upsilon_{\theta} \tau^{\prime}}+\text { c.c. }\right), \tag{11.116d}
\end{align*}
$$

where "c.c." stands for complex conjugate and $\left\langle T_{1}(r)\right\rangle=\hat{T}_{10},\left\langle T_{2}(\theta)\right\rangle=\hat{T}_{20},\left\langle\Phi_{1}(r)\right\rangle=\hat{\Phi}_{10}$
and $\left\langle\Phi_{2}(\theta)\right\rangle=\hat{\Phi}_{20}$ are the mean values of the functions $T_{1}\left(r\left(\tau^{\prime}\right)\right), T_{2}\left(\theta\left(\tau^{\prime}\right)\right), \Phi_{1}\left(r\left(\tau^{\prime}\right)\right)$ and $\Phi_{2}\left(\theta\left(\tau^{\prime}\right)\right)$ over one period:

$$
\begin{align*}
& \left\langle T_{1}(r)\right\rangle=\frac{1}{\Lambda_{r}} \int_{0}^{\Lambda_{r}} T_{1}\left(r\left(\tau^{\prime}\right)\right) \mathrm{d} \tau^{\prime}=\frac{2}{\Lambda_{r}} \int_{r_{\mathrm{p}}}^{r_{\mathrm{a}}} \frac{T_{1}(r)}{\sqrt{R(r)}} \mathrm{d} r  \tag{11.117a}\\
& \left\langle T_{2}(\theta)\right\rangle=\frac{1}{\Lambda_{\theta}} \int_{0}^{\Lambda_{\theta}} T_{2}\left(\theta\left(\tau^{\prime}\right)\right) \mathrm{d} \tau^{\prime}=\frac{4}{\Lambda_{\theta}} \int_{\theta_{\mathrm{m}}}^{\pi / 2} \frac{T_{2}(\theta)}{\sqrt{\tilde{\Theta}(\theta)}} \mathrm{d} \theta \tag{11.117b}
\end{align*}
$$

with similar formulas for $\left\langle\Phi_{1}(r)\right\rangle$ and $\left\langle\Phi_{2}(\theta)\right\rangle$.
We may then rewrite Eqs. (11.99a) and (11.99d) as

$$
\begin{align*}
\frac{\mathrm{d} t}{\mathrm{~d} \tau^{\prime}} & =\Gamma+\sum_{k=1}^{+\infty}\left(\hat{T}_{1 k} \mathrm{e}^{\mathrm{i} k \Upsilon_{r} \tau^{\prime}}+\text { c.c. }\right)+\sum_{k=1}^{+\infty}\left(\hat{T}_{2 k} \mathrm{e}^{\mathrm{i} k \Upsilon_{\theta} \tau^{\prime}}+\text { c.c. }\right)  \tag{11.118a}\\
\frac{\mathrm{d} \varphi}{\mathrm{~d} \tau^{\prime}} & =\Upsilon_{\varphi}+\sum_{k=1}^{+\infty}\left(\hat{\Phi}_{1 k} \mathrm{e}^{\mathrm{i} k \Upsilon_{r} \tau^{\prime}}+\text { c.c. }\right)+\sum_{k=1}^{+\infty}\left(\hat{\Phi}_{2 k} \mathrm{e}^{\mathrm{i} k \Upsilon_{\theta} \tau^{\prime}}+\text { c.c. }\right) \tag{11.118b}
\end{align*}
$$

with

$$
\begin{equation*}
\Gamma:=\left\langle T_{1}(r)\right\rangle+\left\langle T_{2}(\theta)\right\rangle \tag{11.119}
\end{equation*}
$$

and

$$
\begin{equation*}
\Upsilon_{\varphi}:=\left\langle\Phi_{1}(r)\right\rangle+\left\langle\Phi_{2}(\theta)\right\rangle . \tag{11.120}
\end{equation*}
$$

$\Gamma$ and $\Upsilon_{\varphi}$ represent the constant (or average) parts of respectively $\mathrm{d} t / \mathrm{d} \tau^{\prime}$ and $\mathrm{d} \varphi / \mathrm{d} \tau^{\prime}$, while the oscillatory parts are the terms involved in the sums over $k \geq 1$. Since $\Gamma$ is the average value of $\mathrm{d} t / \mathrm{d} \tau^{\prime}$, we can define the average angular frequencies with respect to Boyer-Lindquist time by [157, 187]

$$
\begin{equation*}
\Omega_{r}:=\frac{\Upsilon_{r}}{\Gamma}, \quad \Omega_{\theta}:=\frac{\Upsilon_{\theta}}{\Gamma}, \quad \Omega_{\varphi}:=\frac{\Upsilon_{\varphi}}{\Gamma} . \tag{11.121}
\end{equation*}
$$

We may summarize the above results as follows:

## Property 11.27: periodicities of bound timelike orbits

The motion of a generic bound timelike geodesic in Kerr spacetime is periodic in $r$ and $\theta$ only in terms of the Mino time $\tau^{\prime}$, the corresponding angular frequencies being $\Upsilon_{r}$ and $\Upsilon_{\theta}$. In terms of the Boyer-Lindquist time $t$, the motion in $r$ or $\theta$ is not periodic. In this respect, the "average frequencies" $\Omega_{r}$ and $\Omega_{\theta}$ defined above are not true frequencies like $\Upsilon_{r}$ or $\Upsilon_{\theta}$. Regarding the motion in $\varphi$, it is not periodic, neither in terms of the Mino time, nor in terms of the Boyer-Lindquist time, so that both $\Upsilon_{\varphi}$ and $\Omega_{\varphi}$ are average frequencies.

## Quasi-Keplerian parametrization

Given a bound timelike geodesic $\mathscr{L}$ of Kerr spacetime, one may define its eccentricity e and (dimensionless) semilatus rectum $p$ by means of Keplerian-like formulas [399, 158, 412]:

$$
\begin{equation*}
r_{\mathrm{p}}=: \frac{p m}{1+e} \quad \text { and } \quad r_{\mathrm{a}}=: \frac{p m}{1-e}, \tag{11.122}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
p=\frac{2 r_{\mathrm{a}} r_{\mathrm{p}}}{m\left(r_{\mathrm{a}}+r_{\mathrm{p}}\right)} \quad \text { and } \quad e=\frac{r_{\mathrm{a}}-r_{\mathrm{p}}}{r_{\mathrm{a}}+r_{\mathrm{p}}} \tag{11.123}
\end{equation*}
$$

One may also introduce the inclination angle $\theta_{\text {inc }}$ by

$$
\begin{equation*}
\theta_{\mathrm{inc}}:=\frac{\pi}{2}-(\operatorname{sgn} \ell) \theta_{\mathrm{m}} \tag{11.124}
\end{equation*}
$$

The sign of $\ell$ appears in this formula to enforce $\theta_{\text {inc }} \in[0, \pi / 2]$ for prograde orbits $(\ell>0)$ and $\theta_{\text {inc }} \in[\pi / 2, \pi]$ for retrograde orbits $(\ell<0)$.

Instead of $(\varepsilon, \ell, q)$, a bound timelike geodesic can be parameterized ${ }^{17}$ by $\left(p, e, \theta_{\text {inc }}\right)$. Actually, there is a one-to-one correspondence between $(\varepsilon, \ell, q)$ and $\left(p, e, \theta_{\text {inc }}\right)$ : it is clear from formulas (11.123) and (11.123) that ( $p, e, \theta_{\text {inc }}$ ) are functions of $(\varepsilon, \ell, q)$, because (i) $r_{\mathrm{a}}$ and $r_{\mathrm{p}}$ are some roots of the quartic polynomial $\mathcal{R}(r)$, whose coefficients are functions of $(\varepsilon, \ell, q)$ only (at fixed Kerr parameters $(m, a)$ ) [cf. Eq. (11.103)] and (ii) $\theta_{\mathrm{m}}$ in the right-hand side of expression (11.124) for $\theta_{\text {inc }}$ is the function of $(\varepsilon, \ell, q)$ given by Eq. (11.110). Conversely, to express $(\varepsilon, \ell, q)$ in terms of ( $p, e, \theta_{\text {inc }}$ ), one shall write

$$
\left\{\begin{array}{l}
\mathcal{R}\left(r_{\mathrm{p}}\right)=0 \\
\mathcal{R}\left(r_{\mathrm{a}}\right)=0 \\
\tilde{\Theta}\left(\theta_{\mathrm{m}}\right)=0
\end{array}\right.
$$

where $r_{\mathrm{p}}$ and $r_{\mathrm{a}}$ are the functions of $(e, p)$ given by Eq. (11.122) and $\theta_{\mathrm{m}}$ is the function of $\theta_{\text {inc }}$ given by Eq. (11.124). The above system is then a system of 3 equations for the 3 unknowns ( $\varepsilon, \ell, q)$; see Appendix B of Ref. [399] or Appendix A of Ref. [158] for details.
Example 12: The geodesic $\mathscr{L}$ depicted in Figs. 11.8-11.10 has $\varepsilon=0.9, \ell=2 m$ and $q=1.3 \mathrm{~m}^{2}$, from which we get $r_{p}=2.175 \mathrm{~m}, r_{a}=6.853 \mathrm{~m}$ and $\theta_{\mathrm{m}}=1.060 \mathrm{rad}=60.75^{\circ}$. Then Eqs. (11.123) and (11.124) yield $p=3.302, e=0.518$ and $\theta_{\text {inc }}=29.26^{\circ}$.

The parametrization $\left(p, e, \theta_{\text {inc }}\right)$ allows one to introduce along the geodesic $\mathscr{L}$ the radial phase angle $\psi(\tau)$ and the meridional phase angle $\chi(\tau)$ as monotonically increasing functions of $\tau$ such that

$$
\begin{equation*}
r(\tau)=: \frac{p m}{1+e \cos \psi(\tau)} \quad \text { and } \quad \theta(\tau)=: \arccos \left(\cos \theta_{\mathrm{m}} \cos \chi(\tau)\right) \tag{11.125}
\end{equation*}
$$

For numerical integration, $\psi(\tau)$ and $\chi(\tau)$ are preferred to $r(\tau)$ and $\theta(\tau)$ since the latter are tricky at the turning points, where $\mathrm{d} r / \mathrm{d} \tau$ and $\mathrm{d} \theta / \mathrm{d} \tau$ vanish and change sign [157].

### 11.5 Circular timelike orbits in the equatorial plane

### 11.5.1 Equations of motion in the equatorial plane

Let us focus on timelike geodesics confined to the equatorial plane: $\theta=\pi / 2$. They thus have $\mathrm{d} \theta / \mathrm{d} \tau^{\prime}=0$ and Eq. (11.99c) leads to $\tilde{\Theta}(\theta)=0$. Given expression (11.104) for $\tilde{\Theta}(\theta)$, this implies

$$
\begin{equation*}
q=0 \text {. } \tag{11.126}
\end{equation*}
$$

[^106]Remark 1: The above result follows as well from the analysis of the $\theta$-motion performed in Sec. 11.3.7 and according to which the only possible value of the Cartan constant $Q$ for a motion confined to the equatorial plane is $Q=0$, be the geodesic timelike or null. The converse is not true: there exist (timelike or null) geodesics with $Q=0$ outside the equatorial plane; they are asymptotically approaching the equatorial from one side, except for the exceptional case $L=0$ and $a^{2} E^{2}=a^{2} \mu^{2}$, for which they are moving with a constant value of $\theta$ (cf. Sec. 11.3.7).

When $\theta=\pi / 2$, we have $\sin ^{2} \theta=1, \rho^{2}=r^{2}$ and $\mathrm{d} \tau^{\prime}=r^{-2} \mathrm{~d} \tau$ [cf. Eq. (11.105)], so that the system (11.99) reduces to

$$
\begin{align*}
& \frac{\mathrm{d} t}{\mathrm{~d} \tau}=\frac{1}{r^{2}-2 m r+a^{2}}\left[\varepsilon\left(r^{2}+a^{2}\right)+\frac{2 a m}{r}(a \varepsilon-\ell)\right]  \tag{11.127a}\\
& \left(\frac{\mathrm{d} r}{\mathrm{~d} \tau}\right)^{2}+\mathcal{V}(r)=0  \tag{11.127b}\\
& \frac{\mathrm{~d} \varphi}{\mathrm{~d} \tau}=\frac{1}{r^{2}-2 m r+a^{2}}\left[\ell\left(1-\frac{2 m}{r}\right)+\frac{2 a m \varepsilon}{r}\right], \tag{11.127c}
\end{align*}
$$

with

$$
\begin{equation*}
\mathcal{V}(r):=1-\varepsilon^{2}-\frac{2 m}{r}+\frac{\ell^{2}+a^{2}\left(1-\varepsilon^{2}\right)}{r^{2}}-\frac{2 m(\ell-a \varepsilon)^{2}}{r^{3}} . \tag{11.128}
\end{equation*}
$$

Note that $\mathcal{V}(r)=-\mathcal{R}(r) / r^{4}=-R(r) /\left(\mu^{2} r^{4}\right)$ [cf. Eqs. (11.103) and (11.93)].
Remark 2: At the Schwarzschild limit $(a=0)$ we recover the differential equations of Chap. 7, namely Eq. (11.127a) reduces to Eq. (7.34), Eq. (11.127b) to Eq. (7.24) and Eq. (11.127c) to Eq. (7.35). In particular we have $\mathcal{V}(r)=1-\varepsilon^{2}+2 V_{\ell}(r)$, where $V_{\ell}(r)$ is the effective potential (7.25). Note however that when $a \neq 0, \mathcal{V}(r)$ cannot be considered as an effective potential for the radial motion, because it depends on $\varepsilon$, in addition to $\ell$, even if we subtract from it the constant term $1-\varepsilon^{2}$. This is why we did not bother to add a $1 / 2$ factor in Eq. (11.127b), as we did for Eq. (7.24) to make it match the first integral of a 1 -dimensional motion in a potential well.

### 11.5.2 Equatorial circular orbits: definition and existence

The simplest equatorial geodesics are of course the circular ones: a circular orbit in the equatorial plane is a geodesic that obeys

$$
\begin{equation*}
\forall \tau \in \mathbb{R}, \quad \theta(\tau)=\pi / 2 \quad \text { and } \quad r(\tau)=r_{0}=\text { const. } \tag{11.129}
\end{equation*}
$$

The constant $r_{0}$ is called the radius of the circular orbit. One has then $\mathrm{d} r / \mathrm{d} \tau=0$, so that Eq. (11.127b) implies

$$
\begin{equation*}
\mathcal{V}\left(r_{0}\right)=0 \text {. } \tag{11.130}
\end{equation*}
$$

The above condition is not sufficient to single out a geodesic worldline: there exist worldlines with constant $r=r_{0}$ that obey the whole system (11.127) (which includes (11.130)) but that are
not solution of the geodesic equation (11.1) (see Ref. [438] for concrete examples). One must add a second condition, which is obtained as follows. For any timelike equatorial geodesic (not necessarily circular), the following relation must hold:

$$
\frac{\mathrm{d} r}{\mathrm{~d} \tau}\left[2 \frac{\mathrm{~d}^{2} r}{\mathrm{~d} \tau^{2}}+\mathcal{V}^{\prime}(r)\right]=0
$$

It is obtained by differentiating Eq. (11.127b) with respect to $\tau$. If the geodesic is not circular, at any point where $r$ is not stationary (i.e. excluding $r$-turning points), we have $\mathrm{d} r / \mathrm{d} \tau \neq 0$ and the above relation implies

$$
\mathcal{V}^{\prime}(r)=-2 \frac{\mathrm{~d}^{2} r}{\mathrm{~d} \tau^{2}}
$$

Since in the vicinity of any circular geodesic there exist non-circular ones (those with small eccentricity $e$, as defined by Eq. (11.123)), by continuity, we shall ask that this relation holds for circular geodesics as well. For the latter ones, $r=r_{0}$ and $\mathrm{d}^{2} r / \mathrm{d} \tau^{2}=0$, so that it simplifies to

$$
\begin{equation*}
\mathcal{V}^{\prime}\left(r_{0}\right)=0 \text {. } \tag{11.131}
\end{equation*}
$$

One can verify ${ }^{18}$ that this relation, in conjunction with Eq. (11.130), is sufficient to eliminate the non-geodesic circular worldlines.

To summarize, circular timelike geodesics in the equatorial plane are obtained by solving the system (11.130)-(11.131). Given expression (11.128) for $\mathcal{V}$, this system takes the form

$$
\left\{\begin{array}{l}
\left(1-\varepsilon^{2}\right) r_{0}^{3}-2 m r_{0}^{2}+\left[\ell^{2}+a^{2}\left(1-\varepsilon^{2}\right)\right] r_{0}-2 m(\ell-a \varepsilon)^{2}=0  \tag{11.132c}\\
m r_{0}^{2}-\left[\ell^{2}+a^{2}\left(1-\varepsilon^{2}\right)\right] r_{0}+3 m(\ell-a \varepsilon)^{2}=0 .
\end{array}\right.
$$

This is a system of 2 nonlinear equations for 3 unknowns: $r_{0}, \varepsilon$ and $\ell$. We thus expect a 1-parameter family of solutions. It is convenient to choose $r_{0}$ as the parameter. We have thus to solve (11.132) for $(\varepsilon, \ell)$. The change of variable

$$
\begin{equation*}
\tilde{\ell}:=\ell-a \varepsilon \tag{11.133}
\end{equation*}
$$

turns (11.132) into the system

$$
\left\{\begin{array}{l}
r_{0}^{3} \varepsilon^{2}=m \tilde{\ell}^{2}+r_{0}^{2}\left(r_{0}-m\right)  \tag{11.134c}\\
2 a r_{0} \varepsilon \tilde{\ell}=\left(3 m-r_{0}\right) \tilde{\ell}^{2}+r_{0}\left(m r_{0}-a^{2}\right)
\end{array}\right.
$$

Let us consider the square of Eq. (11.134d):

$$
\begin{equation*}
4 a^{2} r_{0}^{2} \varepsilon^{2} \tilde{\ell}^{2}=\left[\left(3 m-r_{0}\right) \tilde{\ell}^{2}+r_{0}\left(m r_{0}-a^{2}\right)\right]^{2} \tag{11.135}
\end{equation*}
$$

and substitute (11.134c) for $\varepsilon^{2}$ in it; we get

$$
\left[r_{0}\left(r_{0}-3 m\right)^{2}-4 a^{2} m\right] \tilde{\ell}^{4}+2 r_{0}^{2}\left[\left(3 m^{2}-a^{2}\right) r_{0}-m\left(r_{0}^{2}+a^{2}\right)\right] \tilde{\ell}^{2}+r_{0}^{3}\left(m r_{0}-a^{2}\right)^{2}=0 .
$$

This is a quadratic equation for $X:=\tilde{\ell}^{2}$. Its discriminant turns out to have a simple form:

$$
\Delta=16 a^{2} m r_{0}^{3}\left(r_{0}^{2}-2 m r_{0}+a^{2}\right)^{2}
$$

It follows immediately that $\Delta \geq 0 \Longleftrightarrow r_{0} \geq 0$. Hence, there is no solution for $r_{0}<0$ :

[^107]
## Property 11.28

There does not exist any equatorial circular timelike orbit in the region $r<0$ of Kerr spacetime.

Remark 3: For $r_{0}<0$ with $\left|r_{0}\right| \gg m$, the above result is not surprising since we have seen in Sec. 10.2.2 that under these conditions, the Kerr metric appears as a Schwarzschild metric with a negative mass. The asymptotic gravitational field is then repulsive and certainly does not admit any circular orbit. In the region $r<0$ and $|r|$ small, the above argument does not apply. However, the results obtained in Sec. 11.3.8 show that if a circular orbit would exist there, it would necessarily have $|E|>\mu$ [cf. Eq. (11.94)], i.e. would be unbound.

The case $r_{0}=0$ is excluded as well, since in the equatorial plane, it would correspond to the curvature singularity. In what follows, we therefore assume

$$
\begin{equation*}
r_{0}>0 \tag{11.136}
\end{equation*}
$$

We have then $\sqrt{\Delta}=4 a r_{0} \sqrt{m r_{0}}\left|r_{0}^{2}-2 m r_{0}+a^{2}\right|$ and the solutions of the quadratic equation are ${ }^{19}$

$$
\begin{equation*}
\tilde{\ell}_{ \pm}^{2}=r_{0} \frac{\left(a^{2}-3 m^{2}\right) r_{0}^{2}+m r_{0}\left(r_{0}^{2}+a^{2}\right) \mp 2 a \sqrt{m r_{0}}\left(r_{0}^{2}-2 m r_{0}+a^{2}\right)}{r_{0}\left(r_{0}-3 m\right)^{2}-4 a^{2} m} . \tag{11.137}
\end{equation*}
$$

The denominator of the right-hand side can be written as

$$
r_{0}\left(r_{0}-3 m\right)^{2}-4 a^{2} m=\frac{1}{r_{0}}\left[\left(r_{0}\left(r_{0}-3 m\right)\right)^{2}-\left(2 a \sqrt{m r_{0}}\right)^{2}\right]=\frac{1}{r_{0}} A_{+} A_{-}
$$

with

$$
A_{ \pm}:=r_{0}\left(r_{0}-3 m\right) \pm 2 a \sqrt{m r_{0}} .
$$

In the numerator of (11.137), we may use the identity $\mp 2 a \sqrt{m r_{0}}=A_{\mp}-r_{0}\left(r_{0}-3 m\right)$ and get, after simplification,

$$
\tilde{\ell}_{ \pm}^{2}=\frac{r_{0}^{2}}{A_{+} A_{-}}\left[A_{\mp}\left(r_{0}^{2}-2 m r_{0}+a^{2}\right)-A_{+} A_{-}\right]=\frac{r_{0}^{2}}{A_{ \pm}}\left(r_{0}^{2}-2 m r_{0}+a^{2}-A_{ \pm}\right) .
$$

Using $r_{0}^{2}-2 m r_{0}+a^{2}-A_{ \pm}=a^{2} \mp 2 a \sqrt{m r_{0}}+m r_{0}=\left(a \mp \sqrt{m r_{0}}\right)^{2}$, we obtain

$$
\begin{equation*}
\tilde{\ell}_{ \pm}^{2}=\frac{r_{0}^{2}\left(a \mp \sqrt{m r_{0}}\right)^{2}}{r_{0}^{2}-3 m r_{0} \pm 2 a \sqrt{m r_{0}}} . \tag{11.138}
\end{equation*}
$$

Since obviously $\tilde{\ell}_{ \pm}^{2} \geq 0$, this expression gives birth to the constraint $r_{0}^{2}-3 m r_{0} \pm 2 a \sqrt{m r_{0}}>0$, which is equivalent to

$$
\begin{equation*}
r_{0}^{3 / 2}-3 m r_{0}^{1 / 2} \pm 2 a \sqrt{m}>0 . \tag{11.139}
\end{equation*}
$$

[^108]The left hand-side of this inequality is a cubic polynomial in $x:=r_{0}^{1 / 2}$ and determining its sign amounts to compute its roots. Fortunately, this corresponds to a depressed cubic equation $x^{3}+p x+q=0$, with $p:=-3 m$ and $q:= \pm 2 a \sqrt{m}$, the discriminant of which is $-\left(4 p^{3}+27 q^{2}\right)=108 m\left(m^{2}-a^{2}\right) \geq 0$. The roots $\left(x_{k}\right)_{k \in\{0,1,2\}}$ are then all real and are given by Viète's formula (8.22). They obey $x_{0}+x_{1}+x_{2}=0$ and $x_{0} x_{1} x_{2}=-q=\mp 2 a \sqrt{m}$, from which we deduce that for $\pm=+$ in Eq. (11.139), i.e. for $\tilde{\ell}_{+}^{2}$, there are two positive roots, which are $x_{0}$ and $x_{2}$ as given by Eq. (8.22), while for $\pm=-$, i.e. for $\tilde{\ell}_{-}^{2}$, there is a single positive root, which is $x_{0}$ as given by Eq. (8.22). Going back to $r_{0}=x^{2}$, with the roots $x_{0}$ and $x_{2}$ given by Viète's formula (8.22), we get the following constraints for circular orbits in the equatorial plane:

$$
\begin{array}{ll}
\text { for } \tilde{\ell}_{+}^{2}: & 0<r_{0}<r_{\mathrm{ph}}^{*} \quad \text { or } \quad r_{0}>r_{\mathrm{ph}}^{+} \\
\text {for } \tilde{\ell}_{-}^{2}: & r_{0}>r_{\mathrm{ph}}^{-}, \tag{11.140b}
\end{array}
$$

with

$$
\begin{equation*}
r_{\mathrm{ph}}^{ \pm}:=4 m \cos ^{2}\left[\frac{1}{3} \arccos \left(\mp \frac{a}{m}\right)\right] \tag{11.141}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{\mathrm{ph}}^{*}:=4 m \cos ^{2}\left[\frac{1}{3} \arccos \left(-\frac{a}{m}\right)+\frac{4 \pi}{3}\right] . \tag{11.142}
\end{equation*}
$$

The index "ph" stands for photon, because we shall see in Sec. 11.5.4 and in Sec. 12.3 that these radii actually correspond to photon orbits (circular null geodesics). $r_{\mathrm{ph}}^{ \pm}$and $r_{\mathrm{ph}}^{*}$ are plotted as functions of $a$ in Fig. 11.11 (green curves). Note that $m \leq r_{\mathrm{ph}}^{+} \leq 3 m$ and $3 m \leq r_{\mathrm{ph}}^{-} \leq 4 m$, with

$$
\begin{equation*}
\lim _{a \rightarrow 0} r_{\mathrm{ph}}^{ \pm}=3 m, \quad \lim _{a \rightarrow m} r_{\mathrm{ph}}^{+}=m, \quad \lim _{a \rightarrow m} r_{\mathrm{ph}}^{-}=4 m \tag{11.143}
\end{equation*}
$$

Besides, $0 \leq r_{\mathrm{ph}}^{*} \leq m$, with

$$
\begin{equation*}
\lim _{a \rightarrow 0} r_{\mathrm{ph}}^{*}=0, \quad \lim _{a \rightarrow m} r_{\mathrm{ph}}^{*}=m \tag{11.144}
\end{equation*}
$$

Furthermore, one can check that

$$
\begin{equation*}
r_{\mathrm{ph}}^{ \pm} \geq r_{+} \tag{11.145}
\end{equation*}
$$

and

$$
\begin{equation*}
0 \leq r_{\mathrm{ph}}^{*} \leq r_{-}, \tag{11.146}
\end{equation*}
$$

where $r_{+}:=m^{2}-\sqrt{m^{2}-a^{2}}$ and $r_{-}:=m^{2}-\sqrt{m^{2}-a^{2}}$ [Eq. (10.3)] are the radii of respectively the event horizon $\mathscr{H}$ and the inner horizon $\mathscr{H}_{\text {in }}$. Regarding the upper bound in Eq. (11.146), one can see from Fig. 11.11 that $r_{\mathrm{ph}}^{*}$ is always very close to $r_{-}$. The maximum discrepancy is $r_{-}-r_{\mathrm{ph}}^{*} \simeq 0.032 \mathrm{~m}$ and is achieved for $a \simeq 0.9 \mathrm{~m}$ (cf. the notebook D.5.9). We conclude that the first permitted range for circular orbits in (11.140a) lies entirely in the region $\mathscr{M}_{\text {III }}$ of Kerr spacetime, while the second range in (11.140a) lies in entirely in $\mathscr{M}_{\mathrm{I}}$. Regarding the orbits for $\tilde{\ell}_{-}^{2}$, the range ( 11.140 b ) lies in $\mathscr{M}_{\mathrm{I}}$ as well.

Substituting expression (11.138) for $\tilde{\ell}^{2}$ in Eq. (11.134c), we get, after simplification,

$$
\begin{equation*}
\varepsilon_{ \pm}^{2}=\frac{\left(r_{0}^{2}-2 m r_{0} \pm a \sqrt{m r_{0}}\right)^{2}}{r_{0}^{2}\left(r_{0}^{2}-3 m r_{0} \pm 2 a \sqrt{m r_{0}}\right)} \tag{11.147}
\end{equation*}
$$



Figure 11.11: Domain of existence of circular equatorial timelike orbits in the ( $a, r_{0}$ ) plane: orbits of the $\left(\varepsilon_{+}, \ell_{+}\right)$family exist in both the light and dark grey regions, while orbits of the $\left(\varepsilon_{-}, \ell_{-}\right)$family exist only in the dark grey region. The orange line marks the location of the outer ergosphere in the equatorial plane, which is $r_{\text {ergo }}=r_{\mathscr{E}}(\pi / 2)=2 m$ [cf. Eq. (10.19b)], the black curve corresponds to the black hole event horizon $\mathscr{H}$ $\left(r=r_{+}\right)$and the maroon one to the inner horizon $\mathscr{H}_{\text {in }}\left(r=r_{-}\right)$. [Figure generated by the notebook D.5.9]

The $\pm$ 's in Eqs. (11.138) and (11.147) have to be consistent. In other words, we have two pairs of solutions for $\left(\varepsilon^{2}, \tilde{\ell}^{2}\right)$, namely $\left(\varepsilon_{+}^{2}, \tilde{\ell}_{+}^{2}\right)$ and $\left(\varepsilon_{-}^{2}, \tilde{\ell}_{-}^{2}\right)$. A priori, $\varepsilon_{+}^{2}$ leads to two values for $\varepsilon$, namely $\pm \sqrt{\varepsilon_{+}^{2}}$, and $\tilde{\ell}_{+}^{2}$ leads to two values for $\tilde{\ell}$, namely $\pm \sqrt{\tilde{\ell}_{+}^{2}}$, so that the pair $\left(\varepsilon_{+}^{2}, \tilde{\ell}_{+}^{2}\right)$ would generate four solutions for $(\varepsilon, \tilde{\ell})$, and similarly the pair $\left(\varepsilon_{-}^{2}, \tilde{\ell}_{-}^{2}\right)$ would generate four extra solutions for $(\varepsilon, \tilde{\ell})$, leading to a total of eight solutions. However, by construction these solutions satisfy the "squared" equation (11.135) but not all of them satisfy the original equation (11.134d). To see this, let us consider the following square roots of Eqs. (11.147) and (11.138):

$$
\begin{gather*}
\varepsilon_{ \pm}=\frac{r_{0}^{2}-2 m r_{0} \pm a \sqrt{m r_{0}}}{r_{0} \sqrt{r_{0}^{2}-3 m r_{0} \pm 2 a \sqrt{m r_{0}}}}  \tag{11.148}\\
\tilde{\ell}_{ \pm}=-\frac{r_{0}\left(a \mp \sqrt{m r_{0}}\right)}{\sqrt{r_{0}^{2}-3 m r_{0} \pm 2 a \sqrt{m r_{0}}}}=\frac{r_{0}\left( \pm \sqrt{m r_{0}}-a\right)}{\sqrt{r_{0}^{2}-3 m r_{0} \pm 2 a \sqrt{m r_{0}}}} \tag{11.149}
\end{gather*}
$$

and write the eight solutions of (11.135) as

$$
(\varepsilon, \tilde{\ell})=\left(\epsilon_{1} \varepsilon_{ \pm}, \epsilon_{2} \tilde{\ell}_{ \pm}\right), \quad \text { with } \quad \epsilon_{1}= \pm 1 \quad \text { and } \quad \epsilon_{2}= \pm 1
$$

By a direct calculation, we get
$2 a r_{0} \varepsilon \tilde{\ell}-\left(3 m-r_{0}\right) \tilde{\ell}^{2}-r_{0}\left(m r_{0}-a^{2}\right)=\frac{2\left(1-\epsilon_{1} \epsilon_{2}\right) a r_{0}\left(a \mp \sqrt{m r_{0}}\right)\left(r_{0}^{2}-2 m r_{0} \pm a \sqrt{m r_{0}}\right)}{r_{0}^{2}-3 m r_{0} \pm 2 a \sqrt{m r_{0}}}$.

Hence Eq. (11.134d) is fulfilled iff $1-\epsilon_{1} \epsilon_{2}=0$, i.e. iff $\epsilon_{1} \epsilon_{2}=1$. This reduces the number of possible solutions from eight to four:

$$
\begin{equation*}
(\varepsilon, \tilde{\ell})=\left(\varepsilon_{+}, \tilde{\ell}_{+}\right) \quad \text { or } \quad\left(-\varepsilon_{+},-\tilde{\ell}_{+}\right) \quad \text { or } \quad\left(\varepsilon_{-}, \tilde{\ell}_{-}\right) \quad \text { or } \quad\left(-\varepsilon_{-},-\tilde{\ell}_{-}\right) \tag{11.150}
\end{equation*}
$$

A further reduction of the number of solutions is provided by the future-directed condition (11.64). Since $R\left(r_{0}\right)=-\mu^{2} r_{0}^{4} \mathcal{V}\left(r_{0}\right)=0$ by virtue of Eq. (11.130), for circular equatorial orbits, Eq. (11.64) reduces to

$$
\frac{1}{\Delta_{0}}\left(\varepsilon-\frac{a}{r_{0}^{2}+a^{2}} \ell\right)>0
$$

where $\Delta_{0}:=r_{0}^{2}-2 m r_{0}+a^{2}=\left(r_{0}-r_{+}\right)\left(r_{0}-r_{-}\right)$. Now, we have observed above that circular orbits lie either in $\mathscr{M}_{\text {I }}$ or $\mathscr{M}_{\text {III }}$, where $\Delta_{0}>0$. Therefore, we can further simplify the future-directed condition to

$$
\varepsilon-\frac{a}{r_{0}^{2}+a^{2}} \ell>0
$$

Once reexpressed in terms of $\tilde{\ell}=\ell-a \varepsilon$, it is equivalent to

$$
\begin{equation*}
r_{0}^{2} \varepsilon-a \tilde{\ell}>0 \tag{11.151}
\end{equation*}
$$

Let us check each of the four solutions (11.150):

$$
\begin{aligned}
& r_{0}^{2} \varepsilon_{+}-a \tilde{\ell}_{+}=\frac{r_{0} \Delta_{0}}{\sqrt{r_{0}^{2}-3 m r_{0}+2 a \sqrt{m r_{0}}}}>0 \\
& r_{0}^{2}\left(-\varepsilon_{+}\right)-a\left(-\tilde{\ell}_{+}\right)=-\left(r_{0}^{2} \varepsilon_{+}-a \tilde{\ell}_{+}\right)<0 \\
& r_{0}^{2} \varepsilon_{-}-a \tilde{\ell}_{-}=\frac{r_{0} \Delta_{0}}{\sqrt{r_{0}^{2}-3 m r_{0}-2 a \sqrt{m r_{0}}}}>0 \\
& r_{0}^{2}\left(-\varepsilon_{-}\right)-a\left(-\tilde{\ell}_{-}\right)=-\left(r_{0}^{2} \varepsilon_{-}-a \tilde{\ell}_{-}\right)<0
\end{aligned}
$$

We conclude that only two solutions remain:

$$
\begin{equation*}
(\varepsilon, \tilde{\ell})=\left(\varepsilon_{+}, \tilde{\ell}_{+}\right) \quad \text { or } \quad\left(\varepsilon_{-}, \tilde{\ell}_{-}\right) \tag{11.152}
\end{equation*}
$$

Given that $\ell=\tilde{\ell}+a \varepsilon$ [Eq. (11.133)] and expressions (11.148) and (11.149) for respectively $\varepsilon_{ \pm}$ and $\tilde{\ell}_{ \pm}$, these two solutions can be reexpressed in terms of $(\varepsilon, \ell)$ as

$$
\begin{equation*}
(\varepsilon, \ell)=\left(\varepsilon_{+}, \ell_{+}\right) \quad \text { or } \quad\left(\varepsilon_{-}, \ell_{-}\right) \tag{11.153}
\end{equation*}
$$

where

$$
\begin{equation*}
\ell_{ \pm}= \pm \sqrt{\frac{m}{r_{0}}} \frac{r_{0}^{2}+a^{2} \mp 2 a \sqrt{m r_{0}}}{\sqrt{r_{0}^{2}-3 m r_{0} \pm 2 a \sqrt{m r_{0}}}} \tag{11.154}
\end{equation*}
$$

The quantities $\varepsilon_{ \pm}$and $\ell_{ \pm}$are plotted in terms of $r_{0}$ in Figs. 11.12 and 11.13. Orbits with $\ell>0$ (resp. $\ell<0$ ) are called prograde (resp. retrograde). We have immediately $\ell_{-}<0$, while the sign of $\ell_{+}$is that of of $r_{0}^{2}+a^{2}-2 a \sqrt{m r_{0}}$. Outside the event horizon, i.e. in $\mathscr{M}_{\mathrm{I}}$, we have $r_{0}>m$, which implies $r_{0}^{2}+a^{2}-2 a \sqrt{m r_{0}}>r_{0}^{2}+a^{2}-2 a r_{0}=\left(r_{0}-a\right)^{2}>0$. Hence

$$
\begin{equation*}
r_{0}>r_{\mathrm{ph}}^{+} \quad \Longrightarrow \quad \ell_{+}>0 \tag{11.155}
\end{equation*}
$$

But for $r_{0}<r_{\mathrm{ph}}^{*}$, i.e. in region $\mathscr{M}_{\mathrm{III}}$, we may have $\ell_{+}<0$ (cf. Fig. 11.13). In view of this and the result (11.140), we introduce the following nomenclature:


Figure 11.12: Specific conserved energy $\varepsilon=\varepsilon_{+}$(solid curves) or $\varepsilon=\varepsilon_{-}$(dashed curves) along circular timelike orbits in the equatorial plane, as a function of the orbital radius $r_{0}$ [Eq. (11.148)], for selected values of the Kerr spin parameter $a$. Curves in the inner region $\left(r_{0}<m\right)$ terminate by a vertical asymptote at $r=r_{\mathrm{ph}}^{*}(a)$ given by Eq. (11.142), while the other curves start along a vertical asymptote at $r=r_{\mathrm{ph}}^{ \pm}(a)$ given by Eq. (11.141). Dots on $\varepsilon_{+}$curves and open circles on $\varepsilon_{-}$ones mark the ISCO: all configurations on the left of these points are unstable. The bottom panel is a zoom on the region $4 m \leq r_{0} \leq 10 m$. Note that the red curve $(a=0)$ is the same as in Fig. 7.8. [Figure generated by the notebook D.5.9]


Figure 11.13: Specific conserved angular momentum $\ell=\ell_{+}$(solid curves) or $\ell=\ell_{-}$(dashed curves) along circular timelike orbits in the equatorial plane, as a function of the orbital radius $r_{0}$ [Eq. (11.154)], for selected values of the Kerr spin parameter $a$. Curves in the inner region $\left(r_{0}<m\right)$ terminate by a vertical asymptote at $r=r_{\mathrm{ph}}^{*}(a)$ given by Eq. (11.142), while the other curves start along a vertical asymptote at $r=r_{\mathrm{ph}}^{ \pm}(a)$ given by Eq. (11.141). Dots on $\ell_{+}$curves and open circles on $\ell_{-}$ones mark the ISCO: all configurations on the left of these points are unstable. The bottom panel is a zoom on the region $4 \mathrm{~m} \leq r_{0} \leq 10 \mathrm{~m}$. [Figure generated by the notebook D.5.9]


Figure 11.14: Circular timelike orbits in the $(\ell, \varepsilon)$ plane, $\ell$ being the specific conserved angular momentum and $\varepsilon$ the specific conserved energy. Solid (resp. dotted) curves correspond to stable (unstable) orbits. Retrograde outer circular orbits are on the left side, inner circular orbits in the middle and prograde outer circular orbits on the right side. The cusps in the left and right curves correspond to ISCOs. [Figure generated by the notebook D.5.9]

- orbits of the $\left(\varepsilon_{+}, \ell_{+}\right)$family with $r_{0}>r_{\mathrm{ph}}^{+}$are called prograde outer circular orbits;
- orbits of the $\left(\varepsilon_{+}, \ell_{+}\right)$family with $0<r_{0}<r_{\mathrm{ph}}^{*}$ are called inner circular orbits;
- all orbits of the $\left(\varepsilon_{-}, \ell_{-}\right)$family are called retrograde outer circular orbits.

We note from Figs. 11.12 and 11.13, or from formulas (11.148) and (11.154), that both $\varepsilon$ and $\ell$ are diverging at the boundaries of the various domains of existence of circular orbits. We shall comment further on this behavior at the end of Sec. 11.5.4.

Figure 11.14 shows $\varepsilon$ in terms of $\ell$ for the three families of circular orbits, with the indication of the stability of the various branches, as determined in the next section.

### 11.5.3 Stability of circular timelike orbits

## Latitudinal stability

A natural question regarding the stability of equatorial circular orbits is whether these orbits are stably confined into the equatorial plane $\theta=\pi / 2$. The answer is very simple:

## Property 11.29: latitudinal stability of equatorial circular timelike orbits

All equatorial circular timelike orbits are stable with respect to any perturbation away from the equatorial plane.


Figure 11.15: Function $\mathcal{V}(r)$, as defined by Eq. (11.128), with $a=0.9 m, \varepsilon=\varepsilon_{+}\left(r_{0}\right)$ [Eq. (11.148)], $\ell=\ell_{+}\left(r_{0}\right)$ [Eq. (11.154)] for $r_{0}=2 m$ (red curve) and $r_{0}=3 m$ (blue curve). By definition of $\varepsilon_{+}$and $\ell_{+}$, one has both $\mathcal{V}\left(r_{0}\right)=0$ and $\mathcal{V}^{\prime}\left(r_{0}\right)=0$. [Figure generated by the notebook D.5.9]

Proof. All equatorial orbits have a vanishing Carter constant $Q$ [cf. Eq. (11.126)] and we have seen in Sec. 11.3.7 that a $Q=0$ geodesic stays stably at $\theta=\pi / 2$ iff $a^{2}\left(E^{2}-\mu^{2}\right) \leq L^{2}$, i.e. iff

$$
\begin{equation*}
a^{2}\left(\varepsilon^{2}-1\right) \leq \ell^{2} \tag{11.156}
\end{equation*}
$$

for a timelike geodesic. Now, for a circular orbit of radius $r_{0}$, Eq. (11.132d) implies

$$
\ell^{2}-a^{2}\left(\varepsilon^{2}-1\right)=m r_{0}+3 m(\ell-a \varepsilon)^{2} / r_{0}>0
$$

where the inequality follows from $r_{0}>0$ [Eq. (11.136)]. Hence the stability condition (11.156) is always fulfilled.

## Radial stability

Let us now investigate the stability with respect to a radial perturbation. A circular orbit at $r=r_{0}$ obeys both $\mathcal{V}\left(r_{0}\right)=0$ and $\mathcal{V}^{\prime}\left(r_{0}\right)=0$ [Eqs. (11.130) and (11.131)]. The latter property means that it corresponds to a local extremum of the function $\mathcal{V}$. This extremum can be either a local maximum (red curve in Fig. 11.15) or a local minimum (blue curve in Fig. 11.15). Now, in view of Eq. (11.127b) rewritten as $\mathcal{V}(r)=-(\mathrm{d} r / \mathrm{d} \tau)^{2}$, any motion in the equatorial plane must obey $\mathcal{V}(r) \leq 0$. If the circular orbit corresponds to a local minimum, then for $r$ close to $r_{0}$, but distinct from it, $\mathcal{V}(r)>0$, since $\mathcal{V}\left(r_{0}\right)=0$ (cf. the blue curve in Fig. 11.15). This means that no geodesic motion with the same values of the conserved quantities $\varepsilon$ and $\ell$ is possible in the vicinity of $r_{0}$ except for precisely $r=r_{0}$. We conclude that the circular orbit at $r_{0}$ is stable in that case. On the contrary, when $r_{0}$ is a local maximum of $\mathcal{V}$, one has $\mathcal{V}(r)<0$ for $r$ close to $r_{0}$, but distinct from it (cf. the red curve in Fig. 11.15). Motion away from $r_{0}$ is then possible for the same values of $\varepsilon$ and $\ell$; we conclude that the circular orbit is unstable in that
case. Assuming that $\mathcal{V}^{\prime \prime}\left(r_{0}\right) \neq 0$, a local minimum (resp. maximum) is equivalent to $\mathcal{V}^{\prime \prime}\left(r_{0}\right)>0$ (resp. $\mathcal{V}^{\prime \prime}\left(r_{0}\right)<0$ ). We have then

## Property 11.30: criterion for radial stability of circular orbits

$$
\begin{equation*}
\text { The circular orbit of radius } r_{0} \text { is stable } \Longleftrightarrow \mathcal{V}^{\prime \prime}\left(r_{0}\right)>0 \tag{11.157}
\end{equation*}
$$

From the definition (11.128) of $\mathcal{V}(r)$ and the relation $\ell=\tilde{\ell}+a \varepsilon$ [Eq. (11.133)], we get

$$
\mathcal{V}^{\prime \prime}\left(r_{0}\right)=-\frac{4 m}{r_{0}^{3}}+\frac{6\left(\tilde{\ell}^{2}+2 a \varepsilon \tilde{\ell}+a^{2}\right)}{r_{0}^{4}}-\frac{24 m \tilde{\ell}^{2}}{r_{0}^{5}}
$$

Substituting Eq. (11.134d) for $2 a \varepsilon \tilde{\ell}$, we get a simple expression, involving only $\tilde{\ell}$ :

$$
\mathcal{V}^{\prime \prime}\left(r_{0}\right)=\frac{2 m}{r_{0}^{3}}\left(1-3 \frac{\tilde{\ell}^{2}}{r_{0}^{2}}\right)
$$

For a circular orbit, $\tilde{\ell}$ is the function (11.149) of $r_{0}$. Using it, we get

$$
\mathcal{V}^{\prime \prime}\left(r_{0}\right)=\frac{2 m\left(r_{0}^{2}-6 m r_{0} \pm 8 a \sqrt{m r_{0}}-3 a^{2}\right)}{r_{0}^{3}\left(r_{0}^{2}-3 m r_{0} \pm 2 a \sqrt{m r_{0}}\right)}
$$

Since the denominator of the right-hand-side expression is always positive, by virtue of Eqs. (11.136) and (11.139), the sign of $\mathcal{V}^{\prime \prime}\left(r_{0}\right)$ is entirely determined by the numerator, so that we may rewrite (11.157) as

$$
\begin{align*}
\text { The circular orbit of radius } r_{0} \text { is stable } & \Longleftrightarrow r_{0}^{2}-6 m r_{0} \pm 8 a \sqrt{m r_{0}}-3 a^{2}>0 \\
& \Longleftrightarrow x^{4}-6 x^{2} \pm 8 \bar{a} x-3 \bar{a}^{2}>0 \tag{11.158}
\end{align*}
$$

where we have introduced the dimensionless variables

$$
\begin{equation*}
x:=\sqrt{\frac{r_{0}}{m}} \quad \text { and } \quad \bar{a}:=\frac{a}{m} \tag{11.159}
\end{equation*}
$$

The problem amounts to finding the range of $x$ where the quartic polynomial $P(x):=x^{4}-$ $6 x^{2} \pm 8 \bar{a} x-3 \bar{a}^{2}$ is positive. This requires computing the roots of $P$. We shall do it via Ferrari's method. The first step is to introduce a parameter $Z_{1}$ and rewrite $P(x)$ as

$$
\begin{equation*}
P(x)=\left(x^{2}-Z_{1}\right)^{2}-T(x), \quad \text { with } \quad T(x):=2\left(3-Z_{1}\right) x^{2} \mp 8 \bar{a} x+Z_{1}^{2}+3 \bar{a}^{2} . \tag{11.160}
\end{equation*}
$$

The above expression is an identity, which holds for any value of $Z_{1}$; the core of Ferrari's method it to find $Z_{1}$ so that the quadratic polynomial $T(x)$ has a double root, $x_{0}$ say. We will have then $T(x)=S(x)^{2}$, with $S(x):=\sqrt{2\left(3-Z_{1}\right)}\left(x-x_{0}\right)$, and $P(x)=\left(x^{2}-Z_{1}\right)^{2}-S(x)^{2}=$ $\left(x^{2}-Z_{1}-S(x)\right)\left(x^{2}-Z_{1}+S(x)\right)$, so that

$$
\begin{equation*}
P(x)=0 \quad \Longleftrightarrow \quad x^{2}-Z_{1}-S(x)=0 \quad \text { or } \quad x^{2}-Z_{1}+S(x)=0 \tag{11.161}
\end{equation*}
$$



Figure 11.16: Function $Z_{1}$, as defined by Eq. (11.163). [Figure generated by the notebook D.5.9]
In other words, the four (possibly complex) solutions of the quartic equation $P(x)=0$ are the two solutions of the quadratic equation $x^{2}-Z_{1}-S(x)=0$ plus the two solutions of $x^{2}-Z_{1}+S(x)=0$. A necessary and sufficient condition for $T(x)$ to have a double root is that its discriminant vanishes, which is equivalent to

$$
\begin{equation*}
Z_{1}^{3}-3 Z_{1}^{2}+3 \bar{a}^{2} Z_{1}-\bar{a}^{2}=0 \tag{11.162}
\end{equation*}
$$

We have thus to solve a cubic equation in $Z_{1}$. Let us reduce it to a depressed cubic equation (i.e. an equation free of any square term) via the change of variable $Z_{1}=: Z+1$ :

$$
Z^{3}+3\left(\bar{a}^{2}-1\right) Z+2\left(\bar{a}^{2}-1\right)=0
$$

The discriminant of this cubic equation is $\Delta=-\left(4 p^{3}+27 q^{2}\right)$, where $p:=3\left(\bar{a}^{2}-1\right)$ and $q:=2\left(\bar{a}^{2}-1\right)$. We get $\Delta=-108 \bar{a}^{2}\left(1-\bar{a}^{2}\right)^{2}$. Hence $\Delta<0$ : there exist only one real solution. It is given by Cardano's formula:

$$
Z=\sqrt[3]{\frac{1}{2}\left(-q+\sqrt{\frac{-\Delta}{27}}\right)}+\sqrt[3]{\frac{1}{2}\left(-q-\sqrt{\frac{-\Delta}{27}}\right)}=\sqrt[3]{1-\bar{a}^{2}}(\sqrt[3]{1+\bar{a}}+\sqrt[3]{1-\bar{a}})
$$

Hence

$$
\begin{equation*}
Z_{1}=1+\sqrt[3]{1-\bar{a}^{2}}(\sqrt[3]{1+\bar{a}}+\sqrt[3]{1-\bar{a}}) \tag{11.163}
\end{equation*}
$$

$Z_{1}$ is plotted in terms of $\bar{a}=a / m$ in Fig. 11.16. In particular, we notice that $1 \leq Z_{1} \leq 3$. When $Z_{1}$ takes the value (11.163), the double root of $T(x)$ is $x_{0}= \pm 2 a /\left(3-Z_{1}\right)$, where the $\pm$ is the opposite of the $\mp$ in the definition (11.160) of $T(x)$, and therefore indicates which family of circular orbits, among $\left(\varepsilon_{+}, \ell_{+}\right)$or $\left(\varepsilon_{-}, \ell_{-}\right)$, is considered. We have then

$$
S(x)=\sqrt{2\left(3-Z_{1}\right)} x \mp \frac{2 \sqrt{2} \bar{a}}{\sqrt{3-Z_{1}}}
$$

When $\bar{a} \rightarrow 0$, the ratio $\bar{a} / \sqrt{3-Z_{1}}$ is of the undetermined type " $0 / 0$ ". We can rearrange it by noticing the identity $8 \bar{a}^{2} /\left(3-Z_{1}\right)=Z_{1}^{2}+3 \bar{a}^{2}$, which is a direct consequence of Eq. (11.162). We then write

$$
S(x)=\sqrt{2\left(3-Z_{1}\right)} x \mp Z_{2}, \quad \text { with } \quad Z_{2}:=\sqrt{Z_{1}^{2}+3 \bar{a}^{2}}
$$

The solutions of $P(x)=0$ are obtained by solving the two quadratic equations [cf. Eq. (11.161)]

$$
\begin{align*}
& x^{2}-\sqrt{2\left(3-Z_{1}\right)} x-Z_{1} \pm Z_{2}=0  \tag{11.164a}\\
& x^{2}+\sqrt{2\left(3-Z_{1}\right)} x-Z_{1} \mp Z_{2}=0 \tag{11.164b}
\end{align*}
$$

Moreover, physically acceptable solutions must obey $x>0$ (recall that $x:=\sqrt{r_{0} / m}$ ). The discriminant of (11.164a) is $\Delta=2\left(3+Z_{1} \mp Z_{2}\right)$. It is non-negative only when $\mp=+$, i.e. for orbits in the $\left(\epsilon_{-}, \ell_{-}\right)$family. The positive solution of (11.164a) is then

$$
x_{-}=\frac{1}{\sqrt{2}}\left(\sqrt{3+Z_{1}+2 Z_{2}}+\sqrt{3-Z_{1}}\right) .
$$

On the other side, the discriminant of $(11.164 \mathrm{~b})$ is $\Delta=2\left(3+Z_{1} \pm 2 Z_{2}\right)$. It is non-negative only when $\pm=+$, i.e. for orbits in the $\left(\epsilon_{+}, \ell_{+}\right)$family. The positive solution of (11.164b) is then

$$
x_{+}=\frac{1}{\sqrt{2}}\left(\sqrt{3+Z_{1}+2 Z_{2}}-\sqrt{3-Z_{1}}\right) .
$$

We conclude that the quartic polynomial $P(x)$ has a single positive root, which is

$$
x_{ \pm}=\frac{1}{\sqrt{2}}\left(\sqrt{3+Z_{1}+2 Z_{2}} \mp \sqrt{3-Z_{1}}\right) .
$$

Going back to $r_{0}=m x^{2}$, we get the single solution of $\mathcal{V}^{\prime \prime}\left(r_{0}\right)=0$ on $(0,+\infty)$ :

$$
\begin{align*}
& r_{\mathrm{ISCO}}^{ \pm}=m\left[3+Z_{2} \mp \sqrt{\left(3-Z_{1}\right)\left(3+Z_{1}+2 Z_{2}\right)}\right]  \tag{11.165}\\
& Z_{1}:=1+\sqrt[3]{1-\bar{a}^{2}}(\sqrt[3]{1+\bar{a}}+\sqrt[3]{1-\bar{a}}) ; \quad Z_{2}:=\sqrt{Z_{1}^{2}+3 \bar{a}^{2}} ; \quad \bar{a}:=a / m
\end{align*}
$$

where $\pm$ indicates which family among $\left(\varepsilon_{+}, \ell_{+}\right)$and $\left(\varepsilon_{-}, \ell_{-}\right)$is considered and ISCO stands for innermost stable circular orbit. Indeed, $r_{\text {ISCO }}^{ \pm}$being the unique zero of $r_{0}^{2}-6 m r_{0} \pm$ $8 a \sqrt{m r_{0}}-3 a^{2}$, (11.158) is equivalent to

## Property 11.31: stability of circular orbits

$$
\begin{equation*}
\text { A circular orbit of radius } r_{0} \text { is radially stable } \quad \Longleftrightarrow \quad r_{0}>r_{\text {ISCO }}^{ \pm} \tag{11.166}
\end{equation*}
$$



Figure 11.17: Various critical radii for circular orbits as functions of the Kerr spin parameter $a$. The red curves correspond to the innermost stable circular orbit $r_{\text {ISCO }}^{ \pm}$[Eq. (11.165)], the light brown ones to the marginally bound circular orbit $r_{\mathrm{mb}}^{ \pm}$[Eq. (11.179)], while the other curves are the same as in Fig. 11.11. [Figure generated by the notebook D.5.9]

Note that $r_{\text {ISCO }}^{ \pm} / m$ is a function of $\bar{a}:=a / m$ only; this function is depicted in Fig. 11.17. We notice immediately from it that

$$
\begin{equation*}
r_{\mathrm{ph}}^{*}<r_{\mathrm{ISCO}}^{+} \tag{11.167}
\end{equation*}
$$

and conclude that all the inner circular orbits are unstable. We also see on Fig. 11.17 that in the limit $a=0, r_{\text {ISCO }}^{+}=r_{\text {ISCO }}^{-}=6 m$, i.e. we recover the Schwarzschild ISCO discussed in Sec. 7.3.3.
Remark 4: The ISCO is also called marginally stable circular orbit by some authors (e.g. [36]), $r_{\text {ISCO }}$ is then denoted by $r_{\mathrm{ms}}$.

Example 13: For $a=0.9 \mathrm{~m}$, Eq. (11.165) yields $r_{\text {ISCO }}^{+}=2.32088 \mathrm{~m}$. Accordingly, the prograde circular orbit at $r_{0}=3 \mathrm{~m}$ is stable, while that at $r_{0}=2 \mathrm{~m}$ is unstable, in agreement with the plot of $\mathcal{V}(r)$ in Fig. 11.15.

An interesting property of the ISCO is that it corresponds to extrema of $\varepsilon_{ \pm}\left(r_{0}\right)$ and $\ell_{ \pm}\left(r_{0}\right)$ :

## Property 11.32: characterization of the ISCO

Among all prograde outer circular orbits, the ISCO is that for which the functions $\varepsilon_{+}\left(r_{0}\right)$ and $\ell_{+}\left(r_{0}\right)$ are minimal. Similarly, among all retrograde outer circular orbits, the ISCO is that for which the function $\varepsilon_{-}\left(r_{0}\right)$ is minimal and the function $\ell_{-}\left(r_{0}\right)$ is maximal.

Proof. In what precedes, we have considered $\mathcal{V}$, defined by Eq. (11.128), as a function of $r$ only. Let us consider it instead as a function of $(r, \varepsilon, \ell): \mathcal{V}=\mathcal{V}(r, \varepsilon, \ell)$. What we have denoted by
$\mathcal{V}^{\prime}(r)$ is then $\partial \mathcal{V} / \partial r$ and Eqs. (11.130) and (11.131) can be rewritten as

$$
\begin{align*}
& \mathcal{V}\left(r_{0}, \varepsilon_{ \pm}\left(r_{0}\right), \ell_{ \pm}\left(r_{0}\right)\right)=0  \tag{11.168a}\\
& \frac{\partial \mathcal{V}}{\partial r}\left(r_{0}, \varepsilon_{ \pm}\left(r_{0}\right), \ell_{ \pm}\left(r_{0}\right)\right)=0 . \tag{11.168b}
\end{align*}
$$

These equations are valid for any circular orbit, i.e. any value of $r_{0}$. Let us take the derivative of Eq. (11.168a) with respect to $r_{0}$. Using the chain rule, we get

$$
\underbrace{\left.\frac{\partial \mathcal{V}}{\partial r}\right|_{0}}_{=0}+\left.\frac{\partial \mathcal{V}}{\partial \epsilon}\right|_{0} \varepsilon_{ \pm}^{\prime}\left(r_{0}\right)+\left.\frac{\partial \mathcal{V}}{\partial \ell}\right|_{0} \ell_{ \pm}^{\prime}\left(r_{0}\right)=0
$$

where $\left.\right|_{0}$ means that the quantity is evaluated at $(r, \varepsilon, \ell)=\left(r_{0}, \varepsilon_{ \pm}\left(r_{0}\right), \ell_{ \pm}\left(r_{0}\right)\right)$ and the vanishing of the first term results from Eq. (11.168b). Similarly, deriving Eq. (11.168b) with respect to $r_{0}$ yields

$$
\left.\frac{\partial^{2} \mathcal{V}}{\partial r^{2}}\right|_{0}+\left.\frac{\partial^{2} \mathcal{V}}{\partial \epsilon \partial r}\right|_{0} \varepsilon_{ \pm}^{\prime}\left(r_{0}\right)+\left.\frac{\partial^{2} \mathcal{V}}{\partial \ell \partial r}\right|_{0} \ell_{ \pm}^{\prime}\left(r_{0}\right)=0
$$

Now, at the ISCO, one has precisely $\partial^{2} \mathcal{V} /\left.\partial r^{2}\right|_{0}=0\left(\mathcal{V}^{\prime \prime}\left(r_{0}\right)=0\right.$ in the preceding notations $)$. Hence, at the ISCO, the following two equations must hold:

$$
\left\{\begin{array}{l}
\left.\frac{\partial \mathcal{V}}{\partial \epsilon}\right|_{0} \varepsilon_{ \pm}^{\prime}\left(r_{0}\right)+\left.\frac{\partial \mathcal{V}}{\partial \ell}\right|_{0} \ell_{ \pm}^{\prime}\left(r_{0}\right)=0  \tag{11.169}\\
\left.\frac{\partial^{2} \mathcal{V}}{\partial \epsilon \partial r}\right|_{0} \varepsilon_{ \pm}^{\prime}\left(r_{0}\right)+\left.\frac{\partial^{2} \mathcal{V}}{\partial \ell \partial r}\right|_{0} \ell_{ \pm}^{\prime}\left(r_{0}\right)=0
\end{array}\right.
$$

This constitutes a linear homogeneous system for the two unknowns $\left(\varepsilon_{ \pm}^{\prime}\left(r_{0}\right), \ell_{ \pm}^{\prime}\left(r_{0}\right)\right)$. Since there are no obvious reason for its determinant to vanish, we deduce that the only solution is $\left(\varepsilon_{ \pm}^{\prime}\left(r_{0}\right), \ell_{ \pm}^{\prime}\left(r_{0}\right)\right)=(0,0)$. Hence the ISCO realizes an extremum of both $\varepsilon_{ \pm}\left(r_{0}\right)$ and $\ell_{ \pm}\left(r_{0}\right)$. A quick look at Figs. 11.12 and 11.13, especially their bottom panels, enables us to conclude that the extremum is a minimum for $\varepsilon_{ \pm}\left(r_{0}\right)$ and $\ell_{+}\left(r_{0}\right)$ and a maximum for $\ell_{-}\left(r_{0}\right)$.

Because it is an extremum of both $\varepsilon\left(r_{0}\right)$ and $\ell\left(r_{0}\right)$, the ISCO is located at the cusp in the $(\ell, \varepsilon)$ curves shown in Fig. 11.14.

## Summary

## Property 11.33: existence and stability of equatorial circular timelike orbits

Equatorial circular timelike orbits exist only in the region $r>0$ of Kerr spacetime. They are all stable with respect to perturbations away from the equatorial plane. They are of three kinds:

1. The prograde outer circular orbits: they are located outside the black hole event horizon (i.e. in region $\mathscr{M}_{\mathrm{I}}$ ), having a Boyer-Lindquist radius $r_{0}$ ranging from $r_{\mathrm{ph}}^{+}=$ $4 m \cos ^{2}[\arccos (-a / m) / 3]$ [Eq. (11.141)] to $+\infty$; the minimal radius $r_{\mathrm{ph}}^{+}$decreases with $a$ monotonically from $3 m(a=0)$ to $m(a=m)$. These orbits are radially
unstable for $r_{\mathrm{ph}}^{+}<r_{0} \leq r_{\text {ISCO }}^{+}$and stable for $r_{0}>r_{\text {ISCO }}^{+}$, where $r_{\text {ISCO }}^{+}$is given by Eq. (11.165), decreasing monotonically from $6 m(a=0)$ to $m(a=m)$. Their specific conserved energy and angular momentum are $\varepsilon=\varepsilon_{+}\left(r_{0}\right)>0$ and $\ell=\ell_{+}\left(r_{0}\right)>0$, with $\varepsilon_{+}\left(r_{0}\right)$ given by Eq. (11.148) and $\ell_{+}\left(r_{0}\right)$ by Eq. (11.154), both being plotted as the solid curves in the region $r_{0} \geq m$ of Figs. 11.12 and 11.13. The functions $\varepsilon_{+}\left(r_{0}\right)$ and $\ell_{+}\left(r_{0}\right)$ are minimal at the ISCO.
2. The retrograde outer circular orbits: they are located outside the black hole event horizon (i.e. in region $\mathscr{M}_{\mathrm{I}}$ ), having a Boyer-Lindquist radius $r_{0}$ ranging from $r_{\mathrm{ph}}^{-}=$ $4 m \cos ^{2}[\arccos (a / m) / 3]$ [Eq. (11.141)] to $+\infty$; the minimal radius $r_{\text {ph }}^{-}$increases with $a$ monotonically from $3 m(a=0)$ to $4 m(a=m)$. These orbits are radially unstable for $r_{\mathrm{ph}}^{-}<r_{0} \leq r_{\text {ISCO }}^{-}$and stable for $r_{0}>r_{\text {ISCO }}^{-}$, where $r_{\text {ISCO }}^{-}$is given by Eq. (11.165), increasing monotonically from $6 m(a=0)$ to $9 m(a=m)$. Their specific conserved energy and angular momentum are $\varepsilon=\varepsilon_{-}\left(r_{0}\right)>0$ and $\ell=\ell_{-}\left(r_{0}\right)<0$, with $\varepsilon_{-}\left(r_{0}\right)$ given by Eq. (11.148) and $\ell_{-}\left(r_{0}\right)$ by Eq. (11.154), both being plotted as the dashed curves in Figs. 11.12 and 11.13. The functions $\varepsilon_{-}\left(r_{0}\right)$ and $\left|\ell_{-}\left(r_{0}\right)\right|$ are minimal at the ISCO.
3. The inner circular orbits: they are located inside the inner horizon (in the part $r>0$ of region $\mathscr{M}_{\text {III }}$ ), having a Boyer-Lindquist radius $r_{0}$ ranging from 0 (the ring singularity) to $r_{\mathrm{ph}}^{*}=4 m \cos ^{2}[\arccos (-a / m) / 3+4 \pi / 3]$ [Eq. (11.142)]; the maximal radius $r_{\mathrm{ph}}^{*}$ increases with $a$ monotonically from $0(a=0)$ to $m(a=m)$. These orbits are all radially unstable. Their specific conserved energy and angular momentum are $\varepsilon=\varepsilon_{+}\left(r_{0}\right)$ and $\ell=\ell_{+}\left(r_{0}\right)$, with $\varepsilon_{+}\left(r_{0}\right)$ given by Eq. (11.148) and $\ell_{+}\left(r_{0}\right)$ by Eq. (11.154), both being plotted as the solid curves in the region $r_{0} \leq m$ of Figs. 11.12 and 11.13.

In particular, there are no equatorial circular orbits in region $\mathscr{M}_{\text {II }}$ of Kerr spacetime.

### 11.5.4 4-velocity and angular velocities

The orbiting angular velocity as seen by an asymptotic inertial observer is $\Omega:=\mathrm{d} \varphi / \mathrm{d} t \mid \mathscr{L}$ (cf. Sec. 7.3.3 for the Schwarzschild case and Sec. 10.7.1 for the extension to Kerr spacetime). We evaluate it by combining Eqs. (11.127a) and (11.127c):

$$
\Omega=\frac{\mathrm{d} \varphi}{\mathrm{~d} \tau} \times \frac{\mathrm{d} \tau}{\mathrm{~d} t}=\frac{\left(1-\frac{2 m}{r_{0}}\right) \ell+\frac{2 a m \varepsilon}{r_{0}}}{\left(r_{0}^{2}+a^{2}\right) \varepsilon+\frac{2 a m}{r_{0}}(a \varepsilon-\ell)}
$$

Using $\tilde{\ell}=\ell-a \varepsilon$ [Eq. (11.133)] instead of $\ell$, we get

$$
\Omega=\frac{\left(r_{0}-2 m\right) \tilde{\ell}+a r_{0} \varepsilon}{r_{0}\left(r_{0}^{2}+a^{2}\right) \varepsilon-2 a m \tilde{\ell}}
$$



Figure 11.18: Angular velocity $\Omega:=\mathrm{d} \varphi / \mathrm{d} t=\Omega_{+}$(solid curves) or $\Omega=\Omega_{-}$(dashed curves) along circular timelike orbits in the equatorial plane, as a function of the orbital radius $r_{0}$ [Eq. (11.170)], for selected values of the Kerr spin parameter $a$. Dots on $\Omega_{+}$curves and open circles on $\Omega_{-}$ones mark the ISCO: all configurations on the left of these points are unstable. The bottom panel is a zoom on the region $4 \mathrm{~m} \leq r_{0} \leq 10 \mathrm{~m}$. [Figure generated by the notebook D.5.9]

Substituting $\varepsilon$ and $\tilde{\ell}$ by the actual values $\varepsilon_{ \pm}$and $\tilde{\ell}_{ \pm}$taken on a circular orbit [Eqs. (11.148) and (11.149)], we obtain, after simplification,

$$
\begin{equation*}
\Omega_{ \pm}= \pm \frac{\sqrt{m}}{r_{0}^{3 / 2} \pm a \sqrt{m}} \tag{11.170}
\end{equation*}
$$

where $\Omega_{+}$is the value of $\Omega$ for prograde outer circular orbits and inner circular orbits and $\Omega_{-}$is the value for retrograde outer circular orbits. $\Omega_{+}$and $\Omega_{-}$are drawn in terms of $r_{0}$ in Fig. 11.18. Note that for $r_{0} \gtrsim 7 m$, the effect of spin parameter $a$ on $\Omega_{ \pm}$is hardly perceptible.
Remark 5: For $a \rightarrow 0$, Eq. (11.170) reduces to Eq. (7.60), as it should.
From the very definition (11.129) of a circular orbit in the equatorial plane, the 4 -velocity $\boldsymbol{u}$ along such an orbit obeys $u^{r}=\mathrm{d} r / \mathrm{d} \tau=0$ and $u^{\theta}=\mathrm{d} \theta / \mathrm{d} \tau=0$. Since moreover $\Omega=$ $\mathrm{d} \varphi / \mathrm{d} t=u^{\varphi} / u^{t}, \boldsymbol{\partial}_{t}=\boldsymbol{\xi}$ and $\boldsymbol{\partial}_{\varphi}=\boldsymbol{\eta}$, we can write the 4-velocity as

$$
\begin{equation*}
\boldsymbol{u}=u^{t}\left(\boldsymbol{\xi}+\Omega_{ \pm} \boldsymbol{\eta}\right) . \tag{11.171}
\end{equation*}
$$

The component $u^{t}=\mathrm{d} t / \mathrm{d} \tau$ is given by Eq. (11.127a). Substituting in it Eq. (11.148) for $\varepsilon$ and Eq. (11.149) for $\tilde{\ell}:=\ell-a \varepsilon$, we get, after simplification:

$$
\begin{equation*}
u^{t}=\frac{r_{0} \pm a \sqrt{m / r_{0}}}{\sqrt{r_{0}^{2}-3 m r_{0} \pm 2 a \sqrt{m r_{0}}}} \tag{11.172}
\end{equation*}
$$

Equation (11.171) shows that the 4 -velocity is a linear combination of the two Killing vectors $\boldsymbol{\xi}$ and $\boldsymbol{\eta}$ with coefficients that are constant along the worldline $\mathscr{L}$. An observer on a circular orbit in the equatorial plane is thus a stationary observer as defined in Sec. 10.7.1 [compare Eq. (10.85)]. He does not notice any change in the spacetime geometry. We shall call him a circular geodesic observer. Contrary to the families of stationary observers considered in Sec. 10.7, a circular geodesic observer is in free fall: by construction, his worldline is a geodesic, so that his 4 -acceleration is zero.

The orbital velocity measured by the circular geodesic observer himself is $\Omega_{\mathscr{P}}=\mathrm{d} \varphi / \mathrm{d} \tau=$ $\mathrm{d} \varphi / \mathrm{d} t \times \mathrm{d} t / \mathrm{d} \tau=u^{t} \Omega$. Using the values (11.170) and (11.172), we get

$$
\begin{equation*}
\Omega_{\mathscr{P}}^{ \pm}= \pm \frac{\sqrt{m} \pm a m r_{0}^{-3 / 2}}{\left(\sqrt{r_{0}} \pm a \sqrt{m} / r_{0}\right) \sqrt{r_{0}^{2}-3 m r_{0} \pm 2 a \sqrt{m r_{0}}}} \tag{11.173}
\end{equation*}
$$

The orbital period measured by the circular geodesic observer is $T_{\mathscr{P}}^{ \pm}=2 \pi /\left|\Omega_{\mathscr{P}}^{ \pm}\right|$.
It is instructive to evaluate the velocity $V$ of a particle $\mathscr{P}$ on a circular orbit as measured by a zero-angular momentum observer (ZAMO) (cf. Sec. 10.7.3). Let us first note that all circular orbits are within the domain of ZAMOs, $\mathscr{M}_{\text {ZAMO }}=\mathscr{M}_{\mathrm{I}} \cup\left(\mathscr{M}_{\text {III }} \backslash \mathscr{T}\right)$ [Eq. (10.90)]. Indeed, the outer circular orbits are in $\mathscr{M}_{\text {I }}$ and the inner ones are in the part $r>0$ of $\mathscr{M}_{\text {III }}$, while the Carter time machine $\mathscr{T}$ is located in the part $r<0$ (cf. Sec. 10.2.5). Let us then rewrite formula (11.171) for $\mathscr{P}$ 's 4 -velocity $\boldsymbol{u}$ by expressing $\boldsymbol{\xi}$ in terms of the ZAMO's 4 -velocity $\boldsymbol{n}$, the lapse $N$ and the shift vector $\boldsymbol{\beta}$ via Eq. (10.96):

$$
\boldsymbol{u}=u^{t}\left(N \boldsymbol{n}+\boldsymbol{\beta}+\Omega_{ \pm} \boldsymbol{\eta}\right)=u^{t}\left[N \boldsymbol{n}+\left(\Omega_{ \pm}-\omega\right) \boldsymbol{\eta}\right]=N u^{t}\left[\boldsymbol{n}+\frac{1}{N}\left(\Omega_{ \pm}-\omega\right) \boldsymbol{\eta}\right],
$$



Figure 11.19: Component $V_{+}^{(\varphi)}$ (solid curves) or $V_{-}^{(\varphi)}$ (dashed curves) of the velocity $\boldsymbol{V}=V_{ \pm}^{(\varphi)} \boldsymbol{e}_{(\varphi)}$ of a particle moving along a circular orbit as measured by the ZAMO [Eq. (11.176)] for selected values of the Kerr spin parameter $a$. Dots on $V_{+}^{(\varphi)}$ curves and open circles on $V_{-}^{(\varphi)}$ ones mark the ISCO: all configurations on the left of these points are unstable. [Figure generated by the notebook D.5.9]
where the second equality results from $\boldsymbol{\beta}=\beta^{\varphi} \boldsymbol{\partial}_{\varphi}=\beta^{\varphi} \boldsymbol{\eta}=-\omega \boldsymbol{\eta}, \omega$ being the rotation angular velocity of the ZAMO seen from infinity [Eq. (10.98)]. Since $\boldsymbol{n} \cdot \boldsymbol{\eta}=0$, the above formula constitute the orthogonal decomposition of $\boldsymbol{u}$ with respect to the ZAMO's 4-velocity $\boldsymbol{n}$, which we can compare to the generic formula (1.36) and thereby conclude that the velocity of $\mathscr{P}$ with respect to the ZAMO is

$$
\begin{equation*}
\boldsymbol{V}=\frac{1}{N}\left(\Omega_{ \pm}-\omega\right) \boldsymbol{\eta} \tag{11.174}
\end{equation*}
$$

and the Lorentz factor of $\mathscr{P}$ with respect to the ZAMO is

$$
\begin{equation*}
\Gamma=(1-\boldsymbol{V} \cdot \boldsymbol{V})^{-1 / 2}=N u^{t} . \tag{11.175}
\end{equation*}
$$

Let us expand $\boldsymbol{V}$ on the ZAMO's orthonormal fame $\left(\boldsymbol{e}_{(\alpha)}\right)$ [Eq. (10.94)]. Given relation (10.94d) between $\boldsymbol{\eta}=\boldsymbol{\partial}_{\varphi}$ and $\boldsymbol{e}_{(\varphi)}$ we get, after substituting Eq. (10.92) (with $\theta=\pi / 2$ ) for $N$ :

$$
\boldsymbol{V}=\frac{r_{0}^{2}+a^{2}+2 a^{2} m / r_{0}}{\sqrt{r_{0}^{2}-2 m r_{0}+a^{2}}}\left(\Omega_{ \pm}-\omega\right) \boldsymbol{e}_{(\varphi)} .
$$

Finally, let us substitute Eq. (11.170) for $\Omega_{ \pm}$and Eq. (10.98) (with $\theta=\pi / 2$ ) for $\omega$. We obtain, after simplification:

$$
\begin{equation*}
\boldsymbol{V}=V_{ \pm}^{(\varphi)} \boldsymbol{e}_{(\varphi)} \quad \text { with } \quad V_{ \pm}^{(\varphi)}= \pm \frac{\sqrt{m}\left(r_{0}^{2} \mp 2 a \sqrt{m r_{0}}+a^{2}\right)}{\left(r_{0}^{3 / 2} \pm a \sqrt{m}\right) \sqrt{r_{0}^{2}-2 m r_{0}+a^{2}}} \text {. } \tag{11.176}
\end{equation*}
$$

As in all formulas of this section, the sign $\pm$ is + for a prograde outer circular orbit or an inner circular orbit and - for a retrograde outer circular orbit. The velocity $V_{ \pm}^{(\varphi)}$ is depicted in

Fig. 11.19. We note that, except for $a=m$,

$$
\begin{equation*}
\lim _{r_{0} \rightarrow 0} V_{+}^{(\varphi)}=1, \quad \lim _{r_{0} \rightarrow r_{\mathrm{ph}}^{*}} V_{+}^{(\varphi)}=-1, \quad \lim _{r_{0} \rightarrow r_{\mathrm{ph}}^{+}} V_{+}^{(\varphi)}=1, \quad \lim _{r_{0} \rightarrow r_{\mathrm{ph}}^{-}} V_{-}^{(\varphi)}=-1 . \tag{11.177}
\end{equation*}
$$

Since $\boldsymbol{e}_{(\varphi)}$ is a unit vector, this means that

- the inner orbits rotate close to the speed of light with respect to the ZAMO near the ring singularity $\left(r_{0} \rightarrow 0\right)$ and near the outer boundary of their domain of existence $\left(r_{0} \rightarrow r_{\mathrm{ph}}^{*}\right)$, this motion being in the prograde (resp. retrograde) direction in the first (resp. second) case;
- the outer orbits rotate at the speed of light with respect to the ZAMO near the minimal radius of their domain of existence ( $r_{0} \rightarrow r_{\mathrm{ph}}^{ \pm}$).

Given that the velocity of a massive particle with respect to any observer cannot be larger than the speed of light, this provides a physical explanation for the boundaries of the domains of existence of circular orbits obtained in Sec. 11.5.2. We shall see in Sec. 12.3 that these boundaries correspond to photon circular orbits. This also provides a physical explanation why the specific conserved energy $\varepsilon$ and the specific conserved angular momentum $\ell$ diverge at these boundaries, as observed in Figs. 11.12 and 11.13: $\varepsilon:=E / \mu$ and $\ell:=L / \mu$ must tend to $\pm \infty$ when the particle's mass $\mu$ tends to 0 (the photon limit).

The particular case $a=m$ will be discussed in Sec. ??.

### 11.5.5 Marginally bound circular orbit

We see on Fig. 11.12 that for $a \neq m$ and $r_{0}$ lower than a critical value, $r_{\mathrm{mb}}^{+}$say, the prograde outer circular orbits have $\varepsilon>1$ (cf. the grey horizontal line in Fig. 11.12), which is equivalent to $E>\mu$; they are thus unbound (cf. Sec. 11.3.8). Conversely, all orbits with $r_{0}>r_{\mathrm{mb}}^{+}$are bound. Similarly, but this time of all values of $a \leq m$, the retrograde outer circular orbits are bound iff $r_{0}$ is larger than a critical value, $r_{\mathrm{mb}}^{-}$say. The orbit at $r_{0}=r_{\mathrm{mb}}^{ \pm}$is called the marginally bound circular orbit.

We note from Fig. 11.12 that

$$
\begin{equation*}
r_{\mathrm{ph}}^{ \pm}<r_{\mathrm{mb}}^{ \pm}<r_{\mathrm{ISCO}}^{ \pm} \tag{11.178}
\end{equation*}
$$

Accordingly, all unbound orbits are unstable.
To evaluate $r_{\mathrm{mb}}^{ \pm}$, let us solve the equation $\varepsilon_{ \pm}\left(r_{0}\right)=1$ for $r_{0}$. Using expression (11.148) for $\varepsilon_{ \pm}\left(r_{0}\right)$, taking the square and simplifying, we get

$$
r_{0}^{2}-4 m r_{0} \pm 4 a \sqrt{m r_{0}}-a^{2}=0
$$

which we can write

$$
r_{0}^{2}=\left(2 \sqrt{m r_{0}} \mp a\right)^{2} .
$$

Since we are looking for solutions $r_{0} \geq r_{+}=m+\sqrt{m^{2}-a^{2}}$, we have $2 \sqrt{m r_{0}} \mp a>0$, so that we can reduce the above equation to $r_{0}=2 \sqrt{m r_{0}} \mp a$. Introducing $x:=\sqrt{r_{0} / m}$, we end up
solving the quadratic equation $x^{2}-2 x \pm a / m=0$. The only solution $x \geq 1$, which is implied by $r_{0} \geq r_{+}$, is $x=1+\sqrt{1 \mp a / m}$. This yields

$$
\begin{equation*}
r_{\mathrm{mb}}^{ \pm}=2 m \mp a+2 \sqrt{m(m \mp a)} \text {. } \tag{11.179}
\end{equation*}
$$

$r_{\mathrm{mb}}^{ \pm}$is plotted as a function of $a$ in Fig. 11.17.

### 11.5.6 Circular orbits in the ergoregion

We see in Fig. 11.17 that for $a$ sufficiently large, prograde outer circular orbits can exist in the outer ergoregion $\mathscr{G}^{+}$(cf. Sec. 10.2.4), while no retrograde outer circular orbits can exist there. In the equatorial plane, the coordinate $r$ of the external boundary of $\mathscr{G}^{+}$(the outer ergosphere) is simply $r_{\mathscr{E}^{+}}(\pi / 2)=2 m$ [Eq. (10.19b)] - the orange horizontal line in Fig. 11.17. Thus, prograde outer circular orbits exist in the ergoregion if $r_{\mathrm{ph}}^{+}<2 m$ and they can be stable if $r_{\text {ISCO }}^{+}<2 m$. The limiting value of $a$ for the first case is obtained by setting $r_{0}=2 m$ in the equation governing the existence of prograde circular orbits, namely Eq. (11.139) with the + sign: $(2 m)^{3 / 2}-3 m \sqrt{2 m}+2 a \sqrt{m}>0$, from which we get immediately

## Property 11.34: timelike circular orbits in the ergoregion

$$
\begin{equation*}
\binom{\text { timelike circular orbits }}{\text { exist in the outer ergoregion }} \Longleftrightarrow a>\frac{m}{\sqrt{2}} \simeq 0.707 m . \tag{11.180}
\end{equation*}
$$

Similarly, the limiting value of $a$ for the stability of circular orbits in the ergoregion is obtained by setting $r_{0}=2 m$ in Eq. (11.158) with the + sign: $(2 m)^{2}-12 m^{2}+8 a m \sqrt{2}-3 a^{2}>0$. The right-hand side being a quadratic polynomial in $a$, we get easily, given the constraint $a \leq m$,

## Property 11.35: stable timelike circular orbits in the ergoregion

$$
\begin{equation*}
\binom{\text { timelike circular orbits }}{\text { exist stably in the ergoregion }} \Longleftrightarrow a>\frac{2 \sqrt{2}}{3} m \simeq 0.943 m . \tag{11.181}
\end{equation*}
$$

Both in (11.180) and (11.181), the orbits referred to belong to the prograde outer family.
Remark 6: Regarding the limit (11.180), the existence is specified to be in the outer ergoregion, because timelike circular orbits always exist, as soon as $a>0$, in the inner ergoregion: they are the (unstable) inner circular orbits found in Sec. 11.5.2. Indeed, these orbits exist in the range $0<r_{0}<r_{\mathrm{ph}}^{*}$, which is entirely contained in the inner ergoregion: the boundaries of the latter in the equatorial plane are $r=0$ [Eq. (10.19a)] and $r=r_{-}$, with $r_{-}>r_{\text {ph }}^{*}$. On the contrary, in the limit (11.181), we have dropped the qualifier outer for the ergoregion, since there is no other place where stable circular orbits can be found, the inner circular orbits being all unstable.

Remark 7: As discussed in Sec. 11.3.1, negative-energy or zero-energy particles can exist in the outer ergoregion. However, Fig. 11.12 shows that none of them can follow a circular orbit.

Historical note : The solutions for the circular geodesic motion in the equatorial plane for outer prograde and outer retrograde orbits have been published for the first time by James M. Bardeen, William H. Press and Saul A. Teukolsky in 1972 [36]. In his lecture notes at the famous 1972 Les Houches School [32], Bardeen says that these solutions have been derived by Teukolsky. In the article [36], it is mentioned that they have been obtained by means of computer algebra techniques.

### 11.6 Going further

For an extended discussion of geodesics of Kerr spacetime, including those that cross the various blocks of the maximal analytic extension presented in Sec. 10.8, see Chap. 4 of O'Neill textbook [351]. For more details about bound orbits, in particular their description in terms of action angles, see Sec. 6 of the recent review by Pound and Wardell [377] and references therein.

## Chapter 12

## Null geodesics and images in Kerr spacetime
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### 12.1 Introduction

Having investigated the properties of generic causal geodesics in Kerr spacetime in Chap. 11, we focus here on null geodesics, with application to images of a Kerr black hole. First we discuss the main properties of null geodesics in Sec. 12.2, in great part by taking the $\mu=0$ limit of results obtained for generic causal geodesics in Chap. 11. Then, in Sec. 12.3, we focus on null geodesics evolving at a fixed value of the coordinate $r$ - the so-called spherical photon orbits. These geodesics play a crucial role in the formation of the images perceived by an observer. In particular, they are related to the key concepts of critical curve and shadow in the observer's screen, which are investigated in Sec. 12.4. Finally, we discuss the images themselves in Sec. 12.5, first by considering computed images from a simplified model of accretion disk and then by analyzing the actual image of the surroundings of the black hole M87*, as obtained recently by the Event Horizon Telescope [5].

### 12.2 Main properties of null geodesics

We shall distinguish the null geodesics with $E=0$ (the so-called zero-energy geodesics, cf. Sec. 11.3.1) from those having $E \neq 0$. Indeed, in the latter case, we will rescale the angular
momentum $L$ and the Carter constant $Q$ by $E$, so that only two constants of motion become pertinent for the study: $L / E$ and $Q / E^{2}$. We thus treat first the particular case $E=0$.

### 12.2.1 Zero-energy null geodesics

First, we note that a geodesic $\mathscr{L}$ with $E=0$ cannot exist outside the ergoregion $\mathscr{G}$, by virtue of the result (11.56). In particular, it cannot exist far from the black hole.

Another property of $\mathscr{L}$ is to have a non-negative Carter constant:

$$
\begin{equation*}
Q \geq 0 \tag{12.1}
\end{equation*}
$$

This follows immediately Property 11.19 in Sec. 11.3.7, which, among other things, states that a necessary condition for $Q<0$ is $a \neq 0$ and $|E|>\sqrt{\mu^{2}+L^{2} / a^{2}}$. Specializing this last inequality to $\mu=0$ and $E=0$, we get $0>|L|$, which is impossible.

Besides, if $\mathscr{L}$ has some part in $\mathscr{M}_{\text {I }}$ (necessarily in the outer ergoregion) or in $\mathscr{M}_{\text {III }}$ (necessarily in the inner ergoregion), the constraint (11.67) reduces to $L<0$ :

$$
\begin{equation*}
\mathscr{L} \cap\left(\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\mathrm{III}}\right) \neq \varnothing \quad \Longrightarrow \quad L<0 . \tag{12.2}
\end{equation*}
$$

We shall see below that actually $L \leq 0$ for all zero-energy null geodesics, as soon as $a \neq 0$.
The equations of geodesic motion expressed in terms of the Mino parameter $\lambda^{\prime}$ [system (11.50)] simplify considerably for a geodesic $\mathscr{L}$ with $\mu=0$ and $E=0$ :

$$
\begin{align*}
& \frac{\mathrm{d} t}{\mathrm{~d} \lambda^{\prime}}=-\frac{2 a m L r}{\Delta}  \tag{12.3a}\\
& \frac{\mathrm{~d} r}{\mathrm{~d} \lambda^{\prime}}=\epsilon_{r} \sqrt{R(r)}  \tag{12.3b}\\
& \frac{\mathrm{d} \theta}{\mathrm{~d} \lambda^{\prime}}=\epsilon_{\theta} \sqrt{\Theta(\theta)}  \tag{12.3c}\\
& \frac{\mathrm{d} \varphi}{\mathrm{~d} \lambda^{\prime}}=\frac{L}{\Delta \sin ^{2} \theta}\left(r^{2}-2 m r+a^{2} \cos ^{2} \theta\right) \tag{12.3d}
\end{align*}
$$

with [cf. Eqs. (11.93) and (11.35)]:

$$
\begin{gather*}
R(r)=-\left(Q+L^{2}\right) r^{2}+2 m\left(Q+L^{2}\right) r-a^{2} Q  \tag{12.4}\\
\Theta(\theta)=Q-\frac{L^{2}}{\tan ^{2} \theta} . \tag{12.5}
\end{gather*}
$$

By combining (12.3a) and (12.3d), we get

$$
\begin{equation*}
\left.\frac{\mathrm{d} \varphi}{\mathrm{~d} t}\right|_{\mathscr{L}}=\left.\frac{2 m r-r^{2}-a^{2} \cos ^{2} \theta}{2 a m r \sin ^{2} \theta}\right|_{E=0} . \tag{12.6}
\end{equation*}
$$

It is remarkable that this expression does not depend on $L$ or $Q$; it is therefore the same for all zero-energy null geodesics. Moreover, we note that the numerator of the right-hand side is always positive or zero in the closure $\overline{\mathscr{G}}$ of the ergoregion, which is precisely defined by
$2 m r-r^{2}-a^{2} \cos ^{2} \theta \geq 0$ (cf. Sec. 10.2.4) and where $\mathscr{L}$ is necessarily confined. Since moreover $r>0$ in $\overline{\mathscr{G}}$, we conclude that

$$
\begin{equation*}
\left.\frac{\mathrm{d} \varphi}{\mathrm{~d} t}\right|_{\mathscr{L}} \geq 0 . \tag{12.7}
\end{equation*}
$$

To proceed, we shall distinguish the subcases $Q \neq 0$ and $Q=0$.
Case $Q \neq 0$
This case actually corresponds to $Q>0$, since $Q<0$ is forbidden by (12.1). We set

$$
\begin{equation*}
\bar{L}:=\frac{L}{\sqrt{Q}} \tag{12.8}
\end{equation*}
$$

and rewrite expression (12.4) for $R(r)$ as

$$
\begin{equation*}
R(r) / Q=-\left(1+\bar{L}^{2}\right) r^{2}+2 m\left(1+\bar{L}^{2}\right) r-a^{2} . \tag{12.9}
\end{equation*}
$$

Since $1+\bar{L}^{2} \neq 0$, this is a second-order polynomial in $r$, the two roots of which are

$$
\begin{equation*}
r_{\min }=m-\sqrt{m^{2}-\frac{a^{2}}{1+\bar{L}^{2}}} \quad \text { and } \quad r_{\max }=m+\sqrt{m^{2}-\frac{a^{2}}{1+\bar{L}^{2}}} \tag{12.10}
\end{equation*}
$$

Since $m^{2} \geq a^{2}$, the two roots are real. They are distinct except for $a=m$ and $L=0$. The range of radial motion being determined by $R(r) \geq 0$ [Eq. (11.30)], we get

$$
\begin{equation*}
r_{\min } \leq r \leq r_{\max } \tag{12.11}
\end{equation*}
$$

with a turning point at $r_{\min }$ and at $r_{\max }$. Given that $r_{-}=m-\sqrt{m^{2}-a^{2}}$ and $r_{+}=m+$ $\sqrt{m^{2}-a^{2}}$ [Eq. (10.3)], we note that

$$
\begin{equation*}
0 \leq r_{\min } \leq r_{-} \leq m \leq r_{+} \leq r_{\max } \leq 2 m, \tag{12.12}
\end{equation*}
$$

with $r_{\text {min }}=0$ for $a=0$ or $\bar{L}^{2} \rightarrow+\infty, r_{\text {min }}=r_{-}$for $L=0, r_{\text {max }}=2 m$ for $a=0$ or $\bar{L}^{2} \rightarrow+\infty$ and $r_{\text {max }}=r_{+}$for $L=0$. If $L \neq 0$ and $a \neq 0$, then $r_{\text {max }}>r_{+}$, so that $\mathscr{L}$ has a part in the outer ergoregion and (12.2) implies that $L<0$. Hence

$$
\begin{equation*}
a \neq 0 \Longrightarrow L \leq 0 \tag{12.13}
\end{equation*}
$$

Let us consider a zero-energy null geodesic $\mathscr{L}$ emitted outward (i.e. with $\epsilon_{r}=+1$ ) from a point $A$ in the outer ergoregion $\mathscr{G}^{+}$. The coordinate $r$ increases along $\mathscr{L}$ from $r_{A}$ to $r_{\text {max }}$, which corresponds to a $r$-turning point. Then $r$ decreases to $r_{+}$, which means that $\mathscr{L}$ crosses the black hole event horizon $\mathscr{H}$ and enters the region $\mathscr{M}_{\mathrm{II}}$. In all $\mathscr{M}_{\mathrm{II}}, r$ keeps decreasing and reaches $r_{-}$. There $\mathscr{L}$ crosses the inner horizon $\mathscr{H}_{\text {in }}$ and enters the region $\mathscr{M}_{\text {III }}$, where $r$ continues to decrease until it reaches $r_{\text {min }}$. The latter corresponding to a $r$-turning point, $r$ starts to increase and reaches $r_{-}$again. There one might think that $\mathscr{L}$ crosses the inner horizon $\mathscr{H}_{\text {in }}$ and enters into $\mathscr{M}_{\text {II }}$. But this is impossible since $\mathscr{H}_{\text {in }}$ is a 1-way membrane: it can be crossed by a causal curve from $\mathscr{M}_{\text {II }}$ to $\mathscr{M}_{\text {III }}$ but not in the reverse way. Moreover, $r$ could
not continue to increase into $\mathscr{M}_{\text {II }}$ since $r$ must be decreasing towards the future in all this region (this follows from the hypersurfaces $r=$ const being spacelike in $\mathscr{M}_{\mathrm{II}}$, cf. Sec. 10.5.1). The solution to this apparent puzzle is immediate as soon as one realizes that the boundary $r=r_{-}$of $\mathscr{M}_{\text {III }}$ is not entirely constituted by $\mathscr{H}_{\text {in }}$ : it also comprises a null hypersurface that separates $\mathscr{M}_{\text {III }}$ from a region distinct from $\mathscr{M}_{\text {II }}$ in the maximally extended Kerr spacetime, cf. Fig. 10.11. This region is a "time-reversed" copy of $\mathscr{M}_{\mathrm{II}}$ and is denoted by $\mathscr{M}_{\mathrm{II}}^{* \prime}$ in Fig. 10.11 (cf. Sec. 10.8 for details). So actually, when it reaches $r=r_{-}$, the null geodesic $\mathscr{L}$ enters $\mathscr{M}_{\mathrm{II}}^{* \prime}$. There $r$ necessarily increases towards the future, at the opposite of $\mathscr{M}_{\mathrm{II}}$. It reaches then $r=r_{+}$, where $\mathscr{L}$ crosses a white hole horizon and emerges into the asymptotically flat region $\mathscr{M}_{\mathrm{I}}^{\prime \prime}$, as illustrated in Fig. 12.1. The region $\mathscr{M}_{\mathrm{I}}^{\prime \prime}$ is similar to $\mathscr{M}_{\mathrm{I}}$. In particular, $\mathscr{L}$ is confined into the outer ergoregion of $\mathscr{M}_{\mathrm{I}}^{\prime \prime}$, having a $r$-turning point at $r=r_{\text {max }}$ (same value (12.10) as in $\mathscr{M}_{\mathrm{I}}$ ). Then a new cycle begins, with $\mathscr{L}$ entering the future event horizon of $\mathscr{M}_{\mathrm{I}}^{\prime \prime}$.

The $\theta$-motion of $\mathscr{L}$ is constrained by $\Theta(\theta) \geq 0$ [Eq. (11.33)], which, given expression (12.5) for $\Theta$, is equivalent to

$$
\begin{equation*}
\theta_{\mathrm{m}} \leq \theta \leq \pi-\theta_{\mathrm{m}} \quad \text { with } \quad \theta_{\mathrm{m}}:=\arctan (-\bar{L}) \tag{12.14}
\end{equation*}
$$

Remark 1: The general formula for $\theta_{\mathrm{m}}$ in the case $a^{2}\left(E^{2}-\mu^{2}\right)=0$, Eq. (11.83), which holds here since $\mu=0$ and $E=0$, yields $\theta_{\mathrm{m}}=\arccos \sqrt{1 /\left(1+\bar{L}^{2}\right)}=\arctan |\bar{L}|$. Hence we recover the above formula.

For $L=0$, one has $\theta_{\mathrm{m}}=0$, so that $\theta$ takes all values in the range $[0, \pi]$, which means that $\mathscr{L}$ crosses repeatedly the rotation axis. For $L<0$, one has $0<\theta_{\mathrm{m}}<\pi / 2$ and $\mathscr{L}$ oscillates symmetrically about the equatorial plane, having two $\theta$-turning points, at $\theta_{\mathrm{m}}$ and $\pi-\theta_{\mathrm{m}}$. Of course, we recover the general results for $Q>0$ of Sec. 11.3.7.

We can obtain $r$ as a function of $\theta$ along $\mathscr{L}$ by evaluating the integrals in the identity (11.55a):

$$
f_{r_{0}}^{r} \frac{\epsilon_{r} \mathrm{~d} \bar{r}}{\sqrt{R(\bar{r})}}=f_{\theta_{0}}^{\theta} \frac{\epsilon_{\theta} \mathrm{d} \bar{\theta}}{\sqrt{\Theta(\bar{\theta})}}
$$

Using (12.9) and (12.5), we get on any portion of $\mathscr{L}$ where $\epsilon_{r}$ and $\epsilon_{\theta}$ are constant,

$$
\epsilon_{r} \int_{r_{0}}^{r} \frac{\mathrm{~d} \bar{r}}{\sqrt{-\left(1+\bar{L}^{2}\right) \bar{r}^{2}+2 m\left(1+\bar{L}^{2}\right) \bar{r}-a^{2}}}=\epsilon_{\theta} \int_{\theta_{0}}^{\theta} \frac{\mathrm{d} \bar{\theta}}{\sqrt{1-\bar{L}^{2} / \tan ^{2} \theta}} .
$$

The changes of variables

$$
x=\frac{r / m-1}{\sqrt{1-\frac{a^{2}}{m^{2}\left(1+L^{2}\right)}}} \quad \text { and } \quad \mu=\cos \theta
$$

lead to

$$
\frac{\epsilon_{r}}{\sqrt{1+\bar{L}^{2}}} \int_{x_{0}}^{x} \frac{\mathrm{~d} \bar{x}}{\sqrt{1-\bar{x}^{2}}}=-\epsilon_{\theta} \int_{\cos \theta_{0}}^{\cos \theta} \frac{\mathrm{d} \mu}{\sqrt{1-\left(1+\bar{L}^{2}\right) \mu^{2}}}
$$



Figure 12.1: Trajectory in the extended Kerr spacetime of a null geodesic with $E=0, Q>0$ and $L<0$, emitted from a point $A$ in the outer ergoregion.

The integration is then immediate: $\arcsin x=-\epsilon_{r} \epsilon_{\theta} \arcsin \left(\sqrt{1+\bar{L}^{2}} \cos \theta\right)+K$, where $K$ is a constant, from which we get

$$
\begin{equation*}
r=m+m \sqrt{1-\frac{a^{2}}{m^{2}\left(1+\bar{L}^{2}\right)}} \sin \left[K-\epsilon_{r} \epsilon_{\theta} \arcsin \left(\sqrt{1+\bar{L}^{2}} \cos \theta\right)\right] . \tag{12.15}
\end{equation*}
$$

Since $\sqrt{1+\bar{L}^{2}} \cos \theta_{\mathrm{m}}=1$, we see that the constant $K$ is related to the value of $r$ at $\theta=\theta_{\mathrm{m}}$ by

$$
\begin{equation*}
K=\arcsin \left(\frac{r\left(\theta_{\mathrm{m}}\right) / m-1}{\sqrt{1-\frac{a^{2}}{m^{2}\left(1+\tilde{L}^{2}\right)}}}\right)+\epsilon_{r} \epsilon_{\theta} \frac{\pi}{2} . \tag{12.16}
\end{equation*}
$$



Figure 12.2: Trajectory in a meridional plane, as given by Eq. (12.15), of a null geodesic (green curve) with $E=0, Q>0, L=-\sqrt{Q}$ and $r\left(\theta_{\mathrm{m}}\right)=1.5 \mathrm{~m}$ in the Kerr spacetime with $a / m=0.9$. The meridional plane is described in terms of O'Neill exponential coordinates $x=\mathrm{e}^{r / m} \sin \theta$ and $z=\mathrm{e}^{r / m} \cos \theta$, as in Figs. 10.2 - 10.4. The ergoregion is shown in grey. The black (resp. light brown) half-circle at $r=r_{+}$(resp. $r=r_{-}$) is the trace of the outer (resp. inner) Killing horizon. The dotted orange half-circle marks the locus of $r=0$, with the red dot indicating the curvature singularity at $r=0$ and $\theta=\pi / 2$. The area $r>r_{+}$corresponds to the regions $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\mathrm{I}}^{\prime \prime}$ in Fig. 12.1, the area $r_{-}<r<r_{+}$corresponds to the regions $\mathscr{M}_{\mathrm{II}}$ and $\mathscr{M}_{\mathrm{II}}^{* \prime}$ in Fig. 12.1 and the area $r<r_{-}$ corresponds to the region $\mathscr{M}_{\text {III }}$ in Fig. 12.1. [Figure generated by the notebook D.5.10]

Note that $K$ is not a constant all along $\mathscr{L}$, but only on portions where $\epsilon_{r}$ and $\epsilon_{\theta}$ are constant. Expression 12.15 gives the trace of the zero-energy null geodesic $\mathscr{L}$ in a meridional plane. It depends on $Q$ and $L$ only through the ratio $\bar{L}:=L / \sqrt{Q}$. It depends as well on the value of $r$ at $\theta_{\mathrm{m}}$ via $K$, as it appears in Eq. (12.16). An example is shown in Fig. 12.2 for $a / m=0.9$, $L / \sqrt{Q}=-1$ and $r\left(\theta_{\mathrm{m}}\right)=1.5 \mathrm{~m}$. It has $\theta_{\mathrm{m}}=\pi / 4, r_{\min } \simeq 0.229 \mathrm{~m}$ and $r_{\mathrm{max}} \simeq 1.771 \mathrm{~m}$, while for $a / m=0.9$, one has $r_{-} \simeq 0.564 m$ and $r_{+} \simeq 1.436 \mathrm{~m}$. For concreteness, the arrows indicate some direction of motion, but depending upon some initial conditions, the opposite direction is possible. In particular, one may consider that the geodesic is the same as that shown in Fig. 12.1, being emitted outward in the outer ergoregion from a point $A$ in the equatorial plane ( $\theta=\pi / 2$ ).

Case $Q=0$
If the zero-energy null geodesic $\mathscr{L}$ has a vanishing Carter constant $Q$, Eq. (12.5) reduces to $\Theta(\theta)=-L^{2} / \tan ^{2} \theta$, so that the constraint $\Theta(\theta) \geq 0$ [Eq. (11.33)] implies $L=0$ or $\theta=\pi / 2$.

In the first case, the four constants of motion $\mu, E, L$ and $Q$ are zero. By virtue of the result (11.25), $\mathscr{L}$ is nothing but a null geodesic generator of the event horizon $\mathscr{H}$ or of the inner
horizon $\mathscr{H}_{\text {in }}$.
In the second case $(\theta=\pi / 2), \mathscr{L}$ is confined to the equatorial plane. If $L=0$, we are back to the first case: $\mathscr{L}$ is null geodesic generator of $\mathscr{H}$ or $\mathscr{H}_{\text {in }}$ lying in the equatorial plane. If $L \neq 0$, the radial motion of $\mathscr{L}$ is governed by Eq. (12.3b) with the expression (12.4) of $R(r)$ reduced to

$$
\begin{equation*}
R(r)=L^{2} r(2 m-r) . \tag{12.17}
\end{equation*}
$$

The constraint $R(r) \geq 0$ [Eq. (11.30)] implies then that the motion is within the range $0 \leq r \leq$ $2 m$, with $r=2 m$ being a $r$-turning point, since it is a simple root of $R(r)$ (cf. Sec. 11.2.6). It corresponds to the outer edge of the ergoregion in the equatorial plane, cf. Eq. (10.19b). Hence we have necessarily $\mathscr{L} \cap \mathscr{M}_{\text {I }} \neq \varnothing$ and (12.2) applies: $L<0$. The inner boundary of the radial motion, $r=0$, is the ring singularity. Accordingly, in the maximally extended Kerr spacetime, $\mathscr{L}$ starts at the ring singularity in a $\mathscr{M}_{\mathrm{III}}$-type region (cf. Fig. 12.3), has $r$ increasing, enters a $\mathscr{M}_{\mathrm{II}}^{*}$-type region (time reversed copy of $\mathscr{M}_{\text {II }}$ ), emerges in $\mathscr{M}_{\mathrm{I}}$ via the white hole horizon at $r=r_{+}$and reaches a $r$-turning point at $r=2 m$, then $r$ decreases continuously until $\mathscr{L}$ terminates at the ring singularity of $\mathscr{M}_{\text {III }}$, after having crossed the black hole horizon $\mathscr{H}$ and the inner horizon $\mathscr{H}_{\text {in }}$. This trajectory, depicted in Fig. 12.3, is similar to that for $Q \neq 0$ shown in Fig. 12.1, except that it is "blocked" by two ring singularities and cannot oscillate forever between distinct $\mathscr{M}_{\mathrm{I}}$-type regions.
Remark 2: For $Q \neq 0$ and $L \neq 0$, the limit $Q \rightarrow 0$ corresponds to $\bar{L}^{2} \rightarrow+\infty$ [cf. Eq. (12.8)], so that Eq. (12.10) yields $r_{\text {min }} \rightarrow 0$ and $r_{\text {max }} \rightarrow 2 m$. We recover then the range [ $0,2 m$ ] for $r$ obtained here for $Q=0$.

We conclude:

## Property 12.1: null geodesic with $E=0$ and $Q=0$

Any null geodesic with $E=0$ and $Q=0$ is either a null generator of one of the two Killing horizons $\mathscr{H}$ or $\mathscr{H}_{\text {in }}$ (in which case, it has $L=0$ ) or it has $L<0$, lies in the equatorial plane, emanates from a ring singularity, reaches the outer ergosphere ( $r=2 m$ ), where it has a $r$-turning point, and terminates at a ring singularity.

Regarding the sign of $L$, we can combine the above result with that obtained for $Q \neq 0$ [Eq. (12.13)] to get:

Property 12.2: negative angular momentum for zero-energy null geodesics
For $a \neq 0$, any null geodesic with $E=0$ has necessarily

$$
\begin{equation*}
L \leq 00_{\substack{a \neq 0 \\ E=0}} . \tag{12.18}
\end{equation*}
$$

Historical note : The zero-energy null geodesics in Kerr spacetime appear to have been first studied by Zdeněk Stuchlík in 1981, in the appendix of the article [416]; some corrections and refinement of his results have been performed by George Contopoulos in 1984 [127], who studied zero-energy timelike geodesics as well.


Figure 12.3: Trajectory in the extended Kerr spacetime of a null geodesic with $E=0, Q=0$ and $L<0$.

### 12.2.2 Equations of geodesic motion for $E \neq 0$

For any null geodesic $\mathscr{L}$ with $E \neq 0$, we introduce the reduced constants of motion

$$
\begin{equation*}
\ell:=\frac{L}{E} \quad \text { and } \quad q:=\frac{Q}{E^{2}} . \tag{12.19}
\end{equation*}
$$

Note that, in geometrized units ( $G=1$ and $c=1$ ), $\ell$ has the dimension of a length and $q$ that of a squared length.

Remark 3: In the literature, $\ell$ is sometimes denoted by $\lambda$ (e.g. Refs. [32, 216, 154]) or by $\xi$ (e.g. Ref. [96]), while $q$ is sometimes denoted by $\eta$ (e.g. Refs. [32, 96, 216]). Moreover, in studies restricted to $q \geq 0$, it may happen that the notation $q$ stands for the square root of the quantity $q$ defined by (12.19) (e.g. Refs. [150, 218, 154]).

Remark 4: Contrary to $L$ and $Q$, the quantities $\ell$ and $q$ are independent from the affine parametrization of the geodesic $\mathscr{L}$. Indeed, if instead of the affine parameter $\lambda$ associated with the particle's 4 -momentum $\boldsymbol{p}$, one considers the affine parameter $\lambda^{\prime}=\alpha \lambda$, where $\alpha$ is a positive constant, the tangent vector field becomes $\boldsymbol{p}^{\prime}=\alpha^{-1} \boldsymbol{p}$, so that the associated conserved quantities are $E^{\prime}=-\boldsymbol{\xi} \cdot \boldsymbol{p}^{\prime}=\alpha^{-1} E[\mathrm{cf}$. Eq. (11.2a)], $L^{\prime}=\boldsymbol{\eta} \cdot \boldsymbol{p}^{\prime}=\alpha^{-1} L$ [cf. Eq. (11.2b)] and $Q^{\prime}=\tilde{\boldsymbol{K}}\left(\boldsymbol{p}^{\prime}, \boldsymbol{p}^{\prime}\right)=\alpha^{-2} Q$ [cf. Eq. (11.41)], so that $\ell^{\prime}:=L^{\prime} / E^{\prime}=\ell$ and $q^{\prime}:=Q^{\prime} / E^{\prime 2}=q$.

The non-negative property of Carter constant $\mathscr{K}$ [Eq. (11.36)], along with the identity (11.34) leads to the following constraint on the parameters $\ell$ and $q$ :

$$
\begin{equation*}
q+(\ell-a)^{2} \geq 0 \text {. } \tag{12.20}
\end{equation*}
$$

Example 1 (Principal null geodesic): A principal null geodesic has $E \neq 0$ if, and only if, it does not belong to the outgoing family generating the horizon $\mathscr{H}$ or $\mathscr{H}_{\text {in }}$. This follows immediately from Eqs. (11.6) and (11.9). One has then $L=a E \sin ^{2} \theta_{0}$ [Eqs. (11.6) and (11.9)] and $Q=-a^{2} E^{2} \cos ^{2} \theta_{0}$ [Eq. (11.38)], where $\theta_{0}$ is the constant value of $\theta$ along the geodesic. We have thus

$$
\ell=a \sin ^{2} \theta_{0} \quad \text { and } \quad q=-a^{2} \cos ^{4} \theta_{0} .
$$

This yields

$$
\begin{equation*}
q+(\ell-a)^{2}=0, \tag{12.22}
\end{equation*}
$$

so that the inequality (12.20) is saturated for principal null geodesics.
The equations of motion in terms of the Mino parameter $\lambda^{\prime}$, Eqs. (11.50) specialized to $\mu=0$, can be rewritten as

$$
\begin{align*}
& \hline \frac{1}{E} \frac{\mathrm{~d} t}{\mathrm{~d} \lambda^{\prime}}=\frac{1}{\Delta}\left[\left(r^{2}+a^{2}\right)^{2}-2 a m \ell r\right]-a^{2} \sin ^{2} \theta  \tag{12.23a}\\
& \hline \frac{1}{|E|} \frac{\mathrm{d} r}{\mathrm{~d} \lambda^{\prime}}=\epsilon_{r} \sqrt{\mathcal{R}(r)}  \tag{12.23b}\\
& \hline \frac{1}{|E|} \frac{\mathrm{d} \theta}{\mathrm{~d} \lambda^{\prime}}=\epsilon_{\theta} \sqrt{\tilde{\Theta}(\theta)}  \tag{12.23c}\\
& \frac{1}{E} \frac{\mathrm{~d} \varphi}{\mathrm{~d} \lambda^{\prime}}=\frac{\ell}{\sin ^{2} \theta}+\frac{a}{\Delta}(2 m r-a \ell), \tag{12.23d}
\end{align*}
$$

with

$$
\begin{equation*}
\mathcal{R}(r):=\frac{R(r)}{E^{2}} \quad \text { and } \quad \tilde{\Theta}(\theta):=\frac{\Theta(\theta)}{E^{2}} \tag{12.24}
\end{equation*}
$$

From the general expressions (11.44), (11.93) and (11.35) specialized to $\mu=0$, we get

$$
\begin{align*}
& \mathcal{R}(r)=\left(r^{2}+a^{2}-a \ell\right)^{2}-\Delta\left[q+(\ell-a)^{2}\right]  \tag{12.25a}\\
& \hline \mathcal{R}(r)=r^{4}+\left(a^{2}-\ell^{2}-q\right) r^{2}+2 m\left[q+(\ell-a)^{2}\right] r-a^{2} q \tag{12.25b}
\end{align*}
$$

and

$$
\begin{equation*}
\tilde{\Theta}(\theta)=q+\cos ^{2} \theta\left(a^{2}-\frac{\ell^{2}}{\sin ^{2} \theta}\right) \text {. } \tag{12.26}
\end{equation*}
$$

It suffices to use the parameter $\lambda^{\prime \prime}:=|E| \lambda^{\prime}$ to make $E$ disappear from the system (12.23). We therefore conclude:

## Property 12.3

In Kerr spacetime, a null geodesic with $E \neq 0$ is entirely determined by the two constants $(\ell, q)$, by the sign of $E$ and by the values of the two signs $\epsilon_{r}= \pm 1$ and $\epsilon_{\theta}= \pm 1$ at a given point.

Example 2 (Principal null geodesic): Given the values (12.21) of $\ell$ and $q$ for a principal null geodesic, Eq. (12.25b) reduces to a simple expression for the quartic polynomial $\mathcal{R}$ :

$$
\begin{equation*}
\mathcal{R}(r)=\left(r^{2}+a^{2} \cos ^{2} \theta_{0}\right)^{2} . \tag{12.27}
\end{equation*}
$$

We note that $\mathcal{R}(r)=\rho^{4}$, which makes sense because $\theta=\theta_{0}$ is constant along such a geodesic. For any principal null geodesic lying in the equatorial plane, the polynomial simplifies even further:

$$
\begin{equation*}
\mathcal{R}(r)=r^{4} \quad\left(\theta_{0}=\frac{\pi}{2}\right) . \tag{12.28}
\end{equation*}
$$

### 12.2.3 Position on a remote observer's screen

The constants $(\ell, q)$ are closely related to the impact coordinates $(\alpha, \beta)$ on the screen of an asymptotic inertial observer (cf. Sec. 10.7.5) in case the null geodesic $\mathscr{L}$ reaches the asymptotic region $r \rightarrow+\infty$. Indeed, let us consider an asymptotic inertial observer $\mathscr{O}$ located at (fixed) Boyer-Lindquist coordinates $\left(r_{\mathscr{O}}, \theta_{\mathscr{O}}, \varphi_{\mathscr{O}}\right)$, with $r_{\mathscr{O}} \gg m$ (cf. Fig. 12.4). In order to reach $\mathscr{O}$, the geodesic $\mathscr{L}$ must be such that the constraints constraints $\mathcal{R}\left(r_{\mathscr{O}}\right) \geq 0$ [Eq. (12.46)] and $\tilde{\Theta}\left(\theta_{\mathscr{O}}\right) \geq 0$ [Eq. (11.33)] are fulfilled. The first one is always satisfied due to the assumption that $\mathscr{O}$ is an asymptotic observer, since $\mathcal{R}(r) \sim r^{4}$ for $r \rightarrow+\infty$ [cf. Eq. (12.25b)]. In view of expression (12.26) for $\tilde{\Theta}$, the second constraint is equivalent to

$$
\begin{equation*}
\left(q+a^{2} \cos ^{2} \theta_{\mathscr{O}}\right) \sin ^{2} \theta_{\mathscr{O}}-\ell^{2} \cos ^{2} \theta_{\mathscr{O}} \geq 0 \tag{12.29}
\end{equation*}
$$

If $\sin \theta_{\mathscr{O}}$ is small, this constraint limits significantly the amplitude of $\ell$.

## Observer not located on the rotation axis

Here we treat the generic case of an observer $\mathscr{O}$ that is not located on the rotation axis, i.e. we assume $\theta_{\mathscr{O}} \notin\{0, \pi\}$. The orthonormal frame of $\mathscr{O}$ is $\boldsymbol{e}_{(0)}=\boldsymbol{\xi}, \boldsymbol{e}_{(r)}=\boldsymbol{\partial}_{r}, \boldsymbol{e}_{(\theta)}=r_{\mathscr{O}}^{-1} \boldsymbol{\partial}_{\theta}$ and $\boldsymbol{e}_{(\varphi)}=\left(r_{\mathscr{O}} \sin \theta_{\mathscr{O}}\right)^{-1} \boldsymbol{\partial}_{\varphi}$ [Eq. (10.94) with $r=r_{\mathscr{O}} \rightarrow+\infty$ ]. Let us assume that the observer set up a screen (via a telescope) centered on the direction to the black hole, i.e. such that $\boldsymbol{e}_{(r)}$ is the


Figure 12.4: Impact of a null geodesic $\mathscr{L}$ onto the screen of a remote observer. $(x, y, z)$ are the Cartesian Boyer-Lindquist coordinates defined by Eq. (11.71).
normal to the screen. The 4-momentum of the photon having $\mathscr{L}$ as worldline at the location of $\mathscr{O}$ writes

$$
\boldsymbol{p}=p^{t} \boldsymbol{\xi}+p^{r} \boldsymbol{e}_{(r)}+p^{\theta} r_{\mathscr{O}} \boldsymbol{e}_{(\theta)}+p^{\varphi} r_{\mathscr{O}} \sin \theta_{\mathscr{O}} \boldsymbol{e}_{(\varphi)}=E(\boldsymbol{\xi}+\boldsymbol{n}),
$$

where the second equality follows from the orthogonal decomposition (1.31) with respect to $\mathscr{O}$, $\boldsymbol{\xi}$ being the 4 -velocity of $\mathscr{O}$ and the unit spacelike vector $\boldsymbol{n}$ being the photon's velocity ${ }^{1}$ relative to $\mathscr{O}$; it obeys $\boldsymbol{\xi} \cdot \boldsymbol{n}=0$ and $\boldsymbol{n} \cdot \boldsymbol{n}=1$ [Eq. (1.37)]. That the conserved energy $E$ appears in the above equation is a direct consequence of its definition as $E:=-\boldsymbol{\xi} \cdot \boldsymbol{p}$ [Eq. (11.2a)] with $\boldsymbol{\xi} \cdot \boldsymbol{\xi}=-1$ for $r_{\mathscr{O}} \rightarrow+\infty$. The above identity implies $p^{t}=E$ and

$$
\boldsymbol{n}=\frac{p^{r}}{E} \boldsymbol{e}_{(r)}+\frac{p^{\theta}}{E} r_{\mathscr{O}} \boldsymbol{e}_{(\theta)}+\frac{p^{\varphi}}{E} r_{\mathscr{O}} \sin \theta_{\mathscr{O}} \boldsymbol{e}_{(\varphi)} .
$$

With respect to $\mathscr{O}$, the incoming direction of the photon is given by the vector $-\boldsymbol{n}$ and the trace on the screen is indicated by the component of $-\boldsymbol{n}$ that is tangent to the screen, namely

$$
\begin{equation*}
\boldsymbol{m}=-\boldsymbol{n}_{\|}=-\frac{p^{\theta}}{E} r_{\mathscr{O}} \boldsymbol{e}_{(\theta)}-\frac{p^{\varphi}}{E} r_{\mathscr{O}} \sin \theta_{\mathscr{O}} \boldsymbol{e}_{(\varphi)} \tag{12.30}
\end{equation*}
$$

since the screen plane is spanned by $\boldsymbol{e}_{(\theta)}$ and $\boldsymbol{e}_{(\varphi)}$ (cf. Fig. 12.4). Let us choose the screen dimensionless Cartesian coordinates $(\alpha, \beta)$ so that the black hole's rotation axis appears as the $\beta$-axis (cf. Fig. 12.4), then

$$
\begin{equation*}
\boldsymbol{m}=\alpha \boldsymbol{e}_{(\alpha)}+\beta \boldsymbol{e}_{(\beta)}, \quad \text { with } \quad \boldsymbol{e}_{(\alpha)}=\boldsymbol{e}_{(\varphi)} \quad \text { and } \quad \boldsymbol{e}_{(\beta)}=-\boldsymbol{e}_{(\theta)} . \tag{12.31}
\end{equation*}
$$

[^109]By comparing with (12.30), we get

$$
\alpha=-\frac{p^{\varphi}}{E} r_{\mathscr{O}} \sin \theta_{\mathscr{O}} \quad \text { and } \quad \beta=\frac{p^{\theta}}{E} r_{\mathscr{O}}
$$

Now, for $r_{\mathscr{O}} \rightarrow+\infty$,

$$
\begin{aligned}
& \frac{p^{\theta}}{E}=\frac{1}{E} \frac{\mathrm{~d} \theta}{\mathrm{~d} \lambda}=\frac{1}{E r_{\mathscr{O}}^{2}} \frac{\mathrm{~d} \theta}{\mathrm{~d} \lambda^{\prime}}=\frac{\epsilon_{\theta}}{r_{\mathscr{O}}^{2}} \sqrt{\tilde{\Theta}\left(\theta_{\mathscr{O}}\right)} \\
& \frac{p^{\varphi}}{E}=\frac{1}{E} \frac{\mathrm{~d} \varphi}{\mathrm{~d} \lambda}=\frac{1}{E r_{\mathscr{O}}^{2}} \frac{\mathrm{~d} \varphi}{\mathrm{~d} \lambda^{\prime}}=\frac{\ell}{r_{\mathscr{O}}^{2} \sin ^{2} \theta_{\mathscr{O}}}
\end{aligned}
$$

where we have used Eqs. (12.23c) and (12.23d), with the term involving $a / \Delta$ neglected since $\Delta \sim r^{2}$ for $r \rightarrow+\infty$. By inserting these formula into the above expressions of $\alpha$ and $\beta$, and using Eq. (12.26) for $\tilde{\Theta}\left(\theta_{\mathscr{O}}\right)$, we get the sought relation between the constants of motion $(\ell, q)$ and the screen coordinates:

$$
\begin{align*}
& \alpha=-\frac{\ell}{r_{\mathscr{O}} \sin \theta_{\mathscr{O}}}  \tag{12.32a}\\
& \beta=\frac{\epsilon_{\theta}}{r_{\mathscr{O}}} \sqrt{q+\cos ^{2} \theta_{\mathscr{O}}\left(a^{2}-\frac{\ell^{2}}{\sin ^{2} \theta_{\mathscr{O}}}\right)} . \tag{12.32b}
\end{align*}
$$

We have defined $(\alpha, \beta)$ as dimensionless Cartesian coordinates on the screen, cf. Eq. (12.31), where $\boldsymbol{m}$ is dimensionless and $\left(\boldsymbol{e}_{(\alpha)}, \boldsymbol{e}_{(\beta)}\right)$ is the screen's orthonormal basis. In practice, their values are tiny, being exactly zero at the limit $r_{\mathscr{O}} \rightarrow+\infty .(\alpha, \beta)$ can thus be interpreted as angular coordinates, measuring the departure from the direction of the black hole "center" on the celestial sphere of observer $\mathscr{O}$. We shall then call $(\alpha, \beta)$ the screen angular coordinates.
Remark 5: When studying null geodesics in Schwarzschild spacetime in Chap. 8, we introduced the impact parameter $b$ as $b:=|L| / E$ [Eq. (8.12)], hence $b$ is related to $\ell$ by

$$
\begin{equation*}
b=|\ell| . \tag{12.33}
\end{equation*}
$$

Moreover, thanks to spherical symmetry, we could reduce the study to the case where both the observer and the geodesic lie in the equatorial plane, which imply $\theta_{\mathscr{O}}=\pi / 2$ and $q=0$. Equations (12.32) yield then

$$
\begin{equation*}
|\alpha|=\frac{b}{r_{\mathscr{O}}}=\hat{b} \quad \text { and } \quad \beta=0 \tag{12.34}
\end{equation*}
$$

where $\hat{b}$ is the angle introduced by formula (8.118).
Remark 6: The angular impact parameters $(\alpha, \beta)$ depend on the geodesic $\mathscr{L}$ as a curve in spacetime and not on any affine parametrization of $\mathscr{L}$. Their direct connection with $(\ell, q)$ expressed by (12.32) is thus in perfect agreement with the invariance of $(\ell, q)$ in any affine reparametrization of $\mathscr{L}$, as noticed in Remark 4 p. 445.

We deduce from Eqs. (12.32) a simple relation between the squared angular distance to the screen center, $\alpha^{2}+\beta^{2}$, and the constants of motion $(\ell, q)$ of the incoming geodesic:

$$
\begin{equation*}
\alpha^{2}+\beta^{2}=\frac{1}{r_{\mathscr{O}}^{2}}\left(\ell^{2}+q+a^{2} \cos ^{2} \theta_{\mathscr{O}}\right) \tag{12.35}
\end{equation*}
$$

## Observer on the rotation axis

If the asymptotic inertial observer $\mathscr{O}$ is located on the rotation axis, i.e. if $\theta_{\mathscr{O}}=0$ or $\theta_{\mathscr{O}}=\pi$, the only value of $\ell$ compatible with the constraint (12.29) is

$$
\begin{equation*}
\ell=0 \quad\left(\theta_{\mathscr{O}}=0 \text { or } \theta_{\mathscr{O}}=\pi\right) \tag{12.36}
\end{equation*}
$$

Given that $\ell=L / E$, we recover one of the properties listed in Sec. 11.3.7: a geodesic cannot encounter the rotation axis unless it has $L=0$.

Moreover, on the rotation axis, the vectors $\boldsymbol{e}_{(\theta)}$ and $\boldsymbol{e}_{(\varphi)}$ are not defined, due to the singularity of spherical coordinates there. Consequently, the screen coordinates $(\alpha, \beta)$ cannot be defined by (12.31). In particular, the rotation axis appears as single point on the screen, which forbids to use it to define the $\beta$-axis. One has then to pick an arbitrary orthonormal frame $\left(\boldsymbol{e}_{(\alpha)}, \boldsymbol{e}_{(\beta)}\right)$ in the screen plane to define $(\alpha, \beta)$. Formulas (12.88) do no longer hold, but formula (12.35) is still valid, since the distance from the screen's center is a quantity independent from the orientation of the frame $\left(\boldsymbol{e}_{(\alpha)}, \boldsymbol{e}_{(\beta)}\right)$. Another way to see that (12.35) is still valid is to notice that it admits a well-defined limit for $\theta_{\mathscr{O}} \rightarrow 0$ or $\pi$. Taking into account $\ell=0$, we obtain

$$
\begin{equation*}
\alpha^{2}+\beta^{2}=\frac{1}{r_{\mathscr{O}}^{2}}\left(q+a^{2}\right) \quad\left(\theta_{\mathscr{O}}=0 \text { or } \theta_{\mathscr{O}}=\pi\right) . \tag{12.37}
\end{equation*}
$$

### 12.2.4 Latitudinal motion

Specializing the general results expressed in Property 11.19 to $\mu=0$ and $E \neq 0$, we get

## Property 12.4: latitudinal motion of null geodesics

- A null geodesic $\mathscr{L}$ of Kerr spacetime cannot encounter the rotation axis unless it has $\ell=0$.
- If $|\ell| \geq a$, the reduced Carter constant $q$ is necessarily non-negative:

$$
\begin{equation*}
q \geq 0 \tag{12.38}
\end{equation*}
$$

- The reduced Carter constant $q$ can take negative values only if $|\ell|<a$ (which implies $a \neq 0$ ); its range is then limited from below:

$$
\begin{equation*}
q \geq q_{\min }=-(a-|\ell|)^{2} \tag{12.39}
\end{equation*}
$$

If $q<0, \mathscr{L}$ is called a vortical null geodesic; it never encounters the equatorial plane.

- If $q>0$ and $\ell \neq 0, \mathscr{L}$ oscillates symmetrically about the equatorial plane, between two $\theta$-turning points, at $\theta=\theta_{\mathrm{m}}$ and $\theta=\pi-\theta_{\mathrm{m}}$, where $\theta_{\mathrm{m}} \in(0, \pi / 2)$ is given by

Eqs. (11.83) and (11.88):

$$
\begin{align*}
& \theta_{\mathrm{m}}=\arccos \sqrt{\frac{q}{\ell^{2}+q}} \text { for } a=0  \tag{12.40}\\
& \theta_{\mathrm{m}}=\arccos \sqrt{\frac{1}{2}\left[1-\frac{\ell^{2}+q}{a^{2}}+\sqrt{\left(1-\frac{\ell^{2}+q}{a^{2}}\right)^{2}+\frac{4 q}{a^{2}}}\right]} \text { for } a \neq 0 . \tag{12.41}
\end{align*}
$$

If $q>0$ and $\ell=0, \mathscr{L}$ crosses repeatedly the rotation axis, with $\theta$ taking all values in the range $[0, \pi]$.

- If $q=0, \mathscr{L}$ is stably confined to the equatorial plane for $|\ell|>a$ or $|\ell|=a \neq 0$; for $|\ell|<a, \mathscr{L}$ either lies unstably in the equatorial plane or approaches it asymptotically from one side, while for $\ell=0$ and $a=0, \mathscr{L}$ lies at a constant value $\theta=\theta_{0} \in[0, \pi]$.
- If $q_{\min }<q<0, \mathscr{L}$ never encounters the equatorial plane, having a $\theta$-motion entirely confined either to the Northern hemisphere $(0<\theta<\pi / 2)$ or to the Southern one $(\pi / 2<\theta<\pi)$; if $\ell \neq 0, \mathscr{L}$ oscillates between two $\theta$-turning points, at $\theta=\theta_{\mathrm{m}}$ and $\theta=\theta_{\mathrm{v}}$ (Northern hemisphere) or at $\theta=\pi-\theta_{\mathrm{v}}$ and $\theta=\pi-\theta_{\mathrm{m}}$ (Southern hemisphere), where $\theta_{\mathrm{m}}$ is given by Eq. (12.41) above and $\theta_{\mathrm{v}}$ is given by Eq. (11.89):

$$
\begin{equation*}
\theta_{\mathrm{v}}=\arccos \sqrt{\frac{1}{2}\left[1-\frac{\ell^{2}+q}{a^{2}}-\sqrt{\left(1-\frac{\ell^{2}+q}{a^{2}}\right)^{2}+\frac{4 q}{a^{2}}}\right]} \tag{12.42}
\end{equation*}
$$

if $\ell=0, \mathscr{L}$ oscillates about the rotation axis, with a $\theta$-turning point at $\theta=\theta_{\mathrm{v}}$ or $\theta=\pi-\theta_{\mathrm{v}}$, where $\theta_{\mathrm{v}}$ is given by Eq. (11.86), or equivalently by the $\ell \rightarrow 0$ limit of Eq. (12.42):

$$
\begin{equation*}
\theta_{\mathrm{v}}=\arccos \left(\frac{\sqrt{-q}}{a}\right) \quad(\ell=0) \tag{12.43}
\end{equation*}
$$

- If $q=q_{\text {min }}, \mathscr{L}$ lies stably at a constant value $\theta=\theta_{*}$ or $\theta=\pi-\theta_{*}$, with $\theta_{*} \in[0, \pi / 2)$ given by

$$
\begin{equation*}
\theta_{*}:=\arcsin \sqrt{\frac{|\ell|}{a}} \tag{12.44}
\end{equation*}
$$

Remark 7: For $\ell<0$, the constraint (12.39) is tighter than (12.20).
Example 3 (Principal null geodesic): A principal null geodesic moves at a constant angle $\theta=\theta_{0}$ and has $\ell=a \sin ^{2} \theta_{0}$ [Eq. (12.21)]. For $\theta_{0} \neq \pi / 2$, we have $|\ell|<a$ and Eq. (12.39) yields $q_{\text {min }}=-a^{2} \cos ^{4} \theta_{0}$. Comparing with the value of $q$ given by Eq. (12.21), we note that

$$
\begin{equation*}
q=q_{\min } \tag{12.45}
\end{equation*}
$$

which agrees with the last case listed above, i.e. motion at constant $\theta$, with $\theta_{0}=\theta_{*}$ or $\theta_{0}=\pi-\theta_{*}$ according to Eq. (12.44), since $\sqrt{|\ell| / a}=\sin \theta_{0}$.


Figure 12.5: Quartic polynomial $\mathcal{R}(r)$ in the region $\mathscr{M}_{\mathrm{I}}$ for four values of $(\ell, q)$ and for $a=0.95 \mathrm{~m}$. The grey area marks the black hole region, with the vertical black line at the event horizon, at $r=r_{+} \simeq 1.312 \mathrm{~m}$. The green part of the $r$ axis corresponds to $\mathcal{R}(r) \geq 0$, i.e. to regions where the geodesic motion is allowed. [Figure generated by the notebook D.5.13]

### 12.2.5 Radial motion

As for any geodesic, the radial motion of a null geodesic $\mathscr{L}$ is ruled by $R(r) \geq 0$ [Eq. (11.30)], which, in terms of $\mathcal{R}(r)$ [Eq. (12.25)], writes

$$
\begin{equation*}
\mathcal{R}(r) \geq 0 . \tag{12.46}
\end{equation*}
$$

Example 4 (Principal null geodesic): Given the value (12.27) of $\mathcal{R}(r)$ for a principal null geodesic, we note that $\mathcal{R}(r)>0$ in all Kerr spacetime. This is consistent with the fact that, for $E \neq 0$ and $\theta_{0} \neq \pi / 2$, ingoing principal null geodesics travel from $r=+\infty$ to $r=-\infty$ (cf. the dashed green curve in Fig. 10.9) and outgoing principal null geodesics travel from $r=-\infty$ to $r=+\infty$ (cf. the solid green curve in Fig. 10.10).

Since $\mathcal{R}(r)$ is a polynomial of degree 4 in $r$, its behavior can be relatively complicated. However, it turns out that in the black hole exterior, its behavior is quite simple, according to the following lemma:

Lemma 12.5: behavior of $\mathcal{R}(r)$ in $\mathscr{M}_{\mathrm{I}}$
In region $\mathscr{M}_{\mathrm{I}}$ of Kerr spacetime, i.e. for $r>r_{+}$, the quartic polynomial $\mathcal{R}(r)$ associated to a given geodesic [Eq. (12.25)] has one of the following behaviors, depending on the value of $(\ell, q)$ :

1. $\mathcal{R}(r)$ has no root in $\left(r_{+},+\infty\right)$ and $\mathcal{R}(r)>0$ there (Fig. 12.5a);
2. $\mathcal{R}(r)$ has a double root in $\left(r_{+},+\infty\right)$, at $r=r_{0}$ say, and $\mathcal{R}(r)>0$ iff $r \in\left(r_{+}, r_{0}\right)$ or $r \in\left(r_{0},+\infty\right)$ (Fig. 12.5b);
3. $\mathcal{R}(r)$ has two simple roots in $\left(r_{+},+\infty\right)$, at $r=r_{1}$ and $r=r_{2}$ say, and $\mathcal{R}(r)>0$ iff $r \in\left(r_{+}, r_{1}\right)$ or $r \in\left(r_{2},+\infty\right)$ (Fig. 12.5c);
4. $\mathcal{R}(r)$ has a unique simple root in $\left(r_{+},+\infty\right)$, at $r=r_{0}$ say; then necessarily $\ell=$ $2 m r_{+} / a, \mathcal{R}\left(r_{+}\right)=0$ and $\mathcal{R}(r)>0$ iff $r \in\left(r_{0},+\infty\right)$ (Fig. 12.5d).

Proof. First, we observe that $\mathcal{R}(r)$ is positive or zero at both ends of $\mathscr{M}_{\mathrm{I}}$. This is clear for the asymptotic flat end since, according to expression (12.25b), $\mathcal{R}(r) \sim r^{4}>0$ when $r \rightarrow+\infty$. At the inner end, namely for $r \rightarrow r_{+}$, we have $\Delta \rightarrow 0$ and expression (12.25a) yields the limit value $\mathcal{R}\left(r_{+}\right)=\left(r_{+}^{2}+a^{2}-a \ell\right)^{2} \geq 0$. Now, as a polynomial of degree four, $\mathcal{R}(r)$ has at most four real roots. Given the above boundary conditions, $\mathcal{R}(r)$ can have a unique simple root in $\left(r_{+},+\infty\right)$ only if $\mathcal{R}\left(r_{+}\right)=0$ (cf. Fig. 12.5d), which occurs for a very specific value of $\ell$, namely $\ell=\left(r_{+}^{2}+a^{2}\right) / a=2 m r_{+} / a$. This is case 4 above. Similarly, the case of three roots in $\left(r_{+},+\infty\right)$, either three simple roots or one double and one simple root, is compatible with the boundary conditions only if $\mathcal{R}\left(r_{+}\right)=0$, i.e. if $r_{+}$is a fourth root of $\mathcal{R}(r)$. But then the four roots of $\mathcal{R}(r)$ would be positive (since $r_{+}>0$ ). Now, since there is no $r^{3}$ term in the expression (12.25b) of $\mathcal{R}(r)$, the sum of the roots of $\mathcal{R}(r)$ is zero, which is impossible with all the roots being positive. Hence there cannot be three roots in $\left(r_{+},+\infty\right)$. The same argument about the zero sum of the roots excludes as well the case of four roots of $\mathcal{R}(r)$ in $\left(r_{+},+\infty\right)$. There remains then the cases of no root at all in $\left(r_{+},+\infty\right)$ (case 1 of the lemma) and that of two roots (cases 2 and 3 ). These three cases are compatible with the boundary conditions and the vanishing of the sum of the roots.

Remark 8: Case 4 of Lemma 12.5 can be seen as the limit $r_{1} \rightarrow r_{+}$of case 3 .
Remark 9: In case 4, $\mathcal{R}\left(r_{+}\right)=0$ occurs for $\Omega_{\mathscr{H}} \ell=1$, where $\Omega_{\mathscr{H}}$ is the black hole rotation velocity, as given by Eq. (10.68). Similarly, $\mathcal{R}\left(r_{-}\right)=0$ for $\Omega_{\text {in }} \ell=1$, where $\Omega_{\text {in }}$ is the rotation velocity of the inner horizon, cf. Eq. (10.70).

Remark 10: The region $\mathscr{M}_{\text {III }}$ shares with $\mathscr{M}_{\text {I }}$ that $\mathcal{R}(r)$ is non-negative at each of its ends: $\mathcal{R}(r) \sim$ $r^{4}>0$ when $r \rightarrow-\infty$ and $\mathcal{R}\left(r_{-}\right)=\left(r_{-}^{2}+a^{2}-a \ell\right)^{2} \geq 0$. However, the argument used to limit the number of roots in $\mathscr{M}_{\text {I }}$ cannot be applied to $\mathscr{M}_{\text {III }}$ because the latter can accommodate for both positive and negative values of $r$ and thus four roots of $\mathcal{R}(r)$ can be located in $\mathscr{M}_{\text {III }}$.

According to the definition given in Sec. 11.2.6, a $r$-turning of a null geodesic $\mathscr{L}$ is a point $p_{0} \in \mathscr{L}$ such that $r_{0}:=r(p)$ is a simple root of $\mathcal{R}(r)$. Lemma 12.5 leads then to:

## Property 12.6: $r$-turning points of null geodesics

A null geodesic in Kerr spacetime has

- at most one $r$-turning point in region $\mathscr{M}_{\mathrm{I}}$;
- no $r$-turning point in region $\mathscr{M}_{\text {II }}$.

Proof. If a geodesic would have two turning points in $\mathscr{M}_{\mathrm{I}}$, this would mean that there exist two simple roots in $\mathscr{M}_{\mathrm{I}}$ and that $\mathcal{R}(r)$ is positive between them (so that the motion is possible there). But this is excluded by Lemma 12.5. In region $\mathscr{M}_{\text {II }}$, we have $\Delta<0$ and Eqs. (12.25a)
and (12.20) show that $\mathcal{R}(r)$ is the sum of two non-negative terms. The only possibility to have $\mathcal{R}(r)=0$ is then that each term vanishes separately: $r^{2}+a^{2}-a \ell=0$ and $q+(\ell-a)^{2}=0$, i.e.

$$
r^{2}=a(\ell-a) \quad \text { and } \quad q=-(\ell-a)^{2} .
$$

The second equation implies $q \leq 0$. The case $q=0$ would lead to $\ell=a$ and $r^{2}=0$, which is impossible in $\mathscr{M}_{\text {II }}$. There remains $q<0$, but according to the results of Sec. 12.2.4, this implies $|\ell|<a$, so that $\ell-a<0$ and the first equation above would yield $r^{2}<0$, which is impossible. There is thus no $r$-turning point in $\mathscr{M}_{\text {II }}$.

Remark 11: That no $r$-turning point can exist in $\mathscr{M}_{\text {II }}$ has been established above by some considerations on $\mathcal{R}(r)$. This property can also be deduced as an immediate consequence of the result (11.95), namely that $r$ must be a strictly decreasing function of $\lambda$ at any point in $\mathscr{M}_{\text {II }}$.

Let us consider case 2 of Lemma 12.5 (double root of $\mathcal{R}(r)$ in $\mathscr{M}_{\mathrm{I}}$ ); it corresponds to two distinct situations regarding the null geodesic $\mathscr{L}$ having $\mathcal{R}(r)$ as radial polynomial. First, $\mathscr{L}$ can lie at a constant value of $r$, which is necessarily the double root $r_{0}$ of $\mathcal{R}(r)$ by virtue of Eq. (12.23b); $\mathscr{L}$ belongs then to the category of the spherical photon orbits, which will be studied in Sec. 12.3. If $r$ is not constant along $\mathscr{L}$, then according to the definition in Sec. 11.3.6, $\mathscr{L}$ has as an asymptotic $r$-value, which is the double root $r_{0}$. Given that $r_{0}$ is the only root of $\mathcal{R}(r)$ in $\left(r_{+},+\infty\right)$, Eq. (12.23b) implies $\mathrm{d} r / \mathrm{d} \lambda \neq 0$ all along $\mathscr{L}$, so that $r(\lambda) \rightarrow r_{0}$ for $\lambda \rightarrow+\infty$ (future asymptotic value) or $\lambda \rightarrow-\infty$ (past asymptotic value). Such a geodesic belong to the category of the critical null geodesics, which will be studied in Sec. 12.4.1.

In view of the above results, we can state:

## Property 12.7: radial behavior of null geodesics

In the region $\mathscr{M}_{\mathrm{I}}$ of Kerr spacetime, any null geodesic $\mathscr{L}$ has one of the following behaviors. For generic values of the constant of motions $(\ell, q)$, the possibilities are:

1. $\mathscr{L}$ arises from the past null infinity of $\mathscr{M}_{\mathrm{I}}, \mathscr{I}^{-}$, has a $r$-turning point, which we may call the periastron, and terminates at the future null infinity of $\mathscr{M}_{\mathrm{I}}, \mathscr{I}^{+}$;
2. $\mathscr{L}$ arises from the past null infinity $\mathscr{I}^{-}$, has $r$ decreasing monotonically and crosses the black hole event horizon $\mathscr{H}$;
3. $\mathscr{L}$ arises from the past event horizon $\mathscr{H}^{-}$separating $\mathscr{M}_{\mathrm{I}}$ from the white hole region $\mathscr{M}_{\mathrm{II}}^{*}$, has $r$ increasing monotonically and terminates at the future null infinity $\mathscr{I}^{+}$;
4. $\mathscr{L}$ arises from the past event horizon $\mathscr{H}^{-}$, has a $r$-turning point, which we may call the apoastron, and crosses the black hole event horizon $\mathscr{H}$;

For some specific values of the constant of motions $(\ell, q)$, forming a 1-dimensional (hence zero-measure) subset of the set of all possible values ${ }^{a}$, the possibilities are:
5. $\mathscr{L}$ evolves at a fixed value of $r$;
6. $\mathscr{L}$ arises from the past null infinity $\mathscr{I}^{-}$and has $r$ decreasing monotonically to a future asymptotic $r$-value at $r_{0}>r_{+}$;
7. $\mathscr{L}$ arises from a past asymptotic $r$-value at $r_{0}>r_{+}$, has $r$ increasing monotonically and terminates at the future null infinity $\mathscr{I}^{+}$;
8. $\mathscr{L}$ arises from a past asymptotic $r$-value at $r_{0}>r_{+}$, has $r$ decreasing monotonically and crosses the black hole event horizon $\mathscr{H}$;
9. $\mathscr{L}$ arises from the past event horizon $\mathscr{H}^{-}$, has $r$ increasing monotonically to a future asymptotic $r$-value at $r_{0}>r_{+}$.

[^110]Case 1 corresponds to a scattering trajectory, leading to the standard phenomenon of deflection of light. The polynomial $\mathcal{R}(r)$ belongs then to case 3 or 4 of Lemma 12.5. Ingoing principal null geodesics belong to case 2 , while the outgoing ones with $E \neq 0$ belong to case 3 (cf. Example 5 below). Both cases 2 and 3 correspond to case 1 of Lemma 12.5 (no root of $\mathcal{R}(r)$ in $\mathscr{M}_{\mathrm{I}}$ ). Cases $5-9$ correspond to case 2 of Lemma 12.5 (double root of $\mathcal{R}(r)$ in $\mathscr{M}_{\mathrm{I}}$ ). Case 5 is that of spherical photon orbits and will be discussed in Sec. 12.3, while cases 6-9 are those of critical null geodesics, to be discussed in Sec. 12.4.1.
Remark 12: The terminology (periastron, apoastron) employed here agrees with that introduced for the Schwarzschild case in Sec. 8.2.4.

Example 5 (principal null geodesics): That the principal null geodesics with $E \neq 0$ belong to cases 2 and 3 above is clear from their value (12.27) for $\mathcal{R}(r): \mathcal{R}(r)=\rho^{4}>0$ in all $\mathscr{M}$, which precludes the existence of any $r$-turning point nor any $r$-asymptotic value along these geodesics.

Remark 13: As a sequel of Remark 10 above, a null geodesic can have two turnings points in region $\mathscr{M}_{\mathrm{III}}$. There can thus exist null geodesics that are trapped between two distinct values of $r$ in $\mathscr{M}_{\mathrm{III}}$.

### 12.3 Spherical photon orbits

In the Schwarzschild case studied in Chap. 8, circular photon orbits at $r=3 \mathrm{~m}$ played a central role in the computation of the black hole shadow and the image of an accretion structure. For the Kerr black hole, a similar role is played by spherical photon orbits. They are also null geodesics evolving at a fixed value of $r$ but, contrary to circular photon orbits of Schwarzschild spacetime, they are not planar in general.

### 12.3.1 Existence of spherical null geodesics

We shall say that a null geodesic $\mathscr{L}$ is spherical or is a spherical photon orbit iff $\mathscr{L}$ lies at a constant value of the coordinate $r, r_{0}$ say. We have already encountered such geodesics, namely the null generators $\mathscr{L}_{(\theta, \psi)}^{\text {out, }, \mathscr{H}}$ and $\mathscr{L}_{(\theta, \psi)}^{\text {out, } \mathscr{H}_{\text {in }}}$ of the two Killing horizons $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$ (cf. Secs. 10.5.3 and 10.8.3). Indeed, they lie at a constant value of $r: r_{0}=r_{+}$for $\mathscr{H}$ and $r_{0}=r_{-}$
for $\mathscr{H}_{\mathrm{in}}$. These spherical orbits have $E=0$ [cf. Eq. (11.25)]. From the results of Sec. 12.2.1, there is no other null geodesic with $E=0$ at constant $r$. Hence we conclude:

## Property 12.8: zero-energy spherical photon orbits

In Kerr spacetime, the only spherical photon orbits with $E=0$ are the null generators of the two Killing horizons $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$.

Remark 1: A spherical photon orbit of Kerr spacetime is an example of what has been called a fundamental photon orbit in a generic stationary and axisymmetric spacetime [130, 131], namely a null geodesic $\mathscr{L}$ of affine parameter $\lambda$ such that (i) $\mathscr{L}$ is restricted a spatially compact region and (ii) there exists $\Lambda \in \mathbb{R}^{+}$such that

$$
\forall \lambda \in \mathbb{R}, \quad \exists \Phi \in \mathbb{R} \times \operatorname{SO}(2), \quad p(\lambda+\Lambda)=\Phi(p(\lambda)),
$$

where $p(\lambda)$ stands for the point of affine parameter $\lambda$ along $\mathscr{L}$ and $\mathbb{R} \times \mathrm{SO}(2)$ is the symmetry group implementing stationarity and axisymmetry. Basically (i) says that $\mathscr{L}$ is a bound orbit and (ii) that $\mathscr{L}$ is periodic, of period $\Lambda$ in terms of $\lambda$, up to some isometry. Note that the definition of a fundamental photon orbit is coordinate-independent. Introducing coordinates $\left(t, x^{1}, x^{2}, \varphi\right)$ adapted to the spacetime symmetries, the requirement (ii) is equivalent to demanding that $x^{1}$ and $x^{2}$ are periodic functions of $\lambda$. In the present case $x^{1}=r$ and $x^{2}=\theta$. For a spherical photon orbit, $r$ is obviously a periodic function of $\lambda$, being a constant function, while we shall see in Sec. 12.3.2 that $\theta$ is indeed a periodic function of $\lambda$.

In the remainder of this section, we focus on spherical photon orbits with $E \neq 0$. We shall then describe these geodesics by the reduced constants of motion $\ell:=L / E$ and $q:=Q / E^{2}$ introduced in Sec. 12.2.2.

For a spherical photon orbit $\mathscr{L}$, the quartic polynomial $\mathcal{R}(r)$ associated to $(\ell, q)$ by Eq. (12.25) must obey

$$
\begin{equation*}
\mathcal{R}\left(r_{0}\right)=0 \quad \text { and } \quad \mathcal{R}^{\prime}\left(r_{0}\right)=0 \tag{12.47}
\end{equation*}
$$

Proof. Since $r=r_{0}$ with $r_{0}$ constant, we have $\mathrm{d} r / \mathrm{d} \lambda^{\prime}=0$ where $\lambda^{\prime}$ is the Mino parameter along $\mathscr{L}$, so that Eq. (12.23b) implies $\mathcal{R}\left(r_{0}\right)=0$. If $\mathcal{R}^{\prime}\left(r_{0}\right) \neq 0$, then $r_{0}$ would correspond to a $r$-turning point of $\mathscr{L}$ (cf. Eq. (11.46)), which would contradict $r$ being constant.

In other words, $r_{0}$ is a double root the polynomial $\mathcal{R}(r)$. A spherical photon orbit in $\mathscr{M}_{\mathrm{I}}$ correspond then to case 2 of Lemma 12.5 and an example of $\mathcal{R}(r)$ is shown for $a=0.95 \mathrm{~m}$ and $r_{0}=2.2 \mathrm{~m}$ in Fig. 12.5b.

In view of expression (12.25a) for $\mathcal{R}(r)$, the system (12.47) is equivalent to

$$
\begin{align*}
& \left(r_{0}^{2}+a^{2}-a \ell\right)^{2}-\tilde{q} \Delta_{0}=0  \tag{12.48a}\\
& 2 r_{0}\left(r_{0}^{2}+a^{2}-a \ell\right)-\tilde{q}\left(r_{0}-m\right)=0, \tag{12.48b}
\end{align*}
$$

where $\Delta_{0}:=r_{0}^{2}-2 m r_{0}+a^{2}$ and $\tilde{q}$ is the reduced Carter constant $\mathscr{K}$ :

$$
\begin{equation*}
\tilde{q}:=\frac{\mathscr{K}}{E^{2}}=q+(\ell-a)^{2}, \tag{12.49}
\end{equation*}
$$

where the second equality follows from relation (11.34) between $\mathscr{K}$ and $Q$. The system (12.48) has 2 equations for 3 unknowns: $\left(r_{0}, \ell, q\right)$. We thus expect a one-parameter family of solutions. It is convenient to consider $r_{0}$ as the parameter and to solve the system (12.48) for $(\ell, q)$. We shall distinguish the case $r_{0}=m$ from $r_{0} \neq m$. If $r_{0}=m$, the system (12.48) reduces to

$$
\left\{\begin{array} { l } 
{ ( m ^ { 2 } + a ^ { 2 } - a \ell ) ^ { 2 } - \tilde { q } ( a ^ { 2 } - m ^ { 2 } ) = 0 } \\
{ m ^ { 2 } + a ^ { 2 } - a \ell = 0 }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
\ell=a+\frac{m^{2}}{a} \\
\tilde{q}=0 \text { or } a=m
\end{array}\right.\right.
$$

Now, $\tilde{q}=0$ is equivalent to $q=-(\ell-a)^{2}=-m^{4} / a^{2}$, which implies $q<0$, which is impossible for $\ell=a+\frac{m^{2}}{a}>a$, due to the property $|\ell|>a \Longrightarrow q \geq 0$ (cf. Sec. 12.2.4). There remains $a=m$, which implies $\ell=2 m$. Hence we conclude

$$
r_{0}=m \Longleftrightarrow\left\{\begin{array}{l}
a=m  \tag{12.50}\\
\ell=2 m
\end{array}\right.
$$

We shall discuss this case further in Sec. 12.4.4, as well as in Chap. 13, which is devoted to the extreme Kerr black hole $(a=m)$. In the remainder of this section, we assume $r_{0} \neq m$. Equation (12.48b) is then equivalent to

$$
\begin{equation*}
\tilde{q}=\frac{2 r_{0}\left(r_{0}^{2}+a^{2}-a \ell\right)}{r_{0}-m} \tag{12.51}
\end{equation*}
$$

Substituting this relation into Eq. (12.48a), we get an equation involving $\ell$ only:

$$
\left(r_{0}^{2}+a^{2}-a \ell\right)\left(r_{0}^{2}+a^{2}-a \ell-\frac{2 r_{0}}{r_{0}-m} \Delta_{0}\right)=0
$$

The two solutions are immediate:

$$
\begin{equation*}
\ell=a+\frac{r_{0}^{2}}{a} \tag{12.52}
\end{equation*}
$$

or

$$
\begin{equation*}
\ell=a+\frac{r_{0}}{a\left(r_{0}-m\right)}\left[r_{0}\left(r_{0}-m\right)-2 \Delta_{0}\right] \tag{12.53}
\end{equation*}
$$

The solution (12.52), once inserted in (12.51) leads to $\tilde{q}=0$, i.e. to $q=-(\ell-a)^{2} \leq 0$. Now, $q<0$ is excluded since Eq. (12.52) implies $|\ell| \geq a$ (cf. Sec. 12.2.4). There remains $q=0$, which yields $\ell=a$. Then Eq. (12.52) leads to $r_{0}=0$. However, according to the results stated in Sec. 12.2.4, $q=0$ and $\ell=a$ imply that the geodesic is confined in the equatorial plane, where $r_{0}=0$ corresponds to the ring singularity. We thus conclude that the solution (12.52) is not permitted. The remains then the solution (12.53). Substituting it into Eq. (12.51), we get

$$
\begin{equation*}
\tilde{q}=\frac{4 r_{0}^{2} \Delta_{0}}{\left(r_{0}-m\right)^{2}} \tag{12.54}
\end{equation*}
$$

so that Eqs. (12.49) and (12.53) yield, after simplifications,

$$
\begin{equation*}
q=\frac{r_{0}^{3}}{a^{2}\left(r_{0}-m\right)^{2}}\left[-r_{0}^{3}+6 m r_{0}^{2}-9 m^{2} r_{0}+4 a^{2} m\right] \tag{12.55}
\end{equation*}
$$



Figure 12.6: Functions $\ell_{\mathrm{c}}\left(r_{0}\right)$ (in red) and $q_{\mathrm{c}}\left(r_{0}\right)$ (in blue) giving the reduced angular momentum and reduced Carter constant of a spherical photon orbit of radius $r_{0}$, according to Eqs. (12.56) and (12.57) and for $a=0.95 \mathrm{~m}$. The right figure is a zoom on the part $-m \leq r_{0} \leq 3 m / 2$. The thick vertical lines mark the two horizons: $\mathscr{H}$ (black) and $\mathscr{H}_{\text {in }}$ (light brown). The horizontal dotted lines mark the boundary of the region $|\ell|<a$, where $q$ can take negative values. Values of $q$ in the grey zone are unphysical, i.e. do not fulfill the conditions (12.58), so that only values of $r_{0}$ for which the blue curve lies above the grey zone correspond to spherical photon orbits. This occurs for $r_{\mathrm{ph}}^{* *} \leq r_{0} \leq r_{\mathrm{ph}}^{*}$ and $r_{\mathrm{ph}}^{+} \leq r_{0} \leq r_{\mathrm{ph}}^{-}$. The thick segments of the $\ell$ and $q$ curves correspond to stable orbits, for which $0 \leq r_{0} \leq r_{\mathrm{ph}}^{\mathrm{ms}}$. [Figure generated by the notebook D.5.11]

Recasting expressions (12.53) and (12.55), we conclude that a spherical photon orbit at $r=$ $r_{0} \neq m$ has a reduced angular momentum $\ell$ and a reduced Carter constant $q$ given by

$$
\begin{gather*}
\ell=\ell_{\mathrm{c}}\left(r_{0}\right):=\frac{r_{0}^{2}\left(3 m-r_{0}\right)-a^{2}\left(r_{0}+m\right)}{a\left(r_{0}-m\right)},  \tag{12.56}\\
q=q_{\mathrm{c}}\left(r_{0}\right):=\frac{r_{0}^{3}}{a^{2}\left(r_{0}-m\right)^{2}}\left[4 a^{2} m-r_{0}\left(r_{0}-3 m\right)^{2}\right] . \tag{12.57}
\end{gather*}
$$

For a solution to exist, the constraint (12.20) must be obeyed; it writes $\tilde{q} \geq 0$. Given expression (12.54) for $\tilde{q}$, we see that it is equivalent $\Delta_{0} \geq 0$. Hence spherical photon orbits do not exist in region $\mathscr{M}_{\text {II }}$ of Kerr spacetime. This is in agreement with the general result (11.95).

Equations (12.56) and (12.57) provide the general solution to the system $\mathcal{R}\left(r_{0}\right)=0$ and $\mathcal{R}^{\prime}\left(r_{0}\right)=0$ [Eq. (12.47)], but not all of them correspond to spherical photon orbits. Indeed, we do not expect spherical photon orbits to exist for any value of $r_{0}$, in particular for $\left|r_{0}\right| \gg m$. Actually, not all values of $q$ given by Eq. (12.57) are permitted, but only those that fulfill the constraints established in Sec. 12.2.4, namely

$$
\begin{align*}
& q \geq 0 \quad \text { if }|\ell| \geq a  \tag{12.58a}\\
& q \geq-(a-|\ell|)^{2} \quad \text { if }|\ell|<a . \tag{12.58b}
\end{align*}
$$

The solutions $\ell$ and $q$ given by Eqs. (12.56)-(12.57) are plotted as functions of $r_{0}$ for $a=0.95 \mathrm{~m}$ in Fig. 12.6, where the region excluded by (12.58) is colored in grey. Consequently spherical photon orbits exist only for values of $r_{0}$ for which the $q$ curve (in blue) lies above the grey region. We see that this occurs in three intervals:

$$
\begin{equation*}
r_{0} \in\left[r_{\mathrm{ph}}^{* *}, 0\right), \quad r_{0} \in\left(0, r_{\mathrm{ph}}^{*}\right] \quad \text { and } \quad r_{0} \in\left[r_{\mathrm{ph}}^{+}, r_{\mathrm{ph}}^{-}\right] \text {, } \tag{12.59}
\end{equation*}
$$

where $r_{\mathrm{ph}}^{*}, r_{\mathrm{ph}}^{+}$and $r_{\mathrm{ph}}^{-}$are the three (ordered) roots distinct from 0 of the equation $q_{\mathrm{c}}\left(r_{0}\right)=$ 0 (boundary for condition (12.58a)) and $r_{\mathrm{ph}}^{* *}$ is the unique root of the equation $q_{\mathrm{c}}\left(r_{0}\right)=$ $-\left(a-\left|\ell_{\mathrm{c}}\left(r_{0}\right)\right|\right)^{2}$ when $\left|\ell_{\mathrm{c}}\left(r_{0}\right)\right|<a$ (boundary for condition (12.58b)). The above reasoning is based on Fig. 12.6, which has been drawn for $a=0.95 \mathrm{~m}$; however the conclusions (12.59) hold for any value of $a$ (see the notebook D.5.11 for figures with $a=0.5 \mathrm{~m}$ or $a=0.998 \mathrm{~m}$ ). We have excluded $r_{0}=0$ in (12.59) because it would yield $\ell=a$ and $q=0$ following Eqs. (12.56)(12.57). But according to the results of Sec. 12.2.4, such an orbit would be confined to the equatorial plane, where $r=0$ is not permitted (the ring singularity!).

Given expression (12.57) for $q$, we see that $r_{\mathrm{ph}}^{*}, r_{\mathrm{ph}}^{+}$and $r_{\mathrm{ph}}^{-}$are the three roots of the cubic equation

$$
\begin{equation*}
r_{0}\left(r_{0}-3 m\right)^{2}-4 a^{2} m=0 . \tag{12.60}
\end{equation*}
$$

We can solve this equation by bringing it to a depressed form in order to use Viète's formulas (8.22). However, we may rely on an already solved equation by noticing the following equivalences:

$$
\begin{aligned}
r_{0}\left(r_{0}-3 m\right)^{2}-4 a^{2} m=0 & \Longleftrightarrow r_{0} \geq 0 \text { and } \sqrt{r_{0}}\left|r_{0}-3 m\right|=2 a \sqrt{m} \\
& \Longleftrightarrow r_{0} \geq 0 \text { and } \sqrt{r_{0}}\left(r_{0}-3 m\right) \pm 2 a \sqrt{m}=0 \\
& \Longleftrightarrow r_{0} \geq 0 \text { and } r_{0}^{3 / 2}-3 m r_{0}^{1 / 2} \pm 2 a \sqrt{m}=0
\end{aligned}
$$

where $\pm$ is + for $r_{0} \leq 3 m$ and - for $r_{0} \geq 3 m$. We recognize the function of $r_{0}$ which appears in the left-hand side of Eq. (11.139). As shown in Sec. 11.5.2, there are three real roots, $r_{\mathrm{ph}}^{*}, r_{\mathrm{ph}}^{+}$ and $r_{\mathrm{ph}}^{-}$, with $r_{\mathrm{ph}}^{*}, r_{\mathrm{ph}}^{+} \leq 3 m( \pm=+)$ and $r_{\mathrm{ph}}^{-} \geq 3 m( \pm=-)$. They are given by Eqs. (11.142) and (11.141):

$$
\begin{equation*}
r_{\mathrm{ph}}^{*}:=4 m \cos ^{2}\left[\frac{1}{3} \arccos \left(-\frac{a}{m}\right)+\frac{4 \pi}{3}\right] . \tag{12.61}
\end{equation*}
$$

$$
\begin{equation*}
r_{\mathrm{ph}}^{ \pm}:=4 m \cos ^{2}\left[\frac{1}{3} \arccos \left(\mp \frac{a}{m}\right)\right] \tag{12.62}
\end{equation*}
$$

As for $r_{\mathrm{ph}}^{* *}$, since $q_{\mathrm{c}}\left(r_{0}\right)=-\left(a-\left|\ell_{\mathrm{c}}\left(r_{0}\right)\right|\right)^{2}$ with $\left|\ell_{\mathrm{c}}\left(r_{0}\right)\right|<a$ occurs in a region where $\ell_{\mathrm{c}}\left(r_{0}\right)<0$ (cf. Fig. 12.6), we get that $r_{\mathrm{ph}}^{* *}$ is a solution of the equation $q_{\mathrm{c}}\left(r_{0}\right)=-\left(a+\ell_{\mathrm{c}}\left(r_{0}\right)\right)^{2}$. Given expressions (12.56) and (12.57) for respectively $\ell_{\mathrm{c}}\left(r_{0}\right)$ and $q_{\mathrm{c}}\left(r_{0}\right)$, we get that $r_{\mathrm{ph}}^{* *}$ is a root of the cubic equation

$$
\begin{equation*}
2 r_{0}^{3}-3 m r_{0}^{2}+a^{2} m=0 \tag{12.63}
\end{equation*}
$$

By the change of variable $r_{0}=: x+m / 2$, we turn this equation into a depressed one:

$$
x^{3}-\frac{3}{4} m^{2} x+\frac{m}{2}\left(a^{2}-\frac{m^{2}}{2}\right)=0
$$

i.e. $x^{3}+p x+q=0$, with $p:=-3 m^{2} / 4$ and $q:=(m / 2)\left(a^{2}-m^{2} / 2\right)$. The discriminant is $-\left(4 p^{3}+27 q^{2}\right)=27 a^{2} m^{2}\left(m^{2}-a^{2}\right) / 4 \geq 0$. The three roots $\left(x_{k}\right)_{k \in\{0,1,2\}}$ are then all real and are given by Viète's formula (8.22). Only the root $x_{1}$ leads to a negative value of $r_{0}$, which is the value we are looking for (cf. Fig. 12.6). Viète's formula (8.22) with $k=1$ yields

$$
x_{1}=m \cos \left[\frac{1}{3} \arccos \left(1-2 \frac{a^{2}}{m^{2}}\right)+\frac{2 \pi}{3}\right]=m \cos \left[\frac{2}{3} \arcsin \left(\frac{a}{m}\right)+\frac{2 \pi}{3}\right],
$$



Figure 12.7: Domain of existence of spherical photon orbits in the ( $a, r_{0}$ ) plane (in green). The boundaries of the domain are the radii $r_{\mathrm{ph}}^{* *}, r_{\mathrm{ph}}^{*}, r_{\mathrm{ph}}^{+}$and $r_{\mathrm{ph}}^{-}$given by Eqs. (12.64), (12.61) and (12.62). The shaded area correspond to stable spherical orbits; its upper boundary (blue curve) is the radius $r_{\mathrm{ph}}^{\mathrm{ms}}$ given by Eq. (12.78). The black curve indicates the black hole horizon $\mathscr{H}$ and the light brown one the inner horizon $\mathscr{H}_{\mathrm{in}}$. [Figure generated by the notebook D.5.11]
from which we obtain

$$
\begin{equation*}
r_{\mathrm{ph}}^{* *}=\frac{m}{2}+m \cos \left[\frac{2}{3} \arcsin \left(\frac{a}{m}\right)+\frac{2 \pi}{3}\right] . \tag{12.64}
\end{equation*}
$$

The four critical radii $r_{\mathrm{ph}}^{* *}, r_{\mathrm{ph}}^{*}, r_{\mathrm{ph}}^{+}$and $r_{\mathrm{ph}}^{-}$are plotted in terms of $a$ in Fig. 12.7. We notice that

$$
\begin{equation*}
-\frac{m}{2} \leq r_{\mathrm{ph}}^{* *} \leq 0 \leq r_{\mathrm{ph}}^{*} \leq r_{-} \leq m \leq r_{+} \leq r_{\mathrm{ph}}^{+} \leq 3 m \leq r_{\mathrm{ph}}^{-} \leq 4 m, \tag{12.65}
\end{equation*}
$$

with the limits (11.143) and (11.144). In addition,

$$
\begin{equation*}
\lim _{a \rightarrow 0} r_{\mathrm{ph}}^{* *}=0 \quad \text { and } \quad \lim _{a \rightarrow m} r_{\mathrm{ph}}^{* *}=-\frac{m}{2} \tag{12.66}
\end{equation*}
$$

As already stressed in Sec. 11.5.2, $r_{\mathrm{ph}}^{*}$ is lower than, but very close to, the inner horizon radius $r_{-}$, with $\max \left(r_{-}-r_{\mathrm{ph}}^{*}\right) \simeq 0.032 \mathrm{~m}$, achieved for $a \simeq 0.9 \mathrm{~m}$. In view of the above inequalities and the ranges (12.59), we conclude:

## Property 12.9: spherical photon orbits with $E \neq 0$

Spherical photon orbits with $E \neq 0$ exist in two regions of Kerr spacetime:

- orbits with $r_{0} \in\left[r_{\mathrm{ph}}^{* *}, 0\right) \cup\left(0, r_{\mathrm{ph}}^{*}\right]$ are located in $\mathscr{M}_{\mathrm{III}}$; we shall call them the inner spherical photon orbits;
- orbits with $r_{0} \in\left[r_{\mathrm{ph}}^{+}, r_{\mathrm{ph}}^{-}\right]$are located in $\mathscr{M}_{\mathrm{I}}$; we shall call them the outer spherical photon orbits.


## Sign of $E$

All $E \neq 0$ spherical photon orbits lie in $\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\text {III }}$. We may then apply the general result (11.67) to them. Since $L=E \ell$, we get $E\left(r_{0}^{2}+a^{2}-a \ell\right)>0$. Hence, using formula (12.56) for $\ell$,

$$
\begin{aligned}
E>0 & \Longleftrightarrow r_{0}^{2}+a^{2}-a \ell>0 \\
& \Longleftrightarrow \frac{r_{0} \Delta_{0}}{r_{0}-m}>0 \\
& \Longleftrightarrow \frac{r_{0}}{r_{0}-m}>0 \\
& \Longleftrightarrow r_{0}>m \text { or } r_{0}<0
\end{aligned}
$$

where the third line follows from $\Delta_{0}>0$ in $\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\text {III }}$. In view of (12.65), we conclude:

## Property 12.10: energy sign of spherical photon orbits

All outer spherical photon orbits have $E>0$, as well as inner spherical photon orbits with $r_{0} \in\left[r_{\mathrm{ph}}^{* *}, 0\right)$, while inner spherical photon orbits with $r_{0} \in\left(0, r_{\mathrm{ph}}^{*}\right]$ have $E<0$.

### 12.3.2 Latitudinal motion

The latitudinal motion of spherical photon orbits is deduced from the general results of Sec. 12.2.4, where geodesics with $\ell=0$ appear as a special case. We thus treat this case first.

## Polar spherical photon orbits

We see on Fig. 12.6 that the reduced conserved angular momentum $\ell$ (red curve) vanishes at two places in the physically allowed range of $r_{0}$, i.e. where the blue curve lies above the grey region: $r_{0}=r_{\mathrm{ph}}^{\mathrm{pol}, \mathrm{in}}$ and $r_{0}=r_{\mathrm{ph}}^{\mathrm{pol}}$ with $r_{\mathrm{ph}}^{* *}<r_{\mathrm{ph}}^{\mathrm{pol}, \text { in }}<0$ and $r_{\mathrm{ph}}^{+}<r_{\mathrm{ph}}^{\mathrm{pol}}<r_{\mathrm{ph}}^{-}$. The value $r_{\mathrm{ph}}^{\mathrm{pol}, \text { in }}$ (resp. $r_{\mathrm{ph}}^{\mathrm{pol}}$ ) corresponds thus to inner (resp. outer) spherical orbits. The results of Sec. 12.2.4 show that these orbits are the only ones that encounter the rotation axis; moreover, they cross it repeatedly. We therefore call them polar spherical photon orbits.

The values of $r_{\mathrm{ph}}^{\mathrm{polin}}$ and $r_{\mathrm{ph}}^{\mathrm{pol}}$ are obtained by solving $\ell_{\mathrm{c}}\left(r_{0}\right)=0$, with $\ell_{\mathrm{c}}\left(r_{0}\right)$ given by Eq. (12.56). We get the cubic equation $r_{0}^{3}-3 m r_{0}^{2}+a^{2} r_{0}+a^{2} m=0$. Setting $r_{0}=: x+m$ reduces it to the depressed cubic $x^{3}+p x+q=0$, with $p:=a^{2}-3 m^{2}$ and $q:=2 m\left(a^{2}-m^{2}\right)$. The discriminant $\Delta=-4 p^{3}-27 q^{2}$ being positive, the solutions are provided by Viète's formulas, Eq. (8.22), with $k=0$ and $k=1\left(k=2\right.$ leads to the third root of $\ell_{\mathrm{c}}\left(r_{0}\right)$ seen on

Fig. 12.6, which lies in the unphysical range of $r_{0}$ - blue curve in the grey region):

$$
\begin{align*}
r_{\mathrm{ph}}^{\mathrm{pol}} & =m+2 \sqrt{m^{2}-\frac{a^{2}}{3}} \cos \left[\frac{1}{3} \arccos \left(\frac{m\left(m^{2}-a^{2}\right)}{\left(m^{2}-a^{2} / 3\right)^{3 / 2}}\right)\right]  \tag{12.67a}\\
r_{\mathrm{ph}}^{\mathrm{pol}, \mathrm{in}} & =m+2 \sqrt{m^{2}-\frac{a^{2}}{3}} \cos \left[\frac{1}{3} \arccos \left(\frac{m\left(m^{2}-a^{2}\right)}{\left(m^{2}-a^{2} / 3\right)^{3 / 2}}\right)+\frac{2 \pi}{3}\right] . \tag{12.67b}
\end{align*}
$$

As a function of $a, r_{\mathrm{ph}}^{\mathrm{pol}}$ decays monotonically from $\lim _{a \rightarrow 0} r_{\mathrm{ph}}^{\mathrm{pol}}=3 m$ to $\lim _{a \rightarrow m} r_{\mathrm{ph}}^{\mathrm{pol}}=$ $(1+\sqrt{2}) m \simeq 2.414214 m$, while $r_{\mathrm{ph}}^{\mathrm{pol}, \text { in }}$ decays monotonically from $\lim _{a \rightarrow 0} r_{\mathrm{ph}}^{\mathrm{pol}, \text { in }}=0$ to $\lim _{a \rightarrow m} r_{\mathrm{ph}}^{\mathrm{pol}, \mathrm{in}}=(1-\sqrt{2}) m \simeq-0.414214 m$.

## Sign of $\ell$ and $L$

For spherical orbits with $\ell \neq 0$, the sign of $\ell$ is deduced from expression (12.56), whose numerator has a sign governed by the position of $r_{0}$ with respect to the roots $r_{\mathrm{ph}}^{\mathrm{pol}, \mathrm{in}}$ and $r_{\mathrm{ph}}^{\mathrm{pol}}$ determined above and whose denominator is positive iff $r_{0}>m$, which occurs only for outer spherical orbits. We get then

## Property 12.11: sign of $\ell$ for spherical photon orbits

- Outer spherical orbits with $r_{0} \in\left[r_{\mathrm{ph}}^{+}, r_{\mathrm{ph}}^{\mathrm{pol}}\right)$ have $\ell>0$;
- outer spherical orbits with $r_{0} \in\left(r_{\mathrm{ph}}^{\mathrm{pol}}, r_{\mathrm{ph}}^{-}\right]$have $\ell<0$;
- inner spherical orbits with $r_{0} \in\left(r_{\mathrm{ph}}^{\mathrm{pol}, \text { in }}, r_{\mathrm{ph}}^{*}\right]$ have $\ell>0$;
- inner spherical orbits with $r_{0} \in\left[r_{\mathrm{ph}}^{* *}, r_{\mathrm{ph}}^{\mathrm{pol}, \text { in }}\right)$ have $\ell<0$.

The sign of $L$ is deduced from that of $\ell=L / E$ by combining with the sign of $E$ obtained in Sec. 12.3.1.

## Latitudinal motion

By applying the results of Sec. 12.2.4, we get

## Property 12.12: latitudinal behavior of spherical photon orbits

- All outer spherical photon orbits with $r_{0} \notin\left\{r_{\mathrm{ph}}^{+}, r_{\mathrm{ph}}^{-}\right\}$and the inner ones with $r_{0} \in\left(0, r_{\mathrm{ph}}^{*}\right)$ have $q>0$ (cf. Fig. 12.6); they therefore cross the equatorial plane. Moreover,
- those with $r_{0}=r_{\mathrm{ph}}^{\mathrm{pol}}$ (outer polar spherical photon orbits) have $\ell=0$ and cross repeatedly the rotation axis and the equatorial plane, with $\theta$ taking all values in the range $[0, \pi]$;
- those with $r_{0} \neq r_{\mathrm{ph}}^{\mathrm{pol}}$ oscillate about the equatorial plane, having two $\theta$-turning points symmetrical about it, at $\theta=\theta_{\mathrm{m}}$ and $\theta=\pi-\theta_{\mathrm{m}}$, with $\theta_{\mathrm{m}}$ given by Eq. (12.41), in which $\ell$ and $q$ are to be considered as the functions (12.56)-(12.57) of $r_{0}$.
- Inner spherical photon orbits with $r_{0} \in\left(r_{\mathrm{ph}}^{* *}, 0\right)$ have $q<0$ (cf. right panel of Fig. 12.6); they are thus vortical and never encounter the equatorial plane. Moreover,
- those with $r_{0}=r_{\mathrm{ph}}^{\mathrm{pol}, \text { in }}$ (inner polar spherical photon orbits) have $\ell=0$ and oscillate about the rotation axis, with a $\theta$-turning point at $\theta=\theta_{\mathrm{v}}$ (Northern hemisphere) or $\theta=\pi-\theta_{\mathrm{v}}$ (Southern hemisphere), where $\theta_{\mathrm{v}}$ is given by Eq. (12.43) in which $q$ is to be considered as the function (12.57) of $r_{\mathrm{ph}}^{\mathrm{polin}}$.
- those with $r_{0} \neq r_{\mathrm{ph}}^{\mathrm{pol}, \text { in }}$ neither encounter the rotation axis nor the equatorial plane, having either $\theta \in\left[\theta_{\mathrm{m}}, \theta_{\mathrm{v}}\right]$ (Northern hemisphere) or $\theta \in\left[\pi-\theta_{\mathrm{v}}, \pi-\theta_{\mathrm{m}}\right]$ (Southern hemisphere), with $\theta_{\mathrm{m}}$ and $\theta_{\mathrm{v}}$ given by Eqs. (12.41) and (12.42), in which $\ell$ and $q$ are to be considered as the functions (12.56)-(12.57) of $r_{0}$.
Spherical photon orbits at $r_{0}=r_{\mathrm{ph}}^{* *}, r_{\mathrm{ph}}^{*}, r_{\mathrm{ph}}^{+}$or $r_{\mathrm{ph}}^{-}$, which have been excluded from the above list, will be discussed in details in Sec. 12.3.3.

In addition, we have

## Property 12.13: periodicity of the $\theta$-motion

For a spherical photon orbit, $\theta$ is either a constant or a periodic function of the affine parameter $\lambda$, the period being

$$
\begin{equation*}
\Lambda_{\theta}=\frac{2}{|E|} \int_{\theta_{\min }}^{\theta_{\max }} \frac{r_{0}^{2}+a^{2} \cos ^{2} \theta}{\sqrt{\tilde{\Theta}(\theta)}} \mathrm{d} \theta \tag{12.68}
\end{equation*}
$$

with $\left(\theta_{\min }, \theta_{\max }\right)=(0, \pi)$ (outer polar orbit), $\left(0, \theta_{\mathrm{v}}\right)$ (Northern inner polar orbit), $\left(\pi-\theta_{\mathrm{v}}, \pi\right)$ (Southern inner polar orbit), $\left(\theta_{\mathrm{m}}, \pi-\theta_{\mathrm{m}}\right)$ (non-polar orbit with $r_{0} \in\left(0, r_{\mathrm{ph}}^{*}\right) \cup\left(r_{\mathrm{ph}}^{+}, r_{\mathrm{ph}}^{-}\right)$), $\left(\theta_{\mathrm{m}}, \theta_{\mathrm{v}}\right)$ (Northern non-polar vortical inner orbit) or $\left(\pi-\theta_{\mathrm{v}}, \pi-\theta_{\mathrm{m}}\right)$ (Southern non-polar vortical inner orbit).

Proof. Switching from the Mino parameter $\lambda^{\prime}$ to the affine parameter $\lambda$ via Eq. (11.49) with $r(\lambda)=r_{0}$, we may rewrite the equation of motion (12.23c) as

$$
\left(\frac{\mathrm{d} \theta}{\mathrm{~d} \lambda}\right)^{2}+\mathcal{V}(\theta)=0, \quad \text { with } \mathcal{V}(\theta):=-\frac{E^{2} \tilde{\Theta}(\theta)}{\left(r_{0}^{2}+a^{2} \cos ^{2} \theta\right)^{2}}
$$

This is the 1-dimensional equation of motion in the potential well $\mathcal{V}$. It is then clear that $\theta(\lambda)$ is a periodic function. The period $\Lambda_{\theta}$ is evaluated by integrating $\mathrm{d} \lambda=\epsilon_{\theta}\left(r_{0}^{2}+a^{2} \cos ^{2} \theta\right)^{2} /(|E| \sqrt{\tilde{\Theta}(\theta)})$ over a "round-trip" to the same values of $\theta$ and $\mathrm{d} \theta / \mathrm{d} \lambda$.


Figure 12.8: Spherical photon orbit at $r_{0}=1.6 \mathrm{~m}$ around a Kerr black hole with $a=0.95 \mathrm{~m}$, depicted in terms of the Cartesian Boyer-Lindquist coordinates $(x, y, z)$ defined by Eq. (11.71) and scaled in units of $m$. The geodesic starts at $\lambda=0$ and $\varphi=0$ in the equatorial plane, in the direction of the Southern hemisphere $(\mathrm{d} \theta / \mathrm{d} \lambda>0)$. The left panel corresponds to $0 \leq \lambda \leq 7.7 \mathrm{~m} / E$, while the right one extends the range to $0 \leq \lambda \leq 70 \mathrm{~m} / E$. The grey sphere is the black hole event horizon. [Figure generated by the notebook D.5.12]

Remark 2: The azimuthal coordinate $\varphi$ is not a periodic function of the affine parameter $\lambda$ in general, nor of the Mino parameter $\lambda^{\prime}$. An exception regards polar spherical geodesics, since setting $\ell=0$ in the equation of motion (12.23d) results in $\mathrm{d} \varphi / \mathrm{d} \lambda^{\prime}=$ const, so that $\varphi$ is a periodic function of $\lambda^{\prime}$ (but still not of $\lambda$ ).

Example 6 (Outer spherical photon orbits): Let us consider a Kerr black hole with $a=0.95 \mathrm{~m}$ (same value as in Fig. 12.6). The event and inner horizon radii are $r_{+}=1.312 \mathrm{~m}$ and $r_{-}=0.688 \mathrm{~m}$ and one has $r_{\mathrm{ph}}^{* *}=-0.478 \mathrm{~m}, r_{\mathrm{ph}}^{*}=0.658 \mathrm{~m}, r_{\mathrm{ph}}^{+}=1.386 \mathrm{~m}$ and $r_{\mathrm{ph}}^{-}=3.955 \mathrm{~m}$. Some outer spherical photon orbits are plotted in Figs. 12.8-12.11 for various values of $r_{0}$ :

- $r_{0}=1.6 \mathrm{~m}$ (Fig. 12.8): this orbit has $\ell=2.171 \mathrm{~m}, q=5.976 \mathrm{~m}^{2}, \theta_{\mathrm{m}}=0.706 \mathrm{rad}$ and $\mathrm{d} \varphi / \mathrm{d} \lambda>0$;
- $r_{0}=2.8 m$ (Fig. 12.9): this orbit has $\ell=-1.089 m, q=26.260 m^{2}$ and $\theta_{\mathrm{m}}=0.206 \mathrm{rad} ; \varphi(\lambda)$ is not a monotonic function (cf. the projection onto the $x y$-plane): $\mathrm{d} \varphi / \mathrm{d} \lambda<0$ almost everywhere, except near the equator, where the Lense-Thirring effect (cf. Sec. 11.3.4) is the strongest ${ }^{2}$ and enforces $\mathrm{d} \varphi / \mathrm{d} \lambda>0$;
- $r_{0}=3 m$ (Fig. 12.10): this orbit has $\ell=-1.9 m, q=27 m^{2}, \theta_{\mathrm{m}}=0.346 \mathrm{rad}$ and $\mathrm{d} \varphi / \mathrm{d} \lambda \leq 0$, with $\mathrm{d} \varphi / \mathrm{d} \lambda=0$ in the equatorial plane, as it can be easily checked by plugging $r=3 m, \theta=\pi / 2$ as well as the above values of $\ell$ and $q$ into Eq. (12.23d); this orbit maximizes the value of $q$ among all spherical photon orbits (cf. Fig. 12.6 and Eq. (12.83) below);
- $r_{0}=3.9 m$ (Fig. 12.11): this orbit has $\ell=-6.574 m, q=3.525 m^{2}, \theta_{\mathrm{m}}=1.290 \mathrm{rad}$ and $\mathrm{d} \varphi / \mathrm{d} \lambda<0$.

The next example is devoted to inner spherical photon orbits. The Cartesian Boyer-Lindquist coordinates $(t, x, y, z)$ are not well suited to depict these orbits, in particular those that have

[^111]

Figure 12.9: Spherical photon orbit at $r_{0}=2.8 \mathrm{~m}$ around a Kerr black hole with $a=0.95 \mathrm{~m}$, depicted in terms of the Cartesian Boyer-Lindquist coordinates ( $x, y, z$ ) defined by Eq. (11.71) and scaled in units of $m$, with the grey sphere representing the black hole event horizon. The right panel depicts the projection of the orbit onto the $x y$-plane (the overlap with the grey area is a mere projection effect, since of course the orbit never crosses the event horizon). The geodesic starts at $\lambda=0$ and $\varphi=0$ in the equatorial plane, in the direction of the Southern hemisphere. The plotted range is $0 \leq \lambda \leq 38 \mathrm{~m} / E$. [Figure generated by the notebook D.5.12]


Figure 12.10: Same as in Fig. 12.9 but for a spherical photon orbit at $r_{0}=3 m$, with $0 \leq \lambda \leq 32 m / E$. [Figure generated by the notebook D.5.12]


Figure 12.11: Same as in Fig. 12.9 but for a spherical photon orbit at $r_{0}=3.9 m$, with $0 \leq \lambda \leq 55 m / E$. [Figure generated by the notebook D.5.12]


Figure 12.12: Marginally stable spherical photon orbit inside a Kerr black hole with $a=0.95 \mathrm{~m}$, depicted in terms of the coordinates $(\hat{x}, \hat{y}, \hat{z})$ defined by Eq. (12.69) and scaled in units of $m$. The geodesic is located at $r_{0}=0.540 \mathrm{~m}$ and starts at $\lambda=0$ and $\varphi=0$ in the equatorial plane, in the direction of the Southern hemisphere $(\mathrm{d} \theta / \mathrm{d} \lambda>0)$. The left panel corresponds to $0 \leq \lambda \leq 3 m /|E|$, while the right one extends the range to $0 \leq \lambda \leq 20, m /|E|$. The orange red circle is the ring singularity and the vertical black line is the rotation axis, with a black dot marking the asymptotic end $r \rightarrow-\infty$. [Figure generated by the notebook D.5.12]
$r<0$. We could use O'Neill exponential coordinates, as in Fig. 12.2. However, we are going to use instead the radial coordinate $\hat{r}$ and the associated Cartesian-type coordinates $(\hat{x}, \hat{y}, \hat{z})$ defined by

$$
\begin{align*}
& \hat{r}:=\frac{1}{2}\left(r+\sqrt{r^{2}+4 m^{2}}\right)  \tag{12.69a}\\
& \hat{x}:=\hat{r} \sin \theta \cos \varphi, \quad \hat{y}:=\hat{r} \sin \theta \sin \varphi, \quad \hat{z}:=\hat{r} \cos \theta . \tag{12.69b}
\end{align*}
$$

As O'Neill coordinates, this brings the whole range $(-\infty,+\infty)$ for $r$ to $(0,+\infty)$ for $\hat{r}$, with $\hat{r} \rightarrow 0$ corresponding to $r \rightarrow-\infty$. Contrary to O'Neill coordinate $\mathrm{e}^{r / m}$, the coordinate $\hat{r}$ does not enlarge too much the region exterior to the black hole, which makes it better suited for plots covering both the black hole interior and exterior, as in Fig. 12.17 below. Note that in $\mathscr{M}_{\mathrm{I}}$, $\hat{r}$ is asymptotically equivalent to $r: \hat{r} \sim r$ as $r \rightarrow+\infty$.


Figure 12.13: Same as in Fig. 12.12 but for a vortical spherical photon orbit at $r_{0}=-0.46 m$, with $0 \leq \lambda \leq$ $20 \mathrm{~m} / E$. Also shown is the Northern vortical circular photon orbit at $r=r_{\mathrm{ph}}^{* *}$ (in light green). [Figure generated by the notebook D.5.12]


Figure 12.14: Reduced angular momentum $\ell$ of the three circular photon orbits in the equatorial plane, as a function of the Kerr spin parameter $a$. [Figure generated by the notebook D.5.11]

Example 7 (Inner spherical photon orbits): We consider the same Kerr spacetime as in Example 6, i.e. $a=0.95 \mathrm{~m}$, but this time, we focus on inner spherical photon orbits:

- $r_{0}=0.540 m$ (Fig. 12.12): this orbit has $\ell=1.539 m, q=0.282 m^{2}, \theta_{\mathrm{m}}=1.173 \mathrm{rad} \mathrm{d} \varphi / \mathrm{d} \lambda>0$, $E<0$ and $L<0$; it is actually a marginally stable photon orbit $\left(r_{0}=r_{\mathrm{ph}}^{\mathrm{ms}}\right)$, as we shall see in Sec. 12.3.4;
- $r_{0}=-0.46 m$ (Fig. 12.13): this orbit has $\ell=-0.176 m, q=-0.461 m^{2}$ (hence it is vortical), $\theta_{\mathrm{m}}=0.282 \mathrm{rad}, \theta_{\mathrm{v}}=0.731 \mathrm{rad}, \mathrm{d} \varphi / \mathrm{d} \lambda<0, E>0$ and $L<0$;
- $r_{0}=-0.478 m=r_{\mathrm{ph}}^{* *}$ (Fig. 12.13, light green curve): this orbit has $\ell=-0.229 m, q=-0.519 m^{2}$ (hence it is vortical), $\theta_{\mathrm{m}}=\theta_{\mathrm{v}}=\theta_{\mathrm{ph}}^{* *}=0.514 \mathrm{rad}, \mathrm{d} \varphi / \mathrm{d} \lambda<0, E>0$ and $L<0$.


### 12.3.3 Circular photon orbits

In any stationary and axisymmetric spacetime, such as the Kerr spacetime, one may define a circular photon orbit as a null geodesic $\mathscr{L}$ whose tangent vector field $\boldsymbol{p}=\mathrm{d} \boldsymbol{x} / \mathrm{d} \lambda$ is a linear combination of the two Killing vectors $\boldsymbol{\xi}$ and $\boldsymbol{\eta}$ generating respectively the stationarity and the axisymmetry, with a non-vanishing component along $\boldsymbol{\eta}$ :

$$
\begin{equation*}
\boldsymbol{p}=\alpha \boldsymbol{\xi}+\beta \boldsymbol{\eta}, \quad \text { with } \beta \neq 0 . \tag{12.70}
\end{equation*}
$$

Note that the above definition is independent from any coordinate system. It is worth to compare Eq. (12.70) with expression (11.171) for the 4 -velocity $\boldsymbol{u}=\mu^{-1} \boldsymbol{p}$ of a circular timelike orbit in the equatorial plane.
Remark 3: Circular photon orbits are sometimes called light rings [130].
In Kerr spacetime, when using coordinates adapted to the spacetime symmetries, such as Boyer-Lindquist coordinates $(t, r, \theta, \varphi)$, one has $\boldsymbol{\xi}=\boldsymbol{\partial}_{t}, \boldsymbol{\eta}=\boldsymbol{\partial}_{\varphi}, \alpha=p^{t}, \beta=p^{\varphi}$ and the definition (12.70) is equivalent to $p^{r}=\mathrm{d} r / \mathrm{d} \lambda=0$ and $p^{\theta}=\mathrm{d} \theta / \mathrm{d} \lambda=0$. It follows immediately that a circular photon orbit is any null geodesic along which both $r$ and $\theta$ are constant. It is thus a spherical photon orbit lying at a constant value of $\theta$.
Remark 4: In Schwarzschild spacetime, the photon circular orbits forming the photon sphere at $r=3 \mathrm{~m}$ (cf. Sec. 8.2.3) do not have $\theta=$ const, except for the orbit in the equatorial plane. However, for a given non-equatorial orbit on the photon sphere, one may use the spherical symmetry of Schwarzschild spacetime to perform a change of coordinates $(\theta, \varphi) \mapsto\left(\theta^{\prime}, \varphi^{\prime}\right)$ such that $\theta^{\prime}=$ const is constant for that orbit. In Kerr spacetime with $a \neq 0$, such "oblique" circular orbits cannot exist due to Lense-Thirring precession.

Example 8: The spherical photon orbits with $E=0$ discussed in Sec. 12.3.1, namely the null generators of the horizons $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$ are circular photon orbits, since they are the outgoing principal null geodesics $\mathscr{L}_{(\theta, \psi)}^{\text {out, } \mathscr{H}}$ and $\mathscr{L}_{(\theta, \psi)}^{\text {out, }} \mathscr{H}_{\text {in }}$, which have $\theta=$ const.

The spherical photon orbits with $r_{0}=r_{\mathrm{ph}}^{*}, r_{\mathrm{ph}}^{+}$and $r_{\mathrm{ph}}^{-}$have $q=0$ and $|\ell|>a$. According to the results of Sec. 12.2.4, they necessary lie in the equatorial plane $\theta=\pi / 2$. They are thus circular. According to expression (12.57) for $q$, they are the only circular orbits in the equatorial plane, because the only other root of $q_{\mathrm{c}}\left(r_{0}\right)=0$ is $r_{0}=0$ (see also Fig. 12.6), which would correspond to the ring singularity. Let us denote by $\ell_{\mathrm{ph}}^{*}, \ell_{\mathrm{ph}}^{+}$and $\ell_{\mathrm{ph}}^{-}$the reduced angular momentum $\ell$ of respectively the circular photon orbit at $r_{\mathrm{ph}}^{*}, r_{\mathrm{ph}}^{+}$and $r_{\mathrm{ph}}^{-}$. These values of $\ell$ are deduced from Eq. (12.56) and are plotted in terms of $a$ in Fig. 12.14. We have $\ell_{\mathrm{ph}}^{*}>0, \ell_{\mathrm{ph}}^{+}>0$ and $\ell_{\mathrm{ph}}^{-}<0$. Moreover,

$$
\begin{equation*}
\lim _{a \rightarrow 0} \ell_{\mathrm{ph}}^{+}=\lim _{a \rightarrow 0}\left|\ell_{\mathrm{ph}}^{-}\right|=3 \sqrt{3} m \simeq 5.196 m, \tag{12.71}
\end{equation*}
$$

in agreement with the Schwarzschild result (8.21), while

$$
\begin{equation*}
\lim _{a \rightarrow m} \ell_{\mathrm{ph}}^{+}=\lim _{a \rightarrow m} \ell_{\mathrm{ph}}^{*}=2 m, \tag{12.72}
\end{equation*}
$$

in agreement with Eq. (12.50), since $\lim _{a \rightarrow m} r_{\mathrm{ph}}^{+}=\lim _{a \rightarrow m} r_{\mathrm{ph}}^{*}=m$.


Figure 12.15: Angle $\theta$ of the Northern vortical circular photon orbit at $r=r_{\mathrm{ph}}^{* *}$ as a function of Kerr spin parameter $a$. [Figure generated by the notebook D.5.11]

The spherical orbits with $r_{0}=r_{\mathrm{ph}}^{* *}$ have $q<0$, i.e. are vortical geodesics. Moreover, they fulfill $q=q_{\min }=-(a-|\ell|)^{2}$. According to the results of Sec. 12.2.4, this corresponds to two orbits at a fixed value of $\theta$, which are symmetrical with respect to the equatorial plane. They lie at $\theta=\theta_{\mathrm{ph}}^{* *}$ (Northern hemisphere) and $\theta=\pi-\theta_{\mathrm{ph}}^{* *}$ (Southern hemisphere), where $\theta_{\mathrm{ph}}^{* *}$ is given by Eq. (12.44), using for $\ell$ the value (12.56) with $r_{0}=r_{\mathrm{ph}}^{* *}$. Since $3 m\left(r_{\mathrm{ph}}^{* *}\right)^{2}=2\left(r_{\mathrm{ph}}^{* *}\right)^{3}+a^{2} m$ by virtue of Eq. (12.63), some simplification occurs and we get

$$
\begin{equation*}
\theta_{\mathrm{ph}}^{* *}=\arcsin \sqrt{\frac{\left|r_{\mathrm{ph}}^{* *}\right|}{m-r_{\mathrm{ph}}^{*}}\left(1-\frac{\left(r_{\mathrm{ph}}^{* *}\right)^{2}}{a^{2}}\right)} . \tag{12.73}
\end{equation*}
$$

$\theta_{\mathrm{ph}}^{* *}$ is an increasing function of $a / m$, plotted in Fig. 12.15. We have $\lim _{a \rightarrow 0} \theta_{\mathrm{ph}}^{* *}=0$ (the rotation axis) and $\lim _{a \rightarrow m} \theta_{\mathrm{ph}}^{* *}=\pi / 6$. Since they occur at a fixed value of $\theta$, the two vortical spherical photon orbits are actually circular. Such an orbit is shown in Fig. 12.13 (light green circle). The reduced angular momentum and Carter constant of these orbits, denoted by $\ell_{\mathrm{ph}}^{* *}$ and $q_{\mathrm{ph}}^{* *}$ respectively, are depicted in terms of $a$ in Fig. 12.16. They tend to zero as $a \rightarrow 0$ and obey

$$
\begin{equation*}
\lim _{a \rightarrow m} \ell_{\mathrm{ph}}^{* *}=-\frac{m}{4} \quad \text { and } \quad \lim _{a \rightarrow m} q_{\mathrm{ph}}^{* *}=-\frac{9}{16} m^{2} \tag{12.74}
\end{equation*}
$$

We may summarize the above results by

## Property 12.14: circular photon orbits in Kerr spacetime

The geodesics at the boundaries of the domain of existence of spherical photon orbits [Eq. (12.59)] are circular orbits:

- the orbit at $(r, \theta)=\left(r_{\mathrm{ph}}^{* *}, \theta_{\mathrm{ph}}^{* *}\right)$ is called the Northern vortical circular photon orbit;
- the orbit at $(r, \theta)=\left(r_{\mathrm{ph}}^{* *}, \pi-\theta_{\mathrm{ph}}^{* *}\right)$ is called the Southern vortical circular photon orbit;


Figure 12.16: Reduced angular momentum $\ell_{\mathrm{ph}}^{* *}$ and reduced Carter constant $q_{\mathrm{ph}}^{* *}$ of the two vortical circular photon orbits at $r=r_{\mathrm{ph}}^{* *}$, as functions of Kerr spin parameter $a$. [Figure generated by the notebook D.5.11]

- the orbit at $(r, \theta)=\left(r_{\mathrm{ph}}^{*}, \pi / 2\right)$ is called the equatorial inner circular photon orbit;
- the orbit at $(r, \theta)=\left(r_{\mathrm{ph}}^{+}, \pi / 2\right)$ is called the prograde outer circular photon orbit;
- the orbit at $(r, \theta)=\left(r_{\mathrm{ph}}^{-}, \pi / 2\right)$ is called the retrograde outer circular photon orbit;

Moreover, there is no other circular photon orbit with $E \neq 0$. The circular photon orbits with $E=0$ are the null generators of the two Killing horizons $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$.

That the orbits listed above are the only $E \neq 0$ circular orbits follows from the fact that all the other $E \neq 0$ spherical photon orbits have either $q>0$ or $q_{\text {min }}<q<0$ (cf. Fig. 12.6), which imply that they have a varying $\theta$ (cf. Sec. 12.2.4).

### 12.3.4 Stability of spherical photon orbits

The radial stability of spherical photon orbits is derived by the same argument as that used in Sec. 11.5.3 for timelike circular orbits: a spherical photon orbit at $r=r_{0}$ is stable iff no geodesic motion with the same values of the conserved quantities $\ell$ and $q$ is possible in the vicinity of $r_{0}$ except for $r=r_{0}$. Given the same value of $(\ell, q)$ imply the same polynomial $\mathcal{R}$ and that a geodesic motion is possible only if $\mathcal{R}(r) \geq 0$ [Eq. (12.46)], the above criteria is equivalent to $\mathcal{R}(r)<0$ for $r$ distinct from $r_{0}$ but close to it. Since $\mathcal{R}\left(r_{0}\right)=0$ and $\mathcal{R}^{\prime}\left(r_{0}\right)=0$ [Eq. (12.47)], this is equivalent to $\mathcal{R}$ having a maximum at $r_{0}$. In other words:

## Property 12.15: stability criterion for spherical photon orbits

$$
\begin{equation*}
\text { The spherical photon orbit of radius } r_{0} \text { is stable } \Longleftrightarrow \mathcal{R}^{\prime \prime}\left(r_{0}\right)<0 \text {. } \tag{12.75}
\end{equation*}
$$

Remark 5: The criterion (11.157) for timelike circular orbits involves $\mathcal{V}^{\prime \prime}\left(r_{0}\right)>0$ simply because
of the minus sign in the definition of $\mathcal{V}$ from $R: \mathcal{V}(r):=-R(r) /\left(\mu^{2} r^{4}\right)$, whereas we have here $\mathcal{R}(r):=R(r) / E^{2}$.

An immediate consequence of Lemma 12.5 is

## Property 12.16: unstability of spherical photon orbits in the black hole exterior

All spherical photon orbits in the black hole exterior are unstable.

Proof. The quartic polynomial $\mathcal{R}(r)$ of spherical photon orbits in $\mathscr{M}_{\mathrm{I}}$ belong to case 2 of Lemma 12.5, which states that $\mathcal{R}(r)>0$ for $r \in\left(r_{+}, r_{0}\right) \cup\left(r_{0},+\infty\right)$, i.e. $r_{0}$ corresponds to a minimum of $\mathcal{R}$ (cf. Fig. 12.5b).

We are however going to see that there exist stable spherical photon orbits in region $\mathscr{M}_{\text {III }}$. From expression (12.25b) for $\mathcal{R}$, we get $\mathcal{R}^{\prime \prime}\left(r_{0}\right)=12 r_{0}^{2}+2\left(a^{2}-\ell^{2}-q\right)$. Substituting the values (12.56) and (12.57) for respectively $\ell$ and $q$ yields

$$
\begin{equation*}
\mathcal{R}^{\prime \prime}\left(r_{0}\right)=\frac{8 r_{0}}{\left(r_{0}-m\right)^{2}}\left[\left(r_{0}-m\right)^{3}+m^{3}\left(1-\frac{a^{2}}{m^{2}}\right)\right] \tag{12.76}
\end{equation*}
$$

Hence the stability criterion (12.75) becomes

$$
\mathcal{R}^{\prime \prime}\left(r_{0}\right)<0 \Longleftrightarrow\left\{\begin{array}{l}
r_{0}<0 \quad \text { and } \quad\left(r_{0}-m\right)^{3}+m^{3}\left(1-\frac{a^{2}}{m^{2}}\right)>0  \tag{12.77}\\
\text { or } \\
r_{0}>0 \quad \text { and } \quad\left(r_{0}-m\right)^{3}+m^{3}\left(1-\frac{a^{2}}{m^{2}}\right)<0
\end{array}\right.
$$

Now

$$
\left(r_{0}-m\right)^{3}+m^{3}\left(1-\frac{a^{2}}{m^{2}}\right)>0 \Longleftrightarrow r_{0}-m>-m\left(1-\frac{a^{2}}{m^{2}}\right)^{1 / 3} \Longleftrightarrow r_{0}>r_{\mathrm{ph}}^{\mathrm{ms}}
$$

where

$$
\begin{equation*}
r_{\mathrm{ph}}^{\mathrm{ms}}:=m\left[1-\left(1-\frac{a^{2}}{m^{2}}\right)^{1 / 3}\right] \tag{12.78}
\end{equation*}
$$

Since obviously $r_{\mathrm{ph}}^{\mathrm{ms}} \geq 0$, we conclude that the first case in (12.77) is excluded and that the second case holds for $0<r_{0}<r_{\mathrm{ph}}^{\mathrm{ms}}$ :

## Property 12.17: stability region for spherical photon orbits

$$
\begin{equation*}
\text { A spherical photon orbit of radius } r_{0} \text { is stable } \Longleftrightarrow 0<r_{0}<r_{\mathrm{ph}}^{\mathrm{ms}} \tag{12.79}
\end{equation*}
$$

The index 'ms' in $r_{\mathrm{ph}}^{\mathrm{ms}}$ stands for marginally stable. $r_{\mathrm{ph}}^{\mathrm{ms}}$ is plotted as a function of $a$ in Fig. 12.7. By comparing the blue solid curve with the green dotted one in that figure, we note that

$$
\begin{equation*}
r_{\mathrm{ph}}^{\mathrm{ms}} \leq r_{\mathrm{ph}}^{*} \tag{12.80}
\end{equation*}
$$

with equality iff $a=m$. We conclude:

## Property 12.18: stability of spherical photon orbits

All spherical photon orbits are unstable with respect to radial perturbations, except for a subclass of inner orbits with negative energy $(E<0)$ : those that have a radius $r_{0} \in\left(0, r_{\mathrm{ph}}^{\mathrm{ms}}\right)$, where $r_{\mathrm{ph}}^{\mathrm{ms}}$ is given by Eq. (12.78). In particular, all spherical photon orbits in $\mathscr{M}_{\mathrm{I}}$ (the black hole exterior) are unstable, as well as all circular photon orbits discussed in Sec. 12.3.3.

That all stable orbits have $E<0$ follows from Property 12.10, given the inequality (12.80).
The stable spherical photon orbits have $q>0$ and $\ell>0$ (cf. right panel of Fig. 12.6). According to the results of Sec. 12.2.4, they thus oscillate symmetrically about the equatorial plane, between two $\theta$-turning points, $\theta_{\mathrm{m}}$ and $\pi-\theta_{\mathrm{m}}$, such that $0<\theta_{\mathrm{m}}<\pi / 2$. In particular, $r_{0}=r_{\mathrm{ms}}$ does not correspond to a unique orbit, but to a 1-parameter family of marginally stable orbits; the parameter can be chosen to be the azimuthal coordinate $\varphi$ at the first value $\theta=\theta_{\mathrm{m}}$ (or $\theta=\pi / 2$ ) after $t=0$. A marginally stable spherical photon orbit is shown in Fig. 12.12.

We have the following property, which appears clearly on Fig. 12.6:

## Property 12.19: characterization of marginally stable spherical photon orbits

Among all inner spherical photon orbits, the marginally stable orbits at $r_{0}=r_{\mathrm{ph}}^{\mathrm{ms}}$ are those for which the reduced angular momentum $\ell$ and reduced Carter constant $q$ are maximal.

Proof. From Eqs. (12.56) and (12.57), we get

$$
\begin{gather*}
\frac{\mathrm{d} q_{\mathrm{c}}}{\mathrm{~d} r_{0}}=-\frac{4 r_{0}^{2}\left(r_{0}-3 m\right)\left[\left(r_{0}-m\right)^{3}+m^{3}\left(1-\frac{a^{2}}{m^{2}}\right)\right]}{a^{2}\left(r_{0}-m\right)^{3}}  \tag{12.81}\\
\frac{\mathrm{~d} \ell_{\mathrm{c}}}{\mathrm{~d} r_{0}}=-2 \frac{\left(r_{0}-m\right)^{3}+m^{3}\left(1-\frac{a^{2}}{m^{2}}\right)}{a\left(r_{0}-m\right)^{2}} \tag{12.82}
\end{gather*}
$$

Since $r_{\mathrm{ph}}^{\mathrm{ms}}$ is the unique real root of $\left(r_{0}-m\right)^{3}+m^{3}\left(1-a^{2} / m^{2}\right)=0$ [cf. Eq. (12.76)], it is clear that the function $\ell_{\mathrm{c}}\left(r_{0}\right)$ has a unique extremum, which is achieved by the marginally stable orbits. From the graph of $\ell_{\mathrm{c}}\left(r_{0}\right)$ shown in Fig. 12.6, we see that this extremum is a maximum. Regarding the function $q_{\mathrm{c}}\left(r_{0}\right)$, the above expression of $\mathrm{d} q_{\mathrm{c}} / \mathrm{d} r_{0}$ leads to two extrema: $r_{0}=r_{\mathrm{ph}}^{\mathrm{ms}}$ and $r_{0}=3 \mathrm{~m}$. The former regards the inner spherical orbits, while the latter regards the outer ones. Again, from the graph shown in Fig. 12.6, it is clear that $r_{0}=r_{\mathrm{ph}}^{\mathrm{ms}}$ realizes a maximum of $q_{\mathrm{c}}$ among all inner spherical orbits.

Remark 6: Another proof can be given by using the same general argument as that employed in Sec. 11.5.3 for showing that the ISCO realizes an extremum of the specific energy and specific angular momentum of timelike circular equatorial orbits (Property 11.32). Indeed, considering $\mathcal{R}$ as a function of $\ell$ and $q$, in addition to $r$, i.e. writing $\mathcal{R}=\mathcal{R}(r, \ell, q)$, the marginal stable orbit obeys

$$
\mathcal{R}\left(r_{0}, \ell_{\mathrm{c}}\left(r_{0}\right), q_{\mathrm{c}}\left(r_{0}\right)\right)=0, \quad \frac{\partial \mathcal{R}}{\partial r}\left(r_{0}, \ell_{\mathrm{c}}\left(r_{0}\right), q_{\mathrm{c}}\left(r_{0}\right)\right)=0, \quad \frac{\partial^{2} \mathcal{R}}{\partial r^{2}}\left(r_{0}, \ell_{\mathrm{c}}\left(r_{0}\right), q_{\mathrm{c}}\left(r_{0}\right)\right)=0 .
$$



Figure 12.17: Trace of the photon region (pale and dark green areas) in a meridional plane $(t, \varphi)=$ const of a Kerr spacetime with $a=0.95 m$ (as in Fig. 12.6). The right panel is a zoom on the inner part of the left one. The meridional plane is described in terms of the coordinates $(\hat{r}, \theta)$ where $\hat{r}:=\left(r+\sqrt{r^{2}+4 m^{2}}\right) / 2$ [cf. Eq. (12.69)]. Some spherical photon orbits are shown as green circular arcs, with the dashed ones representing the polar spherical orbits, i.e. $\ell=0$ orbits. The black (resp. light brown) half-circle at $r=r_{+}$(resp. $r=r_{-}$) is the trace of the outer (resp. inner) Killing horizon. The dotted orange half-circle marks the locus of $r=0$, with the red dot indicating the curvature singularity at $r=0$ and $\theta=\pi / 2$. The ergoregion is shown in grey. The region of stable spherical orbits is colored in dark green, with its boundary at $r=r_{\mathrm{ph}}^{\mathrm{ms}}$ drawn in blue. Green dots mark photon circular orbits: from the left to the right, they are the two vortical circular orbits at $r=r_{\mathrm{ph}}^{* *}$, the equatorial inner circular orbit at $r=r_{\mathrm{ph}}^{*}$, the prograde outer circular orbit at $r=r_{\mathrm{ph}}^{+}$and the retrograde outer circular orbit at $r=r_{\mathrm{ph}}^{-}$. The thin dotted grey half-circle marks $r=r_{\mathrm{ph}}^{* *}$. [Figure generated by the notebook D.5.11]

Deriving the first and second equations with respect to $r_{0}$ and using the third equation, we get a homogeneous linear system for $\left(\mathrm{d} \ell_{\mathrm{c}} / \mathrm{d} r_{0}, \mathrm{~d} q_{\mathrm{c}} / \mathrm{d} r_{0}\right)$, similar to the system (11.169). The unique solution is then $\left(\mathrm{d} \ell_{\mathrm{c}} / \mathrm{d} r_{0}, \mathrm{~d} q_{\mathrm{c}} / \mathrm{d} r_{0}\right)=(0,0)$, yielding the extremum in the functions $\ell_{\mathrm{c}}\left(r_{0}\right)$ and $q_{\mathrm{c}}\left(r_{0}\right)$ at $r_{0}=r_{\mathrm{ph}}^{\mathrm{ms}}$.

Equation (12.81) shows that, in addition to that at $r_{0}=r_{\mathrm{ph}}^{\mathrm{ms}}$, the function $q_{\mathrm{c}}\left(r_{0}\right)$ admits a second extremum at $r_{0}=3 \mathrm{~m}$, i.e. for outer spherical orbits. This extremum is actually a maximum and its value, obtained by setting $r_{0}=3 m$ in Eq. (12.57), turns out to be independent from $a$ :

$$
\begin{equation*}
\max q_{\mathrm{c}}\left(r_{0}\right)=27 m^{2} \tag{12.83}
\end{equation*}
$$

This is the maximum of the reduced Carter constant over all the spherical photon orbits (cf. Fig. 12.6).

### 12.3.5 Photon region

A corollary of the results obtained in Sec. 12.2 .5 is that outside the black hole, i.e. in region $\mathscr{M}_{\mathrm{I}}$, a photon cannot be trapped (i.e. have a limited range of $r$ ) unless it moves on a (unstable) spherical orbit. The part of Kerr spacetime made of points through which a spherical photon orbit can pass is called the photon region or sometimes the photon shell [272]. In terms of the Boyer-Lindquist $r$-coordinate, the photon region lies in the three intervals (12.59). The range of the $\theta$-coordinate has been discussed in Sec. 12.3.2: spherical photon orbits with $r_{0}>0$ oscillate about the equatorial plane with the limiting angle $\theta_{\mathrm{m}}$ given by Eq. (12.41) $\left(\theta_{\mathrm{m}}=\pi / 2\right.$ for the three circular orbits at $r_{0}=r_{\mathrm{ph}}^{*}, r_{0}=r_{\mathrm{ph}}^{+}$and $r_{0}=r_{\mathrm{ph}}^{-}$, which lie in the equatorial plane). On the other side, the inner orbits with $r_{0}<0$ are all vortical, with the limiting angles $\theta_{\mathrm{m}}$ and $\theta_{\mathrm{v}}$ given by Eqs. (12.41) and (12.42). There is no constraint on the Boyer-Lindquist $\varphi$-coordinate: the photon region occupies all the range $[0,2 \pi)$.

The photon region is depicted in Fig. 12.17, which represents a meridional plane $(t, \varphi)=$ const of a Kerr spacetime with $a=0.95 m$ - the same value of $a$ as in Fig. 12.6. Polar spherical photon orbits, at $r_{0}=r_{\mathrm{ph}}^{\mathrm{pol}}$ and $r_{0}=r_{\mathrm{ph}}^{\mathrm{pol}, \mathrm{in}}$ (cf. Sec. 12.3.2), are plotted as dashed green curves. It is graphically clear that they are the only orbits that encounter the rotation axis. We also recover from this figure that, apart from those generating the two horizons $\mathscr{H}_{\text {in }}$ and $\mathscr{H}$, the only circular photon orbits of Kerr spacetime are the five ones considered in Sec. 12.3.3 (the five green dots). We note also that a part of the outer spherical photon orbits lie in the ergoregion. These orbits have however $E>0$, according to the results of the end of Sec. 12.3.1.

Historical note : The prograde and retrograde outer circular photon orbits in the equatorial plane of a Kerr black hole have been found by James M. Bardeen, William H. Press and Saul A. Teukolsky in 1972 [36]. The existence of stable spherical photon orbits under the inner horizon of a Kerr black hole has been shown by Zdeněk Stuchlík in 1981 [416]. The systematic study of spherical photon orbits in the black hole exterior has been performed by Edward Teo in 2003 [425].

### 12.4 Black hole shadow and critical curve

### 12.4.1 Critical null geodesics

As in the Schwarzschild case (Sec. 8.3.2), let us define a critical null geodesic as a null geodesic with $E \neq 0$ that has the same constants of motion $(\ell, q)$ as a spherical photon orbit, but that does not stay at a fixed value of $r$. Equivalently, a critical null geodesic is a null geodesic with varying $r$ and for which the quartic polynomial $\mathcal{R}(r)$ [Eq. (12.25)] admits a double root [Eq. (12.47)].

In Schwarzschild spacetime (Chap. 8), a critical null geodesic was simply any null geodesic with varying $r$ that has $b=|\ell|=3 \sqrt{3} m$. In the Kerr case with $0<a<m$, we have instead a 1-parameter family of critical values: the family $\left(\ell_{\mathrm{c}}\left(r_{0}\right), q_{\mathrm{c}}\left(r_{0}\right)\right)$ given by Eqs. (12.56)-(12.57), the parameter being $r_{0}$. By construction, the polynomial $\mathcal{R}(r)$ of a critical null geodesic $\mathscr{L}$ of parameter ${ }^{3} r_{0}$ has a double root at $r=r_{0}$ [cf. Eq. (12.47)]. More precisely, inserting formula

[^112](12.56) for $\ell$ and formula (12.54) for $\tilde{q}:=q+(\ell-a)^{2}$ into expression (12.25a) for $\mathcal{R}(r)$ leads to
\[

$$
\begin{equation*}
\mathcal{R}(r)=\left(r-r_{0}\right)^{2}\left(r^{2}+2 r_{0} r-\frac{a^{2} q_{\mathrm{c}}\left(r_{0}\right)}{r_{0}^{2}}\right), \tag{12.84}
\end{equation*}
$$

\]

where $q_{\mathrm{c}}\left(r_{0}\right)$ is the function (12.57). This writing of $\mathcal{R}(r)$ clearly exhibits the double root at $r=r_{0}$. As discussed in Sec. 11.3.6 and 12.2.5, a consequence of the double-root behavior is that any critical null geodesic $\mathscr{L}$ of parameter $r_{0}$ has $r_{0}$ as an asymptotic $r$-value, i.e. $r(\lambda) \rightarrow r_{0}$ when $\lambda \rightarrow+\infty$ or $\lambda \rightarrow-\infty$, where $\lambda$ is the affine parameter along $\mathscr{L}$.

Let us consider a critical null geodesic $\mathscr{L}$ of parameter $r_{0}$ that goes through a point $A$ of Boyer-Lindquist coordinates $\left(t_{A}, r_{A}, \theta_{A}, \varphi_{A}\right)$. By plugging (12.84) into the integrated equation of motion (11.55a), we get, at any point of coordinates $(t, r, \theta, \varphi)$ along $\mathscr{L}$,

$$
\begin{equation*}
f_{r_{A}}^{r} \frac{\epsilon_{r} \mathrm{~d} \bar{r}}{\left|\bar{r}-r_{0}\right| \sqrt{\bar{r}^{2}+2 r_{0} \bar{r}-a^{2} q_{\mathrm{c}}\left(r_{0}\right) / r_{0}^{2}}}=f_{\theta_{A}}^{\theta} \frac{\epsilon_{\theta} \mathrm{d} \bar{\theta}}{\sqrt{\tilde{\Theta}(\bar{\theta})}} \tag{12.85}
\end{equation*}
$$

When $r \rightarrow r_{0}$, it is clear that the integral in the left-hand side diverges logarithmically in terms of $\left|r-r_{0}\right|$. The path integral in the right-hand side must therefore diverge as well, which implies that $\mathscr{L}$ has an endless oscillatory $\theta$-motion as $r \rightarrow r_{0}$. Similarly the integrated equation of motion (11.55d) with expression (12.84) for $\mathcal{R}(r)$ becomes

$$
\begin{equation*}
\varphi-\varphi_{\mathrm{em}}=a f_{r_{A}}^{r} \frac{(2 m \bar{r}-a \ell) \epsilon_{r} \mathrm{~d} \bar{r}}{\left|\bar{r}-r_{0}\right|\left(\bar{r}^{2}-2 m \bar{r}+a^{2}\right) \sqrt{\bar{r}^{2}+2 r_{0} \bar{r}-a^{2} q_{\mathrm{c}}\left(r_{0}\right) / r_{0}^{2}}}+\ell f_{\theta_{A}}^{\theta} \frac{\epsilon_{\theta} \mathrm{d} \bar{\theta}}{\sin ^{2} \bar{\theta} \sqrt{\tilde{\Theta}(\bar{\theta})}} . \tag{12.86}
\end{equation*}
$$

Again, the first integral diverges when $r \rightarrow r_{0}$. The second one, which is a path integral on $\theta$, diverges as well because the path integral in the right-hand side of Eq. (12.85) diverges. From expression (12.56) for $\ell$ it can be checked that $2 m r_{0}-a \ell>0$ in the allowed range of $r_{0}$ (i.e. in the range (12.59), where spherical orbits exist). Given that $\epsilon_{r} \mathrm{~d} \bar{r}>0$ and $\epsilon_{\theta} \mathrm{d} \bar{\theta}>0$, we conclude that the integral on $r$ and the path integral on $\theta$ both tend to $+\infty$ when $r \rightarrow r_{0}$. If $\ell \geq 0$, we get then immediately $\varphi \rightarrow+\infty$ when $r \rightarrow r_{0}$. If $\ell<0$, the two diverging terms in the right-hand side of Eq. (12.86) have opposite signs. Disregarding some unexpected subtle compensation, one term (in practice the second one) dominates over the other one, so that we conclude that, whatever the sign of $\ell$,

$$
\begin{equation*}
\varphi \rightarrow \pm \infty \quad \text { when } \quad r \rightarrow r_{0} \tag{12.87}
\end{equation*}
$$

We may summarize the above results as follows:

## Property 12.20: radial motion of critical null geodesics

A critical null geodesic $\mathscr{L}$ of parameter $r_{0}$ has $r_{0}$ as an asymptotic $r$-value, either in the future $\left(r(\lambda) \rightarrow r_{0}\right.$ when $\left.\lambda \rightarrow+\infty\right)$ or in the past $\left(r(\lambda) \rightarrow r_{0}\right.$ when $\left.\lambda \rightarrow-\infty\right)$, $\lambda$ being the (future-directed) affine parameter of $\mathscr{L}$. In particular, $\mathscr{L}$ never crosses the sphere $r=r_{0}$. Moreover $\mathscr{L}$ is winding endlessly on the sphere $r=r_{0}$ when either $\lambda \rightarrow+\infty$ or $\lambda \rightarrow-\infty$,


Figure 12.18: Critical null geodesic of parameter $r_{0}=2.2 \mathrm{~m}$ in a Kerr spacetime with $a=0.95 \mathrm{~m}$, depicted in terms of the Cartesian Boyer-Lindquist coordinates $(x, y, z)$ [Eq. (11.71)]. This geodesic has $\ell=0.863 \mathrm{~m}$, $q=18.042 \mathrm{~m}^{2}$ and is emitted at $\lambda=0$ from the point of Boyer-Lindquist coordinates $(r, \theta, \varphi)=(40 \mathrm{~m}, \pi / 2,0)$ $\Longleftrightarrow(x, y, z)=(40 m, 0,0)$, towards the black hole $\left(\epsilon_{r}=-1\right)$. The drawing is interrupted at $\lambda=80 \mathrm{~m} / E$. The grey sphere is the black hole event horizon at $r=r_{+}=1.312 \mathrm{~m}$. [Figure generated by the notebook D.5.13]
mimicking there the behavior of a spherical photon orbit.

Example 9: Figure 12.18 shows a critical null geodesic emitted from the equatorial plane at a large distance from the black hole (the emission point is not shown on the figure that is truncated at $r \sim 10 \mathrm{~m}$ ). We note the winding around the sphere $r=r_{0}=2.2 \mathrm{~m}$, in the same fashion as a spherical photon orbit (compare with Figs. 12.8 and 12.9).

### 12.4.2 Critical curve and black hole shadow

In this section, we focus on null geodesics emitted in the black hole exterior, i.e. in region $\mathscr{M}_{\mathrm{I}}$, having in mind the formation of images on the screen of a distant observer. As in the Schwarzschild case studied in Chap. 8, the family of critical null geodesics separates the null geodesics emitted far from the black hole between those that can escape to infinity and those that fall into the black hole. More precisely, according to Lemma 12.5, this family separates null geodesics whose quartic polynomial $\mathscr{R}$ has no root in $\mathscr{M}_{\mathrm{I}}$ from those for which $\mathscr{R}$ has a double root in $\mathscr{M}_{\mathrm{I}}$. It follows that the family of critical null geodesics separates null geodesics that have a $r$-turning point in $\mathscr{M}_{\mathrm{I}}$ from those that do not have any, given that a null geodesic has at most one $r$-turning point in $\mathscr{M}_{\text {I }}$ (cf. Sec. 12.2.5). This is illustrated by the following example.

Example 10: Figure 12.19 depicts two null geodesics initially very close to a critical one. They are emitted at the same point as the critical geodesic considered in Example 9 and with parameters close to critical: the same reduced Carter constant $q$ and values of the reduced angular momentum $\ell$ almost equal to the critical one, $\ell_{\mathrm{c}}\left(r_{0}\right)$, up to a relative difference of $10^{-4}$. The geodesic $\mathscr{L}_{1}$ (green curve) has $\ell=1.0001 \ell_{\mathrm{c}}\left(r_{0}\right)$; it performs a few turns onto (actually very close to) the sphere $\mathscr{S}_{0}$ of coordinate radius $r_{0}=2.2 \mathrm{~m}$ and eventually depart to infinity; this means that $\mathscr{L}_{1}$ has a $r$-turning point, somewhere


Figure 12.19: Two null geodesics with constants of motion $(\ell, q)$ close to those of a critical null geodesic, $\left(\ell_{\mathrm{c}}\left(r_{0}\right), q_{\mathrm{c}}\left(r_{0}\right)\right)$ [Eqs. (12.56)-(12.57)]. Here, as in Fig. 12.18, $r_{0}=2.2 \mathrm{~m}$ and $a=0.95 \mathrm{~m}$. The two geodesics depart from the same point at $(x, y, z)=(40 m, 0,0)$ (outside the scope of the figure) as the critical null geodesic shown in Fig. 12.18. Both geodesics have $q=q_{\mathrm{c}}\left(r_{0}\right)$, but the green one has $\ell=1.0001 \ell_{\mathrm{c}}\left(r_{0}\right)$ while the orange one has $\ell=0.9999 \ell_{\mathrm{c}}\left(r_{0}\right)$. [Figure generated by the notebook D.5.13]
close to $\mathscr{S}_{0}$. The geodesic $\mathscr{L}_{2}$ (orange curve) has $\ell=0.9999 \ell_{\mathrm{c}}\left(r_{0}\right)$; it is graphically indistinguishable from $\mathscr{L}_{1}$ until a full turn onto $\mathscr{S}_{0}$ (this is best seen in the interactive 3D view in the online notebook D.5.13), it then clearly departs from it and eventually terminates into the black hole. Hence $\mathscr{L}_{2}$ has no $r$-turning point.

Let us consider an asymptotic inertial observer $\mathscr{O}$ (cf. Sec. 10.7.5), i.e. a static observer located at Boyer-Lindquist coordinates $\left(t, r_{\mathscr{O}}, \theta_{\mathscr{O}}, \varphi_{\mathscr{O}}\right)$, where $\left(r_{\mathscr{O}}, \theta_{\mathscr{O}}, \varphi_{\mathscr{O}}\right)$ are constant and $r_{\sigma} \gg m$. As in the Schwarzschild case (Sec. 8.5.4), the concept of black hole shadow is defined by considering an emitting large sphere $\mathscr{S}$ of constant Boyer-Lindquist coordinate $r_{\mathscr{S}}$ that encompasses both the black hole and observer $\mathscr{O}$; this means that $r_{\mathscr{S}}>r_{\mathscr{O}}$. In a more astrophysical setting, one could image $\mathscr{S}$ as being made of many far-away light sources. We assume that $\mathscr{O}$ is equipped with a screen in the direction of the black hole, in the same set up as described in Sec. 12.2.3 (cf. Fig. 12.4). Given the relative position of $\mathscr{O}$, the black hole and the emitting sphere $\mathscr{S}$, any photon emitted from $\mathscr{S}$ that reaches $\mathscr{O}$ 's screen has necessarily a point of minimal approach to the black hole, i.e. the associated null geodesic has necessarily a $r$-turning point between $\mathscr{S}$ and $\mathscr{O}$. Reciprocally, any null geodesic that impacts $\mathscr{O}$ 's screen and has no $r$-turning point in its past cannot have emerged from $\mathscr{S}$ and therefore results in a black dot on the screen. According to the above discussion, the boundary of the black area on $\mathscr{O}$ 's screen is made by the impact points of critical null geodesics and is called the critical curve [214, 215]; we shall denote it by $\mathscr{C}$. The black area itself is called the black hole shadow. It is called so essentially because if the black hole were not present, it would not exist and $\mathscr{O}$ 's screen would be uniformly bright.
Remark 1: The concept of black hole shadow is rather academic, since it requires the sources of light
to be far from the black hole and to surround it, as well as the observer, from any direction. On the contrary, astrophysical black holes are illuminated by close sources (e.g. an accretion disk) and we shall see in Sec. 12.5 that the black area on astronomical images has little resemblance with the shadow defined above. On the other hand, the critical curve has a true observational significance, as we shall discuss in Sec. 12.5, and is definitely worth to study.

In what follows, we shall assume that the observer $\mathscr{O}$ in not located on the black hole rotation axis, i.e. $\theta_{\mathscr{O}} \notin\{0, \pi\}$, leaving the special case $\theta_{\mathscr{O}}=0$ or $\pi$ to Sec. 12.4.3. Then $\sin \theta_{\mathscr{O}} \neq 0$ and we have seen in Sec. 12.2.3 that the impact point of a null geodesic $\mathscr{L}$ on $\mathscr{O}$ 's screen, measured by the screen angular coordinates $(\alpha, \beta)$, is related to the reduced angular momentum $\ell$ and reduced Carter constant $q$ of $\mathscr{L}$ by formulas (12.32). Given the above definition, the critical curve $\mathscr{C}$ is obtained by using for $(\ell, q)$ in (12.32) the critical values $\left(\ell_{\mathrm{c}}\left(r_{0}\right), q_{\mathrm{c}}\left(r_{0}\right)\right)$ given by Eqs. (12.56)-(12.57):

$$
\begin{align*}
& \alpha=-\frac{\ell_{\mathrm{c}}\left(r_{0}\right)}{r_{\overparen{O}} \sin \theta_{\mathscr{O}}}  \tag{12.88a}\\
& \beta=\frac{\epsilon_{\theta}}{r_{\overparen{O}}} \sqrt{q_{\mathrm{c}}\left(r_{0}\right)+\cos ^{2} \theta_{\mathscr{O}}\left(a^{2}-\frac{\ell_{\mathrm{c}}\left(r_{0}\right)^{2}}{\sin ^{2} \theta_{\overparen{O}}}\right)} . \tag{12.88b}
\end{align*}
$$

This provides the equation of $\mathscr{C}$ in parametric form, the parameter being $r_{0}$ - the radius of the spherical orbits that have the same value of $(\ell, q)$ as the critical null geodesic that impacts $\mathscr{O}$ 's screen at the point $(\alpha, \beta)$. Let us recall that $(\alpha, \beta)$ are angular coordinates and are therefore dimensionless (cf. Sec. 12.2.3). The range of $r_{0}$ for spherical orbits in the black hole exterior is $r_{\mathrm{ph}}^{+} \leq r_{0} \leq r_{\mathrm{ph}}^{-}$[Eq. (12.59)], with $r_{\mathrm{ph}}^{+}$and $r_{\mathrm{ph}}^{-}$given by Eq. (12.62). The corresponding range of $\ell=\ell_{\mathrm{c}}\left(r_{0}\right)$ is then $\ell_{\mathrm{c}}\left(r_{\mathrm{ph}}^{-}\right) \leq \ell \leq \ell_{\mathrm{c}}\left(r_{\mathrm{ph}}^{+}\right)$(cf. the red curve in Fig. 12.6) and the corresponding range of $q=q_{\mathrm{c}}\left(r_{0}\right)$ is $0 \leq q \leq 27 m^{2}$ [cf. Eq. (12.83)]. However, not all these values of ( $\ell, q$ ) are allowed, since in order for the corresponding geodesic to reach $\mathscr{O}$, they have to obey the constraint (12.29):

$$
\begin{equation*}
\left(q_{\mathrm{c}}\left(r_{0}\right)+a^{2} \cos ^{2} \theta_{\mathscr{O}}\right) \sin ^{2} \theta_{\mathscr{O}}-\ell_{\mathrm{c}}\left(r_{0}\right)^{2} \cos ^{2} \theta_{\mathscr{O}} \geq 0 \tag{12.89}
\end{equation*}
$$

Except for $\theta_{\mathscr{O}}=\pi / 2$ (observer in the equatorial plane), this constraint limits the range of $r_{0}$ to a subinterval $\left[r_{0}^{\min }, r_{0}^{\max }\right]$ of $\left[r_{\mathrm{ph}}^{+}, r_{\mathrm{ph}}^{-}\right]$. We note that the radius $r_{\mathrm{ph}}^{\mathrm{pol}}$ of polar spherical photon orbits, as given by Eq. (12.67a), lies necessarily in that subinterval; indeed by definition $\ell_{\mathrm{c}}\left(r_{\mathrm{ph}}^{\mathrm{pol}}\right)=0$, which ensures that the constraint (12.89) is fulfilled for $r_{0}=r_{\mathrm{ph}}^{\mathrm{pol}}$, whatever the value of $\theta_{0}$.

The critical curve $\mathscr{C}$ in the observer's screen is obtained by first solving Eq. (12.89) with equality in the sign $\geq$ to determine $r_{0}^{\min }$ and $r_{0}^{\max }$. Then, the upper half of $\mathscr{C}$ is computed by means of formulas (12.88) with $\epsilon_{\theta}=+1$ and $r_{0}$ ranging in $\left[r_{0}^{\min }, r_{0}^{\max }\right]$. The lower half is obtained similarly, but with $\epsilon_{\theta}=-1$ in Eq. (12.88b), so that it is the symmetric of the upper half with respect to the $\alpha$-axis.

The result of the computation is shown in Fig. 12.20 for a Kerr black hole with $a=0.95 \mathrm{~m}$ and various inclination angles of observer $\mathscr{O}$. For $\theta_{\mathscr{O}}=\pi / 2$ the parameter $r_{0}$ of the critical null geodesics forming $\mathscr{C}$ spans the full interval $\left[r_{\mathrm{ph}}^{+}, r_{\mathrm{ph}}^{-}\right] \simeq[1.386 \mathrm{~m}, 3.955 \mathrm{~m}]$. For $\theta_{\mathscr{O}}=\pi / 6$, the range is restricted to $\left[r_{0}^{\min }, r_{0}^{\max }\right] \simeq[1.768 \mathrm{~m}, 3.237 \mathrm{~m}]$, while for $\theta_{\mathscr{O}}=0$ (to be discussed


Figure 12.20: Shadow of a Kerr black hole of mass $m$ and spin parameter $a=0.95 m$ on the screen of an asymptotic inertial observer $\mathscr{O}$ located at $r=r_{\mathscr{O}}$ and $\theta=\theta_{\mathscr{O}}$, for three values of $\theta_{\mathscr{O}}: \theta_{\mathscr{O}}=\pi / 2(\mathscr{O}$ in the equatorial plane; upper panel), $\theta_{\mathscr{O}}=\pi / 6$ (lower left) and $\theta_{\mathscr{O}}=0(\mathscr{O}$ on the rotation axis; lower right). The screen is spanned by the angular coordinates $(\alpha, \beta)$, rescaled by the inverse of the factor $m / r_{\mathscr{O}}$, whose values for some astrophysical black holes can be found in Table 12.1. The shadow is bounded by the critical curve $\mathscr{C}$, which is depicted with colors indicating the range of the parameter $r_{0}$ of the critical null geodesics forming it. [Figure generated by the notebook D.5.14]

|  | Sgr A $^{*}$ | M87 $^{*}$ | M31* | Cyg X-1 |
| :--- | :---: | :---: | :---: | :---: |
| $m\left[M_{\odot}\right]$ | $4.110^{6}$ | $6.210^{9}$ | $1.510^{8}$ | 15 |
| $r_{\mathscr{O}}[\mathrm{kpc}]$ | 8.12 | $1.6710^{4}$ | $7.610^{2}$ | 1.86 |
| $m / r_{\mathscr{O}}$ | $2.410^{-11}$ | $1.810^{-11}$ | $9.410^{-12}$ | $3.910^{-16}$ |
| $m / r_{\mathscr{O}}[\mu \mathrm{as}]$ | 5.0 | 3.7 | 1.9 | $8.010^{-5}$ |

Table 12.1: Scale factor $m / r_{\mathscr{O}}$ for various astrophysical black holes: the supermassive black hole at the center of our galaxy, Sagittarius A* (data taken from Table A. 1 of Ref. [3]), the supermassive black hole M87* in the nucleus of the galaxy Messier 87 (data from Refs. [194, 5]; see also Appendix I and Table 9 of Ref. [7]), the supermassive black hole M31* in the nucleus of the Andromeda Galaxy (Messier 31) (data from Ref. [47]) and the stellar black hole Cygnus X-1 (data from Refs. [353, 383, 205]). The last line gives $m / r_{\mathscr{O}}$ in microarcseconds ( $1 \mu$ as $=4.84810^{-12} \mathrm{rad}$ ).
in Sec. 12.4.3), $r_{0}$ can take only one value: $r_{0}=r_{\mathrm{ph}}^{\mathrm{pol}} \simeq 2.493 m$. At a fixed value of $a / m$, the black hole shadow depends on $m$ and $r_{\mathscr{O}}$ only through the dimensionless ratio $m / r_{\mathscr{O}}$, which sets the global scale of the shadow. Accordingly, in Fig. 12.20, the screen angular coordinates $(\alpha, \beta)$ have been rescaled by $\left(m / r_{\overparen{O}}\right)^{-1}$. Values of $m / r_{\overparen{O}}$ for some astrophysical black holes are provided in Table 12.1; the observer's radial coordinate $r_{\mathscr{O}}$ is then nothing but the distance of the black hole to the Earth. These values of $\mathrm{m} / \mathrm{r}_{\mathscr{O}}$ are tiny, being at most $2.410^{-11}=5.0 \mu$ as (microarcseconds; $1 \mu$ as $=4.84810^{-12} \mathrm{rad}$ ) for the (known) black hole of largest apparent size as seen from Earth, Sgr A*. Given that the diameter of the shadow is $\sim 10$ in the scale $m / r_{\theta}$ used in Fig. 12.20, this means that the angular size of $\operatorname{Sgr} \mathrm{A}^{*}$ shadow as seen from Earth is only $\sim 50 \mu$ as. Such a small value ${ }^{4}$ has entered recently in the realm of observational astronomy, with the advent of the Event Horizon Telescope [5, 459], whose angular resolution is of order $20 \mu$ as. We also note from Table 12.1 that the size of the shadow of a stellar-mass black hole in our galaxy, such as Cygnus X-1, is even more tiny, by a factor $10^{-5}$, which makes the shadow of this kind of black holes out of reach by the current technology.

The main feature that appears in Fig. 12.20 is that for $\theta_{\mathscr{O}}=\pi / 6$ and even more for $\theta_{\mathscr{O}}=\pi / 2$, the shadow is shifted to the right and its left edge is flattened, as compared to the shadow for $\theta_{\mathscr{O}}=0$ (or $\pi$ ). This can be understood by noticing that the critical null geodesics forming the left edge arise form regions of smaller $r_{0}$ than those on the right edge (cf. the color code). For instance, the left critical null geodesic at $\beta=0$ has $\alpha<0$ and $\ell>0$ (cf. the minus sign in Eq. (12.88a)) and arises from the prograde outer circular photon orbit lying at $r_{0}=r_{\mathrm{ph}}^{+}$in the equatorial plane (cf. Sec. 12.3.3), while the right one at $\beta=0$ has $\alpha>0$ and $\ell<0$ and arises from the retrograde outer circular photon orbit at $r_{0}=r_{\mathrm{ph}}^{-}$. That prograde (resp. retrograde) geodesics impact the screen on the left (resp. right) side is easily recovered by remembering that the $\beta$-axis $(\alpha=0)$ coincides with the orthogonal projection of the black hole's spin onto the observer's screen, with the spin being oriented upward.
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Figure 12.21: Angular radius $R_{\text {shad }}$ of the (circular) critical curve of a Kerr black hole as seen by an asymptotic inertial observer located at $r=r_{\mathscr{O}}$ on the black hole's rotation axis, as a function of the Kerr spin parameter $a$ [Eq. (12.90)]. $R_{\text {shad }}$ is given in units of $m / r_{\mathscr{O}}$ (cf. Table 12.1). [Figure generated by the notebook D.5.14]

### 12.4.3 Shadow for an observer on the rotation axis

As stressed in Sec. 12.2.3, if $\theta_{\mathscr{O}} \in\{0, \pi\}$, the screen angular coordinates $(\alpha, \beta)$ can no longer be defined from the orthonormal frame $\left(\boldsymbol{e}_{(\theta)}, \boldsymbol{e}_{(\varphi)}\right)$ associated with the Boyer-Lindquist coordinates $(\theta, \varphi)$. In this case, we pick an arbitrary orthonormal frame $\left(\boldsymbol{e}_{(\alpha)}, \boldsymbol{e}_{(\beta)}\right)$ in the screen plane to define $(\alpha, \beta)$. Due to the axisymmetry of spacetime, when $\mathscr{O}$ lies on the rotation axis, the black hole shadow is symmetric by any rotation around the screen's center. It is therefore necessarily a disk. Its boundary, the critical curve $\mathscr{C}$, is then a circle. A critical null geodesic impacting the screen on $\mathscr{C}$ has necessarily $\ell=0$ [Eq. (12.36)]. It follows that the parameter $r_{0}$ can take only a single value: $r_{0}=r_{\text {ph }}^{\mathrm{pol}}$, which is given by Eq. (12.67a). The radius of $\mathscr{C}$ is then given by Eq. (12.37), with $q=q_{\mathrm{c}}\left(r_{\mathrm{ph}}^{\mathrm{pol}}\right)$ :

$$
\alpha^{2}+\beta^{2}=\frac{1}{r_{\overparen{O}}^{2}}\left(q_{\mathrm{c}}\left(r_{\mathrm{ph}}^{\mathrm{pol}}\right)+a^{2}\right) .
$$

Given expression (12.57) of the function $q_{\mathrm{c}}$ and the fact that $r_{\mathrm{ph}}^{\mathrm{pol}}$ obeys $\left(r_{\mathrm{ph}}^{\mathrm{pol}}\right)^{4}\left(r_{\mathrm{ph}}^{\mathrm{pol}}-3 m\right)^{2}=$ $a^{4}\left(r_{\mathrm{ph}}^{\mathrm{pol}}+m\right)^{2}$, as a solution of $\ell_{\mathrm{c}}\left(r_{0}\right)=0$, we get

$$
\begin{equation*}
R_{\text {shad }}:=\sqrt{\alpha^{2}+\beta^{2}}=2 \frac{m}{r_{\mathscr{O}}} \sqrt{\frac{r_{\mathrm{ph}}^{\mathrm{pol}}}{m}} \frac{\sqrt{\left(r_{\mathrm{ph}}^{\mathrm{pol}}\right)^{2}-a^{2}}}{r_{\mathrm{ph}}^{\mathrm{pol}}-m} \quad \quad\left(\theta_{\mathscr{O}}=0 \text { or } \theta_{\mathscr{O}}=\pi\right) \tag{12.90}
\end{equation*}
$$

where $r_{\mathrm{ph}}^{\mathrm{pol}}$ is the function (12.67a) of $(m, a)$ and the scale factor $m / r_{\overparen{O}}$ is given for some astrophysical black holes in Table 12.1.

Example 11: An example of shadow seen from the rotation axis is shown in the lower right panel of Fig. 12.20. The Kerr spin parameter is $a=0.95 \mathrm{~m}$, for which formula (12.67a) yields $r_{\mathrm{ph}}^{\mathrm{pol}} \simeq 2.493 \mathrm{~m}$, so that Eq. (12.90) results in $R_{\text {shad }} \simeq 4.875 \mathrm{~m} / r_{\mathscr{O}}$. We note that the critical curve $\mathscr{C}$ is depicted in the
same color (green) as the part of the critical curve in the other panels that crosses the $\beta$-axis, which is expected since the critical null geodesics that reach the screen along that axis have $\ell=0$ and thus the same parameter $r_{0}=r_{\mathrm{ph}}^{\mathrm{pol}}$ as all the critical null geodesics forming $\mathscr{C}$ for $\theta_{\mathscr{O}}=0$ or $\pi$.

The shadow radius $R_{\text {shad }}$ is a decreasing function of $a$, which is depicted in Fig. 12.21. Note that its variation range is pretty limited, since the limits $\lim _{a \rightarrow 0} r_{\mathrm{ph}}^{\mathrm{pol}}=3 m$ and $\lim _{a \rightarrow m} r_{\mathrm{ph}}^{\mathrm{pol}}=$ $(\sqrt{2}+1) m$ (cf. Sec. 12.3.2) yield respectively

$$
\begin{equation*}
\lim _{a \rightarrow 0} R_{\text {shad }}=3 \sqrt{3} \frac{m}{r_{\overparen{O}}} \simeq 5.196 \frac{m}{r_{\overparen{O}}} \quad \text { and } \quad \lim _{a \rightarrow m} R_{\text {shad }}=2(\sqrt{2}+1) \frac{m}{r_{\overparen{O}}} \simeq 4.828 \frac{\mathrm{~m}}{r_{\overparen{O}}} . \tag{12.91}
\end{equation*}
$$

The value for $a=m$ is thus only $7 \%$ lower than the value for $a=0$.
Remark 2: The limit $a \rightarrow 0$ is in agreement with the result for the shadow of a Schwarzschild black hole obtained in Sec. 8.5.4.

### 12.4.4 Shadow of an extremal Kerr black hole

The case $a=m$ corresponds to the extremal Kerr black hole, which will be studied in Chap. 13. However, we shall discuss its shadow and critical curve here, by taking some appropriate limits. For $a=m$, formulas (12.56)-(12.57) for $\ell_{\mathrm{c}}\left(r_{0}\right)$ and $q_{\mathrm{c}}\left(r_{0}\right)$ simplify significantly:

$$
\begin{align*}
\ell_{\mathrm{c}}\left(r_{0}\right)=-\frac{r_{0}^{2}}{m}+2 r_{0}+m & (a=m)  \tag{12.92}\\
q_{\mathrm{c}}\left(r_{0}\right)=\frac{r_{0}^{3}}{m^{2}}\left(4 m-r_{0}\right) & (a=m) . \tag{12.93}
\end{align*}
$$

Substituting these values into the system (12.88) leads to the screen angular coordinates determining the critical curve $\mathscr{C}$ of an extremal Kerr black hole:

$$
\begin{align*}
& \alpha=\frac{\left(r_{0}-m\right)^{2}-2 m^{2}}{m r_{\mathscr{O}} \sin \theta_{\mathscr{O}}}  \tag{12.94a}\\
& \beta=\frac{\epsilon_{\theta}}{m r_{\mathscr{O}} \sin \theta_{\mathscr{O}}} \sqrt{r_{0}^{3}\left(4 m-r_{0}\right)-m^{2} \cos ^{2} \theta_{\mathscr{O}}\left[2 r_{0}\left(r_{0}+2 m\right)+m^{2} \cos ^{2} \theta_{\mathscr{O}}\right]} . \tag{12.94b}
\end{align*}
$$

Besides, Eq. (12.62) yields

$$
\begin{equation*}
r_{\mathrm{ph}}^{+}=m \quad \text { and } \quad r_{\mathrm{ph}}^{-}=4 m \quad(a=m) . \tag{12.95}
\end{equation*}
$$

The range of $r_{0}$ is determined by $r_{\mathrm{ph}}^{+} \leq r_{0} \leq r_{\mathrm{ph}}^{-}$and $\tilde{\Theta}\left(\theta_{\mathscr{O}}\right) \geq 0$. The last condition is equivalent to demanding that the quantity under the square root in expression (12.94b) for $\beta$ is non-negative. This leads ${ }^{5}$ to some interval $\left[r_{\text {min }}, r_{\text {max }}\right] \subset\left[r_{\mathrm{ph}}^{+}, r_{\mathrm{ph}}^{-}\right]$. As in the case $a<m$ treated above, we have $r_{\max } \leq r_{\mathrm{ph}}^{-}$with $r_{\max }=r_{\mathrm{ph}}^{-} \Longleftrightarrow \theta_{\mathscr{O}}=\pi / 2$. However, $r_{\min }$ behaves

[^114]differently. As we going to see, $r_{\min }=r_{\mathrm{ph}}^{+}(=m)$ for a finite-width interval of values of $\theta_{0}$ around $\pi / 2$ and not only for $\pi / 2$. To see this, let us start by noticing that expression (12.93) results in $q_{\mathrm{c}}\left(r_{\mathrm{ph}}^{-}\right)=0$, while $q_{\mathrm{c}}\left(r_{\mathrm{ph}}^{+}\right)=3 m^{2} \neq 0$. This last result seems to contradict the fact that $r_{\mathrm{ph}}^{+}$has been obtained in Sec. 12.3.1 by searching for the zeros of $q_{\mathrm{c}}$. However, the generic expression (12.57) for $q_{\mathrm{c}}$ has a factor $\left(r_{0}-m\right)^{2}$ in its denominator, so that taking the limits $a \rightarrow m$ and $r_{0} \rightarrow r_{\mathrm{ph}}^{+}=m$ yields the indeterminate form " $0 / 0$ ". As a consequence of $q_{\mathrm{c}}\left(r_{\mathrm{ph}}^{+}\right) \neq 0$, one has $\beta \neq 0$ for $r_{0}=r_{\mathrm{ph}}^{+}=m$ and $\left|\theta_{\mathscr{O}}-\pi / 2\right|$ sufficiently small. This implies that $r_{\text {min }}=m$ for a finite range of values of $\theta_{\mathscr{O}}$ around $\pi / 2$. More precisely, according to (12.94), the screen coordinates for $r_{0}=r_{\mathrm{ph}}^{+}=m$ are
\[

$$
\begin{align*}
\left.\alpha\right|_{r_{0}=m} & =-2 \frac{m}{r_{\mathscr{O}} \sin \theta_{\mathscr{O}}}  \tag{12.96a}\\
\left.\beta\right|_{r_{0}=m} & =\frac{\epsilon_{\theta} m}{r_{\overparen{O}} \sin \theta_{\mathscr{O}}} \sqrt{3-6 \cos ^{2} \theta_{\mathscr{O}}-\cos ^{4} \theta_{\mathscr{O}}} . \tag{12.96b}
\end{align*}
$$
\]

In particular, for $\theta_{\mathscr{O}}=\pi / 2$ (observer $\mathscr{O}$ in the equatorial plane), we get

$$
\begin{equation*}
\left.\alpha\right|_{r_{0}=m}=-2 \frac{m}{r_{\Theta}} \quad \text { and }\left.\quad \beta\right|_{r_{0}=m}=\epsilon_{\theta} \sqrt{3} \frac{m}{r_{\Theta}} \quad\left(\theta_{\Theta}=\frac{\pi}{2}\right) . \tag{12.97}
\end{equation*}
$$

Equation (12.96b) shows that, for $\epsilon_{\theta}=+1,\left.\beta\right|_{r_{0}=m}>0 \Longleftrightarrow \theta_{\text {crit }}<\theta_{\mathscr{O}}<\pi-\theta_{\text {crit }}$, where $\theta_{\text {crit }}$ is such that $\cos ^{2} \theta_{\text {crit }}$ is the positive root of the quadratic polynomial $-x^{2}-6 x+3=0$. We get $\cos ^{2} \theta_{\text {crit }}=2 \sqrt{3}-3$, from which $\sin ^{2} \theta_{\text {crit }}=4-2 \sqrt{3}=(\sqrt{3}-1)^{2}$, hence

$$
\begin{equation*}
\theta_{\text {crit }}=\arcsin (\sqrt{3}-1) \simeq 0.8213 \mathrm{rad} \simeq 47.06^{\circ} . \tag{12.98}
\end{equation*}
$$

For $\theta_{\mathscr{O}}=\theta_{\text {crit }}$ or $\pi-\theta_{\text {crit }}$, we have exactly $\left.\beta\right|_{r_{0}=m}=0$, while for $\theta_{\mathscr{O}}<\theta_{\text {crit }}$ or $\theta_{\mathscr{O}}>\pi-\theta_{\text {crit }}$, $\left.\beta\right|_{r_{0}=m}$ is imaginary. This means that for $\theta_{\text {crit }} \leq \theta_{\mathscr{O}} \leq \pi-\theta_{\text {crit }}$, the range of the parameter $r_{0}$ is [ $m, r_{\max }$ ], while for for $\theta_{\mathscr{O}}<\theta_{\text {crit }}$ or $\theta_{\mathscr{O}}>\pi-\theta_{\text {crit }}$, the range is $\left[r_{\min }, r_{\text {max }}\right.$ ] with $r_{\min }>m$, as for the case $\theta_{\mathscr{O}} \neq \pi / 2$ of the shadows with $a<m$ discussed in Sec. 12.4.2. In this last case, the critical curve is a smooth curve with $\left.\beta\right|_{r_{0}=r_{\min }}=0$ (in addition to $\left.\beta\right|_{r_{0}=r_{\max }}=0$, which always holds).

Let us focus on the first case, i.e. $\theta_{\text {crit }} \leq \theta_{\mathscr{O}} \leq \pi-\theta_{\text {crit }}$. The parametric curve defined by the system (12.94) terminates at $r_{0}=m$ on the two points given by Eq. (12.96), or Eq. (12.97) in the particular case $\theta_{\mathscr{O}}=\pi / 2$ (one point for $\epsilon_{\theta}=+1$, and the other one for $\epsilon_{\theta}=-1$ ). For $\theta_{\text {crit }}<\theta_{\mathscr{O}}<\pi-\theta_{\text {crit }}$, one has $\beta \neq 0$ at these two points, so that the curve is not closed, as one can see on Fig. 12.22 (drawn for $\theta_{\mathscr{O}}=\pi / 2$ ). One may be puzzled by this feature: the shadow boundary has to be closed! We are thus missing some critical null geodesics to complete the boundary. It is easy to find the missing ones as soon as we remember that in the special case $a=m$, we had found an extra family of spherical photon orbits in Sec. 12.3.1: those given by Eq. (12.50), namely the spherical photon orbits at $r_{0}=m$ that have $\ell=2 m$. Obviously, this family cannot be parameterized by $r_{0}$; on the other hand, the reduced Carter constant $q$ is a valid parameter. Since $q$ is not constrained by Eq. (12.50), it can take all values in the range $[0,+\infty)$. Note that $q<0$ is not permitted here since $\ell=2 m>a$ [cf. property (12.38)]. However, not any value of $q$ corresponds to a spherical photon orbit associated with a critical null geodesic that reaches the asymptotic inertial observer $\mathscr{O}$. Indeed, $q$ must give birth to a


Figure 12.22: Part of the critical curve of an extremal Kerr black hole $(a=m)$ in the screen of an asymptotic inertial observer $\mathscr{O}$ in the equatorial plane $\left(\theta_{\mathscr{O}}=\pi / 2\right)$, as defined by the parametric equations (12.94), with $r_{0} \in[m, 4 m]$. The two endpoints are achieved at $r_{0}=m$ and are given by Eq. (12.97): $(\bar{\alpha}, \bar{\beta})=(-2, \pm \sqrt{3}) \simeq$ $(-2, \pm 1.732)$, where $\bar{\alpha}:=\alpha r_{\mathscr{O}} / m$ and $\bar{\beta}:=\beta r_{\mathscr{O}} / m$. [Figure generated by the notebook D.5.14]
radial polynomial $\mathcal{R}(r)$ positive for all $r>m$, so that the radial motion is possible between the spherical orbit at $r_{0}=m$ and the observer [condition (12.46)]. Specializing expression (12.25) for $\mathcal{R}(r)$ to $a=m$ and $\ell=2 m$, we get

$$
\begin{equation*}
\mathcal{R}(r)=(r-m)^{2}\left(r^{2}+2 m r-q\right) . \tag{12.99}
\end{equation*}
$$

$r=m$ appears as a double root of $\mathcal{R}$, which confirms that we are dealing with spherical photon orbits at $r_{0}=m$. There are two other roots, which depend on $q$ :

$$
\begin{equation*}
r_{q}^{ \pm}= \pm \sqrt{m^{2}+q}-m \tag{12.100}
\end{equation*}
$$

Since $q \geq 0$, we have $r_{q}^{+} \geq 0$ and $r_{q}^{-} \leq-2 m$. It is then clear (cf. Fig. 12.23) that

$$
\begin{equation*}
(\forall r \in(m,+\infty), \quad \mathcal{R}(r)>0) \Longleftrightarrow r_{q}^{+} \leq m . \tag{12.101}
\end{equation*}
$$

The critical value is $r_{q}^{+}=m$, which correspond to $q=3 m^{2}$ (red curve in Fig. 12.23). $r=m$ is then a triple root of $\mathcal{R}: q=3 m^{2} \Longrightarrow \mathcal{R}(r)=(r-m)^{3}(r+3 m)$. Since $r_{q}^{+}$is an increasing function of $q$, we conclude:

## Property 12.21

For $a=m$, a critical null geodesic of constants of motion $(\ell, q)$ can reach the asymptotic region $r \gg m$ from the vicinity of a spherical photon orbit at $r_{0}=m$ iff

$$
\begin{equation*}
\ell=2 m \quad \text { and } \quad 0 \leq q \leq 3 m^{2} . \tag{12.102}
\end{equation*}
$$

Furthermore, such a critical null geodesic can reach the asymptotic inertial observer $\mathscr{O}$, who is located at $\theta=\theta_{\mathscr{O}}$, only if the $\tilde{\Theta}$ function associated with $(\ell, q)$ obeys $\tilde{\Theta}\left(\theta_{\mathscr{O}}\right) \geq 0$. Setting


Figure 12.23: Radial polynomial $\mathcal{R}(r)$ for $a=m, \ell=2 m$ and three values of $q$. All the polynomials have a double root at $r=m$ and the dots mark the root $r_{q}^{+}$[Eq. (12.100)], the fourth root $r_{q}^{-} \leq-2 m$ being out of the figure's scope. The dotted horizontal lines indicate the range of $r$ where a null geodesic motion to the asymptotic inertial observer is possible. [Figure generated by the notebook D.5.14]
$a=m$ and $\ell=2 m$ into expression (12.26) for $\tilde{\Theta}$, we get the criterion

$$
\begin{equation*}
q \geq \frac{3+\cos ^{2} \theta_{\mathscr{O}}}{\tan ^{2} \theta_{\mathscr{O}}} m^{2} \tag{12.103}
\end{equation*}
$$

The screen angular coordinates corresponding to the critical null geodesic are obtained by plugging the above values of $\ell$ and $q$, as well as $a=m$, into formulas (12.32):

$$
\begin{align*}
\alpha & =-\frac{2 m}{r_{\overparen{O}} \sin \theta_{\mathscr{O}}}  \tag{12.104a}\\
\beta & =\frac{\epsilon_{\theta} m}{r_{\mathscr{O}} \sin \theta_{\mathscr{O}}} \sqrt{\frac{q}{m^{2}} \sin ^{2} \theta_{\mathscr{O}}-\cos ^{2} \theta_{\mathscr{O}}\left(3+\cos ^{2} \theta_{\mathscr{O}}\right)}, \quad \frac{3+\cos ^{2} \theta_{\mathscr{O}}}{\tan ^{2} \theta_{\mathscr{O}}} \leq \frac{q}{m^{2}} \leq 3 . \tag{12.104b}
\end{align*}
$$

The system (12.104) defines a curve parameterized by $q$, with the range of $q$ obtained by combining (12.102) and (12.103). For $\mathscr{O}$ in the equatorial plane $\left(\theta_{\mathscr{O}}=\pi / 2\right)$, this parametric equation simplifies to

$$
\begin{equation*}
\alpha=-2 \frac{m}{r_{\overparen{O}}} \quad \text { and } \quad \beta=\epsilon_{\theta} \frac{m}{r_{\mathscr{O}}} \sqrt{\frac{q}{m^{2}}}, \quad 0 \leq \frac{q}{m^{2}} \leq 3 \quad\left(\theta_{\mathscr{O}}=\frac{\pi}{2}\right) . \tag{12.105}
\end{equation*}
$$

In all cases, the curve (12.104) is actually a segment of a vertical straight line on $\mathscr{O}$ 's screen, since it has $\alpha=$ const. Following Ref. [218], we shall call this segment the NHEK line, NHEK standing for Near-Horizon Extremal Kerr, given that spherical photon orbits with $r_{0}$ close to $m$ are located in the near-horizon region, which we shall study in details in Sec. 13.4. The key feature is that the end points of the NHEK line, which are obtained for $q / m^{2}=3$, are exactly the two points defined by Eq. (12.96), i.e. the end points of the curve parameterized by $r_{0}$ (cf. Fig. 12.22). By adding the NHEK line, we are thus closing the boundary of the black hole shadow! The result is shown in Fig. 12.24, where the NHEK line is drawn in maroon on the left edge of the plots for $\theta_{\mathscr{O}}=\pi / 2$ and $\theta_{\mathscr{O}}=\pi / 3>\theta_{\text {crit. }}$.


Figure 12.24: Critical curve $\mathscr{C}$ (colored curve) and shadow (grey area) of an extremal Kerr black hole on the screen of an asymptotic inertial observer $\mathscr{O}$ located at $r=r_{\mathscr{O}}$ and $\theta=\theta_{\mathscr{O}}$, for three values of $\theta_{\mathscr{O}}: \theta_{\mathscr{O}}=\pi / 2$ ( $\mathscr{O}$ in the equatorial plane; upper panel), $\theta_{\mathscr{O}}=\pi / 3$ (lower left) and $\theta_{\mathscr{O}}=\theta_{\text {crit }}=\arcsin (\sqrt{3}-1) \simeq 0.821$ [Eq. (12.98)]. The NHEK line (plotted in maroon) is present in the first two images, while it is vanishing in the third one (marginal case), since there is no NHEK line in $\mathscr{C}$ for $\theta<\theta_{\text {crit }}$ or $\theta>\pi-\theta_{\text {crit }}$. As in Fig. 12.20, the color code corresponds to some selected ranges for the parameter $r_{0}$ of the critical null geodesics forming $\mathscr{C}$. [Figure generated by the notebook D.5.14]

## Cardioid shape

As seen from Fig. 12.24, the departure of the critical curve $\mathscr{C}$ from a perfect circle is maximal when the observer lies in the equatorial plane, i.e. when $\theta_{\mathscr{O}}=\pi / 2$. The critical curve is often said to have a $D$-shape (from the letter D ). It is interesting that this shape corresponds actually to a simple mathematical curve: the convex hull of a cardioid [175]. Indeed, for $\theta_{\mathscr{O}}=\pi / 2$, equations (12.94), which govern the part of $\mathscr{C}$ parameterized by $r_{0}$, simplify to

$$
\begin{align*}
& \alpha=\frac{\left(r_{0}-m\right)^{2}-2 m^{2}}{m r_{\theta}}  \tag{12.106a}\\
& \beta=\frac{\epsilon_{\theta}}{m r_{\theta}} r_{0} \sqrt{r_{0}\left(4 m-r_{0}\right)} . \tag{12.106b}
\end{align*}
$$

Let us then extract $r_{0}$ from Eq. (12.106a):

$$
r_{0}=m\left(1+\sqrt{2+\frac{r_{\theta}}{m} \alpha}\right)
$$

and substitute it into the square of Eq. (12.106b); we get (using $\epsilon_{\theta}^{2}=1$ )

$$
\begin{equation*}
\beta^{2}=\frac{m^{2}}{r_{\overparen{O}}^{2}}\left(1+\sqrt{2+\frac{r_{\overparen{O}}}{m} \alpha}\right)^{3}\left(3-\sqrt{2+\frac{r_{\overparen{O}}}{m} \alpha}\right) . \tag{12.107}
\end{equation*}
$$

At this stage, it is worth to introduce explicitly the rescaled angular coordinates used in Figs. 12.22 and 12.24:

$$
\begin{equation*}
\bar{\alpha}:=\frac{r_{\mathscr{O}}}{m} \alpha \quad \text { and } \quad \bar{\beta}:=\frac{r_{\mathscr{O}}}{m} \beta . \tag{12.108}
\end{equation*}
$$

Then, by expanding its right-hand side, we can rewrite Eq. (12.107) as

$$
\begin{equation*}
\bar{\beta}^{2}=-\bar{\alpha}^{2}+2 \bar{\alpha}+8 \sqrt{\bar{\alpha}+2}+11 \tag{12.109}
\end{equation*}
$$

Let us introduce new screen coordinates $(\hat{\alpha}, \hat{\beta})$ by shifting the origin to $(\bar{\alpha}, \bar{\beta})=(-1,0)$ :

$$
\begin{equation*}
\hat{\alpha}:=\bar{\alpha}+1 \quad \text { and } \quad \hat{\beta}:=\bar{\beta} . \tag{12.110}
\end{equation*}
$$

We can then recast Eq. (12.109) as

$$
\begin{equation*}
\hat{\alpha}^{2}+\hat{\beta}^{2}-4 \hat{\alpha}=8(\sqrt{\hat{\alpha}+1}+1) \tag{12.111}
\end{equation*}
$$

The square of this expression is $\left(\hat{\alpha}^{2}+\hat{\beta}^{2}-4 \hat{\alpha}\right)^{2}=64(\hat{\alpha}+2 \sqrt{\hat{\alpha}+1}+2)$. Using Eq. (12.111) to get rid of the square root, we obtain

$$
\begin{equation*}
\left(\hat{\alpha}^{2}+\hat{\beta}^{2}-4 \hat{\alpha}\right)^{2}=16\left(\hat{\alpha}^{2}+\hat{\beta}^{2}\right) . \tag{12.112}
\end{equation*}
$$

The reader may have recognized the Cartesian equation of a cardioid. To put it in a more familiar form, let us introduce the polar coordinates $(\rho, \phi)$ defined by $\rho^{2}:=\hat{\alpha}^{2}+\hat{\beta}^{2}, \cos \phi:=\hat{\alpha} / \rho$ and $\sin \phi:=\hat{\beta} / \rho$. Then Eq. (12.112) becomes $\left(\rho^{2}-4 \rho \cos \phi\right)^{2}=16 \rho^{2}$, which is equivalent to


Figure 12.25: Cardioid defined by the polar equation $\rho=4(1+\cos \phi)$ (dotted blue curve) and critical curve of an extremal Kerr black hole seen from the equatorial plane (red curve). The screen coordinates $(\bar{\alpha}, \bar{\beta})$ are defined by Eq. (12.108), while $(\rho, \phi)$ are polar coordinates around the point $(\bar{\alpha}, \bar{\beta})=(-1,0)$, i.e. $\rho:=\sqrt{(\bar{\alpha}+1)^{2}+\bar{\beta}^{2}}$ and $\sin \phi:=\bar{\beta} / \rho$. [Figure generated by the notebook D.5.14]
$(\rho-4 \cos \phi)^{2}=16$, i.e. to $\rho= \pm 4+4 \cos \phi$. Given that $\rho \geq 0$, the $\pm$ sign must be + , so that we end up with

$$
\begin{equation*}
\rho=4(1+\cos \phi) . \tag{12.113}
\end{equation*}
$$

We recognize the polar equation of a cardioid, generated by a circle of radius 2 rolling around a circle of the same radius and centered at $(\hat{\alpha}, \hat{\beta})=(2,0) \Longleftrightarrow(\bar{\alpha}, \bar{\beta})=(1,0)$.

As it is clear from the starting point of the above calculation, the cardioid corresponds only to the part of the critical curve parameterized by $r_{0}$, i.e. the part depicted in Fig. 12.22. It does not reproduce the NHEK line. Actually, adding the NHEK line results in the convex hull of the cardioid, as shown in Fig. 12.25.

Remark 3: It is amusing to note that the cardioid is involved in two optical phenomena of very distinct origin: in classical optics, it appears as the caustic generated by reflection of light on a circular material, such as a bowl or a coffee cup, and at the same time, it delineates the shadow of some black holes of general relativity.

Remark 4: For $\theta_{\mathscr{O}} \neq \pi / 2$, the critical curve $\mathscr{C}$ of the extremal Kerr black hole is no longer a cardioid. It is however still a quartic algebraic curve, i.e. $(\bar{\alpha}, \bar{\beta})$ obey an algebraic equation of degree 4 , as in Eq. (12.112). Moreover, $\mathscr{C}$ is a classical elementary curve, namely a Cartesian oval, also known as oval of Descartes, as shown in Ref. [217]. More precisely, $\mathscr{C}$ is exactly such an oval for $\theta_{\mathscr{O}} \leq \theta_{\text {crit }}$ or $\theta_{\mathscr{O}} \geq \pi-\theta_{\text {crit. }}$. For $\theta_{\text {crit }}<\theta_{\mathscr{O}}<\pi-\theta_{\text {crit }}$, i.e. when the NHEK line is present, $\mathscr{C}$ is the convex hull of a Cartesian oval.

### 12.4.5 Comparing the critical curves at fixed inclination

From an observational point of view, it may happen that the inclination angle $\theta_{\mathscr{O}}$ is known, as we shall see for M87* in Sec. 12.5.3. Figure 12.26 compares then the critical curves at a fixed


Figure 12.26: Critical curves for different values of $a$ at fixed observer's inclination angle: $\theta_{\mathscr{O}}=\pi / 2$ (top panel), $\theta_{\mathscr{O}}=\pi / 6$ (lower left panel) and $\theta_{\mathscr{O}}=0$ (lower right panel). [Figure generated by the notebook D.5.14]
value of $\theta_{\mathscr{O}}$ for various values of the black hole spin parameter $a$. For $\theta_{\mathscr{O}}=0$, we recover the feature found in Sec. 12.4.3, namely that the critical curve depends very weakly on the spin.

Historical note : The critical curve of a Kerr black hole has been computed first by James M. Bardeen in 1972 [32] (cf. the historical note on p. 271), in the form of the parametric system (12.88). He wrote: The rim of the "black hole" corresponds to photon trajectories which are marginally trapped by the black hole; they spiral around many times before they reach the observer. It is conceptually interesting, if not astrophysically very important, to calculate the precise apparent shape of the black hole. Fifty years later, with the first image from the Event Horizon Telescope [5, 459], this has become astrophysically important! For $a=m$ and $\theta_{\mathscr{O}}=\pi / 2$, Bardeen derived the system (12.106) governing the part of the critical curve parameterized by $r_{0}$. For the NEHK line, he simply noted ${ }^{7}$ : The non-uniform nature of the limit $a \rightarrow m$ allows $q$ to range between 0 and $3 m^{2}$ at $r=m$. Bardeen presented then a plot of the resulting critical curve (Fig. 6 in Ref. [32]) similar to that shown in the top panel of Fig. 12.24.

[^115]The term black hole shadow for the interior of the critical curve has been coined by Heino Falcke, Fulvio Melia and Eric Agol in 2000 [174], cf. the historical note on p. 495.

### 12.5 Images

### 12.5.1 Multiples images of a single source

The main features of images of a single luminous source on the screen of a remote observer in Kerr spacetime are similar to those obtained for Schwarzschild spacetime in Sec. 8.5. In particular, a single point-like source, wherever localized in the black hole exterior (region $\mathscr{M}_{\mathrm{I}}$ ), gives birth to two infinite sequences of images on the screen of the asymptotic inertial observer, both sequences converging to the critical curve $\mathscr{C}$. Typically, one sequence is formed by null geodesics having a reduced angular momentum $\ell>0$ and the other one by null geodesics with $\ell<0$. Each image in a given sequence can be labeled by the number $n$ of half-round trips around the black hole and is dimmer and dimmer as $n$ increases.

### 12.5.2 Image of an accretion disk

Beside gravitational waves, the main way of observing black holes is through the electromagnetic radiation from material orbiting around them, either in the form of stars, as in the case of Sgr A* [3, 4], or in the form of an accretion disk [1]. In the latter case, most observations are spectra and time evolution of the global luminosity (the so-called light curve) of the unresolved accretion disk. However recently, the Event Horizon Telescope team has produced the first resolved image of an accretion disk around a black hole [5, 459]. In order to discuss this image in Sec. 12.5.3, let us take a look at the generic properties of (theoretical) images of accretion flows around a Kerr black hole.

Figures 12.27 and 12.28 present some computed images of an accretion disk around a Kerr black hole of spin parameter $a=0.5 \mathrm{~m}$ and $a=0.95 \mathrm{~m}$, respectively. The accretion disk is a simple model developed in Ref. [443]. It consists in a geometrically thick and optically thin accretion disk with an opening angle of $27^{\circ}$ and an inner boundary located at the prograde ISCO (cf. Sec. 11.5.3): $r_{\text {in }}=r_{\text {ISCO }}^{+}$, with $r_{\text {ISCO }}^{+} \simeq 4.233 m$ for $a=0.5 m$ (Fig. 12.27) and $r_{\text {ISCO }}^{+} \simeq$ $1.937 m$ for $a=0.95 m$ (Fig. 12.28). The disc is in Keplerian rotation and the electromagnetic emission is due to thermal synchrotron radiation of electrons in the local magnetic field (see Ref. [443] for details). The images have been generated by the open-source ray-tracing code Gyoto [442] (cf. Appendix E).

Figure 12.27 provides images for moderate black hole spin: $a=0.5 \mathrm{~m}$. For a given inclination $\theta_{\mathscr{O}}$, the images are rather similar to those of the accretion disk around a Schwarzschild black hole displayed in Fig. 8.25. In particular, one notices three images of the disk, as in Fig. 8.25: a broad primary image, a secondary image with a narrow annular shape and a thin tertiary image appearing as a very thin ring, which is dotted by lack of resolution. The qualitative explanation of these images is basically the same as in the Schwarzschild case. In particular, for the disk face-on view $\left(\theta_{\mathscr{O}}=0\right)$, one could use a figure similar to Fig. 8.26, with the orange null geodesics generating the primary image, the brown ones the secondary image and the red ones


Figure 12.27: Images of a thick accretion disk around a Kerr black bole with $a=0.5 \mathrm{~m}$ for three observer's inclination angles $\theta_{\mathscr{O}}$. The right column shows the critical curve (red dotted line) superposed on the image. [Images produced by Gyoto with the input files given in Sec. E.2.2; the addition of the critical curve in the right column has been performed by means of the SageMath notebook D.5.15]


Figure 12.28: Same as Fig. 12.27 but for $a=0.95 \mathrm{~m}$ and the images in the right column using a log scale to reveal the faint parts. The critical curves are the same as in Fig. 12.20.
the tertiary image. The green circle would then mark the location of polar spherical photon orbits, at $r_{\mathrm{ph}}^{\mathrm{pol}} \simeq 2.883 \mathrm{~m}$ for $a=0.5 \mathrm{~m}$, since only the $\ell=0$ critical null geodesics matter for $\theta_{\mathscr{O}}=0$. There is actually an infinite sequence of images, the image of order $n$ being generated by null geodesics that have performed $n$ half-turns around the sphere $r=r_{\mathrm{ph}}^{\mathrm{pol}}$ before leaving toward the observer, with $n=0$ corresponding to the primary image. A confirmation of this interpretation is provided by the superposition of the critical curve $\mathscr{C}$ onto the image, as the red dotted line in the right column of Fig. 12.27. The tertiary image $(n=2)$ is then almost indistinguishable from $\mathscr{C}$, in agreement with the exponential convergence of high order images to $\mathscr{C}$. This exponential convergence has been established for $a=0$ by Eq. (8.131), but it holds for $a \neq 0$ as well [215].

Another common feature with the Schwarzschild images of Fig. 8.25 is the left part of the primary image being brighter than the right part as soon as $\theta_{\mathscr{O}} \neq 0$. As discussed in Sec. 8.5.5, this is due to the Doppler boosting resulting from the rotation of the accretion disk, the left part moving towards the observer, while the right part is receding.

A difference with the Schwarzschild images discussed in Sec. 8.5.5 is that in the current case, the disk is not confined to the equatorial plane, being geometrically thick, and moreover it is optically thin. This means that a given null geodesic touching the screen "carries" not only a photon from the disk's surface but also photons from the disk interior, actually all the photons emitted along the path of the geodesic inside the disk. This cumulative property results in a enhanced brightness of the secondary image and makes it appear as a relatively bright ring, as it is clearly seen on the $\theta_{\mathscr{O}}=0$ and $\theta_{\mathscr{O}}=\pi / 6$ images of Fig. 12.27. Another consequence of optical thinness is that the bottom part of the secondary and tertiary images are not blocked by the part of the accretion disk standing in the foreground for $\theta_{\mathscr{O}}$ close to $\pi / 2$, as they are in the images of Fig. 8.25, which have been obtained for an optically thick disk model.

Another difference between the two sets of images is that in Fig. 12.27 the inner boundary of the top part of the primary image is closer to the secondary image than in Fig. 8.25 (for $\theta_{\mathscr{O}}=0$, the primary and secondary images in Fig. 12.27 seem even to touch each other). This is a mere consequence of the inner radius of the accretion disk being closer to the black hole in Fig. 12.27, since $r_{\text {ISCO }}^{+} \simeq 4.233 \mathrm{~m}$ for $a=0.5 \mathrm{~m}$ and $r_{\text {ISCO }}^{+}=6 \mathrm{~m}$ for $a=0$.

In the images of Fig. 12.27, the interior of the critical curve, i.e. the black hole shadow according to the definition given in Sec. 12.4.2, appears black, except when crossed by the bottom of the primary image, which arises from the foreground part of the disk. This feature is similar to the Schwarzschild case presented in Fig. 8.25. However, it does not persist for highly spinning black holes, as we can see on Fig. 12.28, which shows images for the Kerr parameter $a=0.95 \mathrm{~m}$. There, the boundary of the central dark spot is clearly distinct from the critical curve and lies within the latter. This is due to the inner part of the accretion disk being located well within some spherical photon orbits, including the polar ones. Indeed, for $a=0.95 \mathrm{~m}$, we have $r_{\text {ISCO }}^{+} \simeq 1.937 \mathrm{~m}$, while the radius of the retrograde circular photon orbit is $r_{\mathrm{ph}}^{-} \simeq 3.995 \mathrm{~m}$ and that of polar spherical orbits is $r_{\mathrm{ph}}^{\mathrm{pol}} \simeq 2.493 \mathrm{~m}$. Given that $r_{\mathrm{ph}}^{+} \simeq 1.386 \mathrm{~m}$, we have thus $r_{\mathrm{ph}}^{+}<r_{\mathrm{ISCO}}^{+}<r_{\mathrm{ph}}^{\mathrm{pol}}<r_{\mathrm{ph}}^{-}$. More generally, using formulas (11.165), (12.62) and (12.67a), we have

$$
\begin{equation*}
r_{\mathrm{ISCO}}^{+}<r_{\mathrm{ph}}^{-} \Longleftrightarrow a>0.638 m \quad \text { and } \quad r_{\mathrm{ISCO}}^{+}<r_{\mathrm{ph}}^{\mathrm{pol}} \Longleftrightarrow a>0.853 m \tag{12.114}
\end{equation*}
$$

These properties are illustrated in Fig. 12.29. Hence, for large spins, if the inner boundary of


Figure 12.29: Radius of the timelike prograde ISCO, $r_{\text {ISCO }}^{+}$[Eq. (11.165)], compared with the radii of the prograde and retrograde outer circular photon orbits, $r_{\mathrm{ph}}^{+}$and $r_{\mathrm{ph}}^{-}$[Eq. (12.62)] and the radius of polar spherical photon orbits, $r_{\mathrm{ph}}^{\mathrm{pol}}$ [Eq. (12.67a)]. [Figure generated by the notebook D.5.15]
the accretion disk is set by the prograde ISCO, a large part of the primary image lies strictly inside the critical curve $\mathscr{C}$. Let us for instance consider the image for $\theta_{\mathscr{O}}=0$ in Fig. 12.28, which is the easiest to understand since for $\theta_{\mathscr{O}}=0, \mathscr{C}$ involves only the $\ell=0$ critical null geodesics (cf. Sec. 12.4.3), i.e. those that are rolling indefinitely around the sphere $r_{0}=r_{\mathrm{ph}}^{\mathrm{pol}}$ in their asymptotic past. Since $r_{\text {ISCO }}^{+}<r_{\mathrm{ph}}^{\mathrm{pol}}$ in the present case, this implies that the part of the disk located at $r \in\left[r_{\text {ISCO }}^{+}, r_{\mathrm{ph}}^{\mathrm{pol}}\right)$ is an emitting region below the polar spherical photon orbits at $r_{0}=r_{\text {ph }}^{\text {pol }}$. The emitted photons encounter then the screen scritly inside $\mathscr{C}$. We shall not provide a full demonstration here, but simply recall that this was established rigorously for $a=0$ in Chap. 8: formula (8.131) along with $A\left(r_{\mathrm{em}}\right)<0$ for $r_{\mathrm{em}}<3 m=r_{\mathrm{ph}}^{\mathrm{pol}}(a=0)$ (cf. Fig. 8.22) yields impact parameters $b_{n}^{ \pm}$that are lower than $b_{\mathrm{c}}$, the latter being nothing but the radius of $\mathscr{C}$ for $a=0$. Hence we conclude:

## Property 12.22: black spot in the image and black hole shadow

If the black hole is surrounded by some emitting material located within some of the spherical photon orbits, the central black spot in the images does not correspond to the shadow defined in Sec. 12.4.2 as the interior of the critical curve $\mathscr{C}$. The black spot is actually smaller than the shadow, lying strictly inside $\mathscr{C}$.

This holds for $a=0$ as well, if the emitting matter is not limited inward by the ISCO as in Fig. 8.25 (see e.g. Fig. 5 in Ref. [214] or Fig. 2 in Ref. [443]). Note however that in the case of a purely radial inflow, the emitted photons suffer such a strong Doppler effect that the interior of the critical curve is very dark, so that the effective shadow coincides with the academic shadow of Sec. 12.4.2, as shown in Refs. [174, 337].

A striking feature of the images shown in Fig. 12.28 is that while the central black spot departs considerably from spherical symmetry at large inclination angle $\theta_{\mathscr{O}}$, the secondary
and higher order images are pretty circular. This is because they accumulate onto the critical curve, which is quite close to a circle, as shown in Fig. 12.20. The only major effect of a high inclination angle is to move the high order images the right.

Besides, we note on Fig. 12.28 that the secondary image ( $n=1$ ) is brighter than the primary one $(n=0)$. Moreover, the tertiary one ( $n=3$ ), which is very thin and superposed onto the secondary image, is even brighter. This is because the higher the image order, the larger the number $n$ of half-turns around the black hole of the involved geodesics, and thus the longer the path length of the geodesics inside the disk, resulting a larger number of photons "carried" by a given geodesic and accumulating on the same pixel of the screen. Note that this holds only because the disk is optically thin. Would it be optically thick, a null geodesic impacting the screen, even if very close to a critical geodesic, would carry only a single photon: the photon emitted at the first intersection of the geodesic with the disk's surface when traced backward in time from the screen. In Sec. 8.5.5 (Schwarzschild case), we considered such an optically thick disk (Page-Thorne model) and the secondary and tertiary images were not brighter than the primary one (cf. Fig. 8.25). However in that case, the main reason was that the emitting region was too far from the black hole for a close-to-critical geodesic to visit various parts of the disk. For instance, in the lower part of Fig. 8.26, consider the red geodesic that intersects the disk at the point of coordinates $(x, y)=(0,6 m)$; it contributes to the tertiary image and if one would extend it to the past beyond the point $(0,6 m)$, it would never encounter the disk again, leaving the figure at the upper left corner in a more or less straight line. We shall therefore state:

## Property 12.23: photon ring

The set constituted by the secondary image and higher order images, i.e. all images of order $n \geq 1$, is called the photon ring. It appears as a bright feature on the observer's screen under two conditions: the emitting material must (i) be optically thin and (ii) be located in the vicinity of some spherical photon orbits.

As shown in Fig. 12.28, the photon ring generally appears as a single ring because the successive images are superposed on each other and converge exponentially to the the critical curve $\mathscr{C}$. Only the $n=1$ and $n=2$ parts of the photon ring are visible in Fig. 12.28 by lack of resolution, since the thickness of the $n$-th image decays exponentially with $n$ [215]. We note on Figs. 12.27 and 12.28 that the $n=2$ image (tertiary image) is already very close to $\mathscr{C}$. We conclude:

## Property 12.24: photon ring and critical curve

In practice the photon ring, and more precisely the part $n \geq 2$ of it, materializes the critical curve.

The photon ring is therefore a potentially observable feature that can provide information on the spacetime metric independently of the emission model [272]. For instance, by analyzing the photon ring, one could check that the metric is the Kerr metric and measure the spin parameter $a$.
Remark 1: The reader is warned that the term photon ring is sometimes used in the literature for circular photon orbits, as the orbit at $r=3 m$ in Schwarzschild spacetime and the orbits at $r=r_{\mathrm{ph}}^{ \pm}$in Kerr
spacetime (see e.g. Ref. [75] for a recent example). We are using it here not for an orbit around the black hole but for a feature on the screen of a remote observer, in agreement with Refs. [41, 270, 272, 215, 217]. Recently the term secondary ring. has been introduced [443] to denote the subpart of the photon ring that contributes significantly to the flux in the image. Besides, some authors have distinguished the secondary image ( $n=1$ ) by calling it the lensing ring [214].

Historical note : In 1973, Christopher T. Cunningham and James M. Bardeen [132] computed the multiple images of a star orbiting an extremal Kerr black hole $(a=m)$. In 1979, Jean-Pierre Luminet [312] predicted that a Schwarzschild black hole illuminated by a parallel light beam would appear to a remote observer as a black disk of radius $R_{\text {shad }}=3 \sqrt{3} m / r_{\mathscr{O}}$ (cf. Eq. (12.91)) surrounded by a sequence of rings, called ghost rings by Luminet, converging exponentiallty to the rim of the black disk (which is the critical curve). These rings are fainter and fainter, the brightest ring being the outermost one. In the very same article [312], Luminet presented the first computed image of an accretion disk around a Schwarzschild black hole (cf. historical note on p. 276). The first images of an accretion disk around a Kerr black hole with $a \neq 0$ have been computed by S.U. Viergutz in 1993 [440], for $a=0.998 \mathrm{~m}$. In 1997, Michał Jaroszyński and Andrzej Kurpiewski [267] studied an optically thin accretion disk extending inwards down to the event horizon of a Kerr black hole with $a=0,0.5 \mathrm{~m}$ and 0.9 m , with some nonzero radial component of the accretion flow. They showed that the observed intensity just outside the critical curve is enhanced by the long path length of geodesics orbiting many times around the black hole, while the intensity inside the critical curve is low, even if there is some emitting material close to the black hole. In 2000, Heino Falcke, Fulvio Melia and Eric Agol [174] (see also Ref. [173]) have computed images of an optically thin accretion flow around a Kerr black hole with $a=0.998 \mathrm{~m}$. The accretion flow was assumed to extend down to the event horizon, infalling with constant angular momentum inside the ISCO. In agreement with Jaroszyński and Kupriewski's prediction, they obtained a large intensity just outside the critical curve and low intensity inside it. For this reason, they introduced the term shadow of the black hole for the interior of the critical curve, the latter being called by them the apparent boundary of the black hole. Moreover, in the same article [174], they advanced that, in the case of Galactic Center black hole Sgr A*, the shadow could be observed by means of very-long-baseline interferometry (VLBI), thereby proposing what would become the Event Horizon Telescope two decades later [5].

### 12.5.3 EHT image of M87*

The computed black hole images, as those shown in Figs. 12.27 and 12.28, can be contrasted with actual observations since the release of the very first observed image by the Event Horizon Telescope (EHT) collaboration in 2019 [5, 459]. This image, shown in Fig. 12.30, is that of the supermassive black hole M87* in the nucleus of the giant elliptic galaxy Messier 87 at the center of the Virgo cluster. It is actually a reconstructed image, after more than one year of data processing of an incomplete data set (points in the image Fourier plane) obtained by very-long-baseline interferometry (VLBI) in April 2017. A new image has been published in 2024 from data obtained in April 2018 [8].

In order to interpret the EHT image, it is natural to superpose the (theoretical) critical curve $\mathscr{C}$ of a Kerr black hole onto it. This is all the more meaningful that $\mathscr{C}$ is closely related to the photon ring, as discussed in Sec. 12.5.2. In order to perform the superposition for a given value of the Kerr spin parameter $a$, one must know three things: (i) the overall scale factor $m / r_{\mathscr{O}}$, (ii) the angle $\theta_{\mathscr{O}}$ between the black hole rotation axis and the line of sight and (iii) the orientation $\Theta$ of the projection of the rotation axis onto the plane of the sky. It turns out that for M87*


Figure 12.30: Image of the immediate vicinity of the supermassive black hole M87*, as released by the EHT collaboration in 2019 [5], with two critical curves superposed: that of a Schwarzschild black hole (magenta dotted circle) and that of an extremal Kerr black hole seen under the inclination $\theta_{\mathscr{O}}=163^{\circ}$ (green dotted curve), with the projection of the spin axis onto the screen indicated by the green arrow (position angle $\Theta=108^{\circ}$ with respect to the $\beta_{\mathrm{s}}$-axis). The critical curves are scaled by assuming $m / r_{\mathscr{O}}=3.7 \mu$ as (cf. Table 12.1). ( $\alpha_{\mathrm{s}}, \beta_{\mathrm{s}}$ ) are screen angular coordinates, closely related to celestial equatorial coordinates: $\alpha_{\mathrm{s}}$ is minus the (relative) right ascension and $\beta_{\mathrm{s}}$ is the (relative) declination. The white circle in the bottom right corner indicates the EHT resolution (approx. $20 \mu$ as). [Figure generated by the notebook D.5.16; source of the EHT image: Fig. 3 of Ref. [5]]
these three quantities can be estimated. Indeed, the distance from the Earth to M87* has been measured to $r_{\mathscr{O}} \simeq 16.7 \mathrm{Mpc}$ and the mass of $\mathrm{M} 87^{*}$ has been deduced from stellar dynamics in the inner part of the galactic nucleus, resulting in ${ }^{8} m \simeq 6.210^{9} M_{\odot}$ (cf. Table 12.1 and references therein), hence the scale factor $m / r_{\mathscr{O}} \simeq 3.7 \mu$ as. Regarding $\theta_{\mathscr{O}}$ and $\Theta$, both angles can be determined via reasonable assumptions, thanks to the large relativistic jet emanating from the close vicinity of the black hole ${ }^{9}$, since most (all?) theoretical models predict that the jet is aligned with the black hole's rotation axis. There are actually two jets, emitted from both sides of the black hole in opposite directions. Due to a strong Doppler beaming effect, the jet moving away from us, usually called the counterjet, is hardly visible, so that the large observed jet is the one moving towards us. The position angle of the jet in the plane of the sky, measured from the North axis, is $\Theta_{\text {jet }} \sim-72^{\circ}$ (see e.g. Fig. 1 in Ref. [452]); it is indicated by the light blue dashed arrow in Fig. 12.30 (the jet is not visible on the EHT image). The inclination $\iota$ of the jet with respect to the line of sight is estimated from observed motions of "nodes" within the jet, resulting in a value around $\iota \sim 17^{\circ}[326,452]$. In particular, the detection of apparent superluminal motions, up to $v_{\text {app }} \sim 6 c$, implies both relativistic velocities and $\iota$ being a small

[^116]angle (see e.g. Sec. 5.7.4 of Ref. [208]). Assuming that the jet axis is aligned with the black holes's rotation axis, we have either $\theta_{\mathscr{O}}=\iota$ or $\theta_{\mathscr{O}}=\pi-\iota$.

The main feature of the EHT image (Fig. 12.30) is a broad annular region, whose bottom part is much brighter than its top part. It is natural to interpret this brightness discrepancy as resulting from relativistic Doppler beaming: the bottom (resp. top) part corresponds to emitting material moving towards us (resp. receding from us) [6]. Assuming that, so close to the black hole, the emitting matter is rotating in the same sense as the black hole, due to the Lense-Thirring effect (cf. Sec. 11.3.4), this implies that the spin of black hole is pointing away from us, i.e. that $\theta_{\mathscr{O}}=\pi-\iota \sim 163^{\circ}$ and $\Theta=\pi+\Theta_{\text {jet }} \sim 108^{\circ}$. The projection of the resulting black hole spin vector onto the plane of the sky is shown by the green arrow in Fig. 12.30. To superpose the critical curves computed in Sec. 12.4 onto the EHT image, it suffices then to rotate them by the angle $\Theta$ and to use the M87* scale factor $m / r_{\mathscr{O}}=3.7 \mu$ as determined above. In Fig. 12.30, we have done it for the two extreme values that can be taken by the spin parameter $a: a=0$ (magenta dotted cirle) and $a=m$ (green dotted curve). The two critical curves are quite close to each other because the Earth observer is located almost on the axis of rotation, $\theta_{\mathscr{O}}$ being close to $\pi$. To have a stronger discrepancy among various possible values of $a$, it would have been better to have $\theta_{\mathscr{O}}$ close to $\pi / 2$ instead, as illustrated in Fig. 12.26.

The main conclusion that one can draw from Fig. 12.30 is that the overall scale of the EHT image fits well with what could be expected from emitting matter in the close vicinity of a black hole of mass around $610^{9} M_{\odot}$. Unfortunately, the resolution of the EHT image ( $\sim 20 \mu$ as $\sim 1 / 6$ of the image width!) is not sufficient to draw sharper conclusions. In particular, one cannot assert whether the annular structure in the image is the photon ring discussed in Sec. 12.5.2 blurred to the EHT resolution or the primary image of an accretion disk or some more complicated accretion flow. It follows that it is not possible to infer the (currently unknown) spin parameter $a$ from that image, not speaking about performing any strong test of general relativity (see Refs. [213, 204] for an extended discussion of this last point). However, this is the very first image of this type and the next images, which will result from some EHT upgrade or from space-based VLBI, will undoubtedly be sharper and will certainly revolutionize black hole astronomy.

### 12.5.4 Going further

For a detailed study of images of the surroundings of a Kerr black hole, see Refs. [152, 153, 154, 215]. In particular, Ref. [215] provides exact solutions of the null geodesic equation via elliptic integrals, generalizing those derived in Chap. 8 for the Schwarzschild black hole. We have discussed only images as seen by a remote observer, which is the "astronomical" setting. For the images seen by an observer travelling close to, and even inside, a Kerr black hole (the "science-fiction" setting), see the recent study [388].
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## Extremal Kerr black hole
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### 13.1 Introduction

The Kerr solution of the Einstein equation has been introduced in Sec. 10.2; it depends on two parameters: the mass $m>0$ and the spin parameter $a \geq 0$. In Chaps. 10-12, we have considered the Kerr solution with $0<a<m$ and the case $a=0$ (Schwarzschild solution) has been treated in Chaps. 6-9. Here we focus on the case $a=m$, which is called the extremal Kerr spacetime. This corresponds to the highest value of $a$ for which the Kerr solution describes a black hole. Indeed, for $a>m$, the Kerr metric is still an exact solution of the vacuum Einstein equation (1.44), but it describes a naked singularity (cf. Sec. 9.6.1): the ring singularity is not hidden by any horizon to asymptotic observers.

The Kerr spacetime with $a=m$ is not just the maximally spinning black hole of the Kerr family. As we going to see, it has important properties that are not shared by Kerr spacetimes with $a<m$. In particular, the black hole event horizon is degenerate, in the sense defined in Sec. 3.3.6, i.e. it has a vanishing surface gravity $\kappa$. Besides, there is no internal horizon and the maximal analytic extension, to be constructed in Sec. 13.3 below, is simpler than that of the Kerr spacetime with $a<m$. Another specific property of the extremal Kerr spacetime (actually related to the degeneracy of the horizon) regards the geometry near the horizon: it admits an enlarged symmetry group, which is generated by four independent Killing vectors, instead of two for the geometry of the global solution. This is called the NHEK geometry (for near-horizon extremal Kerr) and has received considerable attention in the recent literature. We shall discuss it in Sec. 13.4.

### 13.2 Definition and basic properties

### 13.2.1 The extremal Kerr solution

Let us consider the manifold $\mathbb{R}^{2} \times \mathbb{S}^{2}$ described by coordinates $(\tilde{t}, r, \theta, \tilde{\varphi})$ such that $(\tilde{t}, r)$ cover $\mathbb{R}^{2}$ and $(\theta, \tilde{\varphi})$ are standard spherical coordinates on $\mathbb{S}^{2}$. The extremal Kerr spacetime of mass $m>0$ is defined as the pair $(\mathscr{M}, \boldsymbol{g})$ where the manifold $\mathscr{M}$ is the following open subset of $\mathbb{R}^{2} \times \mathbb{S}^{2}:$

$$
\begin{equation*}
\mathscr{M}:=\mathbb{R}^{2} \times \mathbb{S}^{2} \backslash \mathscr{R} \tag{13.1}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathscr{R}:=\left\{p \in \mathbb{R}^{2} \times \mathbb{S}^{2}, \quad r(p)=0 \text { and } \theta(p)=\frac{\pi}{2}\right\}, \tag{13.2}
\end{equation*}
$$

and the metric $\boldsymbol{g}$ has the following expression in terms of the coordinates $\left(x^{\tilde{\alpha}}\right)=(\tilde{t}, r, \theta, \tilde{\varphi})$ :

$$
\begin{align*}
\boldsymbol{g}= & -\left(1-\frac{2 m r}{\rho^{2}}\right) \mathbf{d} \tilde{t}^{2}+\frac{4 m r}{\rho^{2}} \mathbf{d} \tilde{t} \mathbf{d} r-\frac{4 m^{2} r \sin ^{2} \theta}{\rho^{2}} \mathbf{d} \tilde{t} \mathbf{d} \tilde{\varphi} \\
& +\left(1+\frac{2 m r}{\rho^{2}}\right) \mathbf{d} r^{2}-2 m\left(1+\frac{2 m r}{\rho^{2}}\right) \sin ^{2} \theta \mathbf{d} r \mathbf{d} \tilde{\varphi}  \tag{13.3}\\
& +\rho^{2} \mathbf{d} \theta^{2}+\left(r^{2}+m^{2}+\frac{2 m^{3} r \sin ^{2} \theta}{\rho^{2}}\right) \sin ^{2} \theta \mathbf{d} \tilde{\varphi}^{2},
\end{align*}
$$

with

$$
\begin{equation*}
\rho^{2}:=r^{2}+m^{2} \cos ^{2} \theta . \tag{13.4}
\end{equation*}
$$

In this context, the coordinates $\left(x^{\tilde{\alpha}}\right)=(\tilde{t}, r, \theta, \tilde{\varphi})$ are called Kerr coordinates and we recognize in (13.3) the limit $a \rightarrow m$ of expression (10.35) for the Kerr metric with $a<m$.

The metric (13.3) is regular in all $\mathscr{M}$, since the components $g_{\tilde{\alpha} \tilde{\beta}}$ are singular only for $\rho=0$, i.e. for $r=0$ and $\theta=\pi / 2$, which defines the set $\mathscr{R}$ that has precisely been excluded from $\mathscr{M}$ in the definition (13.1). The Kretschmann curvature invariant $K:=R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma}$ is given by Eq. (10.22) with $a=m$; it diverges for $\rho \rightarrow 0$. Therefore, as for the Kerr spacetime with $a<m$ (cf. Sec. 10.2.6), we shall call $\mathscr{R}$ the ring singularity of the extremal Kerr spacetime. Note that, formally, it is not part of the spacetime manifold $\mathscr{M}$ [cf. Eq. (13.1)].

Moreover, the Ricci tensor of the metric (13.3) is identically zero in all $\mathscr{M}$ (see the notebook D.5.17 for the computation). Hence, we have:

Property 13.1: extremal Kerr metric as a solution of the vacuum Einstein equation
The metric $\boldsymbol{g}$ of the extremal Kerr spacetime is a solution of the vacuum Einstein equation $\boldsymbol{R}=0$ [Eq. (1.44)].

The inverse metric is

$$
g^{\tilde{\alpha} \tilde{\beta}}=\left(\begin{array}{cccc}
-1-\frac{2 m r}{\rho^{2}} & \frac{2 m r}{\rho^{2}} & 0 & 0  \tag{13.5}\\
\frac{2 m r}{\rho^{2}} & \frac{(r-m)^{2}}{\rho^{2}} & 0 & \frac{m}{\rho^{2}} \\
0 & 0 & \frac{1}{\rho^{2}} & 0 \\
0 & \frac{m}{\rho^{2}} & 0 & \frac{1}{\rho^{2} \sin ^{2} \theta}
\end{array}\right) \text {. }
$$

### 13.2.2 Boyer-Lindquist coordinates

For $a<m$, the Kerr manifold $\mathscr{M}$ has been split in three open regions, $\mathscr{M}_{\mathrm{I}}, \mathscr{M}_{\text {II }}$ and $\mathscr{M}_{\text {III }}$, separated by the two Killing horizons $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$ [cf. Eqs. (10.28) and (10.2a)]. Since $\mathscr{H}$ was defined by $r=r_{+}:=m+\sqrt{m^{2}-a^{2}}$ [Eq. (10.26)] and $\mathscr{H}_{\text {in }}$ by $r=r_{-}:=m-\sqrt{m^{2}-a^{2}}$ [Eq. 10.27)], we notice that $r_{+}=r_{-}=m$ in the limit $a \rightarrow m$. This implies that $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$ coincide when $a \rightarrow m$ and the region $\mathscr{M}_{\mathrm{II}}$, which is bounded by $\mathscr{H}$ and $\mathscr{H}_{\mathrm{in}}$, disappears. Accordingly, we shall split the extremal Kerr manifold $\mathscr{M}$ in two open regions only, $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\text {III }}$, separated by a single hypersurface $\mathscr{H}$ :

$$
\begin{equation*}
\mathscr{M}=\mathscr{M}_{\mathrm{I}} \cup \mathscr{H} \cup \mathscr{M}_{\mathrm{III}}, \tag{13.6}
\end{equation*}
$$

with

$$
\begin{align*}
\mathscr{M}_{\mathrm{I}} & :=\{p \in \mathscr{M}, & & r(p)>m\}  \tag{13.7a}\\
\mathscr{H} & :=\{p \in \mathscr{M}, & & r(p)=m\}  \tag{13.7b}\\
\mathscr{M}_{\mathrm{III}} & :=\{p \in \mathscr{M}, & & r(p)<m\} . \tag{13.7c}
\end{align*}
$$

Remark 1: We are using the notation $\mathscr{M}_{\text {III }}$ for the "second" region, and not $\mathscr{M}_{\text {III }}$, to be consistent with Chaps. 10-12, i.e. with the limit $a \rightarrow m$ of the results obtained in these chapters.

The quadratic polynomial in $r$ introduced in Chap. $10, \Delta=r^{2}-2 m r+a^{2}=\left(r-r_{+}\right)\left(r-r_{-}\right)$, reduces to $\Delta=(r-m)^{2}$ in the limit $a \rightarrow m$. Its double root, $r=m$, defines the hypersurface $\mathscr{H}$.

In the region $\mathscr{M}_{\mathrm{BL}}:=\mathscr{M} \backslash \mathscr{H}=\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\mathrm{III}}$, one may introduce the Boyer-Lindquist coordinates $(t, r, \theta, \varphi)$ such that $(r, \theta)$ are the same coordinates as in Kerr coordinates, while $t$ and $\varphi$ are related to the Kerr coordinates $\tilde{t}, r$ and $\tilde{\varphi}$ by

$$
\begin{align*}
t & =\tilde{t}+\frac{2 m^{2}}{r-m}-2 m \ln \left|\frac{r-m}{m}\right|  \tag{13.8a}\\
\varphi & =\tilde{\varphi}+\frac{m}{r-m} \tag{13.8b}
\end{align*}
$$

Differentiating these relations leads to

$$
\begin{equation*}
\mathbf{d} \tilde{t}=\mathbf{d} t+\frac{2 m r}{(r-m)^{2}} \mathbf{d} r \quad \text { and } \quad \mathbf{d} \tilde{\varphi}=\mathbf{d} \varphi+\frac{m}{(r-m)^{2}} \mathbf{d} r . \tag{13.9}
\end{equation*}
$$



Figure 13.1: Trace of the hypersurfaces of constant Boyer-Lindquist time $t$ in the plane $(\tilde{t}, r)$. [Figure generated by the notebook D.5.17]

Remark 2: The differential relations (13.9) can be obtained immediately by substituting $a$ by $m$ in relations (10.33). However, to get the integrated relations (13.8) from their $a<m$ counterpart (10.34), one must perform an expansion in $\varepsilon:=\sqrt{m^{2}-a^{2}} / m$, taking into account that $r_{ \pm}=m(1 \pm \varepsilon)$. One obtains then (13.8a) up to the additive constant $(2 \ln 2) m$, while $(13.8 \mathrm{~b})$ is recovered in the same form.

It follows from the transformations (13.8) that the Boyer-Lindquist coordinate frame $\left(\boldsymbol{\partial}_{\alpha}\right)$ and the Kerr coordinate frame $\left(\boldsymbol{\partial}_{\tilde{\alpha}}\right)$ are related by ${ }^{1}$

$$
\begin{align*}
\boldsymbol{\partial}_{t} & =\boldsymbol{\partial}_{\tilde{t}}  \tag{13.10a}\\
\boldsymbol{\partial}_{r} & =\boldsymbol{\partial}_{\tilde{r}}+\frac{2 m r}{(r-m)^{2}} \boldsymbol{\partial}_{\tilde{t}}+\frac{m}{(r-m)^{2}} \boldsymbol{\partial}_{\tilde{\varphi}}  \tag{13.10b}\\
\boldsymbol{\partial}_{\theta} & =\boldsymbol{\partial}_{\theta}  \tag{13.10c}\\
\boldsymbol{\partial}_{\varphi} & =\boldsymbol{\partial}_{\tilde{\varphi}} \tag{13.10d}
\end{align*}
$$

Remark 3: As in Chap. 10, we have denoted by $\boldsymbol{\partial}_{\tilde{r}}$ the second vector of the coordinate frame associated to the Kerr coordinates $\left(x^{\tilde{\alpha}}\right)=(\tilde{t}, r, \theta, \tilde{\varphi})$, in order to distinguish it from the coordinate vector $\boldsymbol{\partial}_{r}$ of the Boyer-Lindquist coordinates $\left(x^{\alpha}\right)=(t, r, \theta, \varphi)$.

The metric components $\left(g_{\alpha \beta}\right)$ with respect to the Boyer-Lindquist coordinates $\left(x^{\alpha}\right)=$ $(t, r, \theta, \varphi)$ are given by

$$
\begin{align*}
\boldsymbol{g}= & -\left(1-\frac{2 m r}{\rho^{2}}\right) \mathbf{d} t^{2}-\frac{4 m^{2} r \sin ^{2} \theta}{\rho^{2}} \mathbf{d} t \mathbf{d} \varphi+\frac{\rho^{2}}{(r-m)^{2}} \mathbf{d} r^{2}  \tag{13.11}\\
& +\rho^{2} \mathbf{d} \theta^{2}+\left(r^{2}+m^{2}+\frac{2 m^{3} r \sin ^{2} \theta}{\rho^{2}}\right) \sin ^{2} \theta \mathbf{d} \varphi^{2} .
\end{align*}
$$

This expression can be obtained either by taking the limit $a \rightarrow m$ of Eq. (10.8) or by using (13.9) to substitute $\mathbf{d} \tilde{t}$ and $\mathbf{d} \tilde{\varphi}$ in Eq. (13.3). We note that $g_{r r} \rightarrow+\infty$ when $r \rightarrow m$, which reflects the

[^117]singularity of Boyer-Lindquist coordinates on $\mathscr{H}$ and explains why the latter was excluded in the definition of $\mathscr{M}_{\mathrm{BL}}$. This singularity is clearly apparent in the coordinate transformations (13.8), as well as in the spacetime slicing by the hypersurfaces $t=$ const depicted in Fig. 13.1: the slices accumulate onto $\mathscr{H}$, without crossing it, so that the points on $\mathscr{H}$ do not belong to any hypersurface $t=$ const. That the $t=$ const hypersurfaces do not provide a regular slicing of the extremal Kerr spacetime $(\mathscr{M}, \boldsymbol{g})$ is also manifest on the Carter-Penrose diagram shown in Fig. 13.4.

The Boyer-Lindquist components of the inverse metric $\boldsymbol{g}^{-1}$ are

$$
g^{\alpha \beta}=\left(\begin{array}{cccc}
-\frac{1}{(r-m)^{2}}\left(r^{2}+m^{2}+\frac{2 m^{3} r \sin ^{2} \theta}{\rho^{2}}\right) & 0 & 0 & -\frac{2 m^{2} r}{\rho^{2}(r-m)^{2}}  \tag{13.12}\\
0 & \frac{(r-m)^{2}}{\rho^{2}} & 0 & 0 \\
0 & 0 & \frac{1}{\rho^{2}} & 0 \\
-\frac{2 m^{2} r}{\rho^{2}(r-m)^{2}} & 0 & 0 & \frac{1}{(r-m)^{2} \sin ^{2} \theta}\left(1-\frac{2 m r}{\rho^{2}}\right)
\end{array}\right) .
$$

They can also be obtained by taking the limit $a \rightarrow m$ of Eq. (10.16).

### 13.2.3 Symmetries

The extremal Kerr metric (13.3) is stationary ${ }^{2}$ and axisymmetric. The corresponding isometry group is $\mathbb{R} \times \mathrm{SO}(2) \simeq \mathbb{R} \times \mathrm{U}(1)$ and is generated by two commuting Killing vectors $\boldsymbol{\xi}$ and $\boldsymbol{\eta}$. Both the Kerr coordinates and the Boyer-Lindquist ones are adapted to the spacetime symmetries, i.e. $(\tilde{t}, \tilde{\varphi})$ and $(t, \varphi)$ are ignorable coordinates, as it is clear from the metric components (13.3) and (13.11). Accordingly, one can normalize the Killing vectors so that

$$
\begin{equation*}
\boldsymbol{\xi}=\boldsymbol{\partial}_{\tilde{t}}=\boldsymbol{\partial}_{t} \quad \text { and } \quad \boldsymbol{\eta}=\boldsymbol{\partial}_{\tilde{\varphi}}=\boldsymbol{\partial}_{\varphi} . \tag{13.13}
\end{equation*}
$$

### 13.2.4 Principal null geodesics

As discussed in Sec. 10.4, the Kerr spacetime is endowed with two congruences of null geodesics tied to the spacetime structure, as described by the Weyl conformal curvature tensor. All the results of Sec. 10.4 remain valid at the limit $a \rightarrow m$. We can summarize them as follows:

Property 13.2: principal null geodesics of the extremal Kerr spacetime

- The ingoing principal null geodesics are the curves

$$
\begin{equation*}
\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}: \quad(v, \theta, \tilde{\varphi})=\mathrm{const} \in \mathbb{R} \times[0, \pi] \times[0,2 \pi), \tag{13.14}
\end{equation*}
$$

[^118]

Figure 13.2: Trace of the principal null geodesics in the plane $(\tilde{t}, r)$. The dashed lines correspond to the ingoing principal null geodesics $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}$ and the solid curves to the outgoing principal null geodesics $\mathscr{L}_{(u, \theta, \tilde{\varphi})}^{\text {out,I }}$ for $r>m$ and $\mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out,III }}$ for $r<m$. [Figure generated by the notebook D.5.17]
where $v$ is the Kerr advanced time:

$$
\begin{equation*}
v:=\tilde{t}+r=t+r-\frac{2 m^{2}}{r-m}+2 m \ln \left|\frac{r-m}{m}\right| . \tag{13.15}
\end{equation*}
$$

Along any geodesic $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }},-r$ is an affine parameter increasing towards the future; the corresponding tangent vector is

$$
\begin{align*}
\boldsymbol{k} & =\boldsymbol{\partial}_{\tilde{t}}-\boldsymbol{\partial}_{\tilde{r}}  \tag{13.16a}\\
\boldsymbol{k} & =\frac{r^{2}+m^{2}}{(r-m)^{2}} \boldsymbol{\partial}_{t}-\boldsymbol{\partial}_{r}+\frac{m}{(r-m)^{2}} \boldsymbol{\partial}_{\varphi} \quad \text { in } \mathscr{M} \backslash \mathscr{H} . \tag{13.16b}
\end{align*}
$$

- The outgoing principal null geodesics are the curves

$$
\begin{array}{rcl}
\text { in } \mathscr{M}_{\mathrm{I}}: & \mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out,I }}: & (u, \theta, \tilde{\tilde{\varphi}})=\mathrm{const} \in \mathbb{R} \times[0, \pi] \times[0,2 \pi), \\
\text { in } \mathscr{M}_{\mathrm{III}}: & \mathscr{L}_{(u, \theta, \mathrm{III})}^{\text {out }}: & (u, \theta, \tilde{\tilde{\varphi}})=\mathrm{const} \in \mathbb{R} \times[0, \pi] \times[0,2 \pi), \\
\text { on } \mathscr{H}: & \mathscr{L}_{(\theta, \psi)}^{\text {out, }, \mathscr{H}}: & (\theta, \psi)=\mathrm{const} \in[0, \pi] \times[0,2 \pi), \tag{13.17c}
\end{array}
$$

where $u$ is the Kerr retarded time:

$$
\begin{equation*}
u:=\tilde{t}-r+\frac{4 m^{2}}{r-m}-4 m \ln \left|\frac{r-m}{m}\right|=t-r+\frac{2 m^{2}}{r-m}-2 m \ln \left|\frac{r-m}{m}\right| \tag{13.18}
\end{equation*}
$$

and $\tilde{\tilde{\varphi}}$ and $\psi$ are defined by

$$
\begin{equation*}
\tilde{\tilde{\varphi}}:=\tilde{\varphi}+\frac{2 m}{r-m}=\varphi+\frac{m}{r-m} \tag{13.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi:=\tilde{\varphi}-\frac{\tilde{t}}{2 m} \tag{13.20}
\end{equation*}
$$

Along the geodesics $\mathscr{L}_{(u, \theta, \tilde{\varphi})}^{\text {out,I }}$ and $\mathscr{L}_{(u, \theta, \tilde{\varphi})}^{\text {out,III }}, r$ is an affine parameter increasing towards the future, while along $\mathscr{L}_{(\theta, \psi)}^{\text {out, }}$, such an affine parameter is $\tilde{t}$. The tangent vector $\ell$ to the outgoing principal null geodesics that coincides with the Killing vector $\boldsymbol{\xi}+(2 m)^{-1} \boldsymbol{\eta}$ on $\mathscr{H}$ is

$$
\begin{align*}
\boldsymbol{\ell} & =\frac{(r+m)^{2}}{2\left(r^{2}+m^{2}\right)} \boldsymbol{\partial}_{\tilde{t}}+\frac{(r-m)^{2}}{2\left(r^{2}+m^{2}\right)} \boldsymbol{\partial}_{\tilde{r}}+\frac{m}{r^{2}+m^{2}} \boldsymbol{\partial}_{\tilde{\varphi}}  \tag{13.21a}\\
\boldsymbol{\ell} & =\frac{1}{2} \boldsymbol{\partial}_{t}+\frac{(r-m)^{2}}{2\left(r^{2}+m^{2}\right)} \boldsymbol{\partial}_{r}+\frac{m}{2\left(r^{2}+m^{2}\right)} \boldsymbol{\partial}_{\varphi} \quad \text { in } \mathscr{M} \backslash \mathscr{H} . \tag{13.21b}
\end{align*}
$$

Proof. The second equality in Eq. (13.15) follows from Eq. (13.8a). Equation (13.16b) follows from Eq. (13.16a) via Eq. (13.10). Equations (13.18) and (13.19) are the integrated version of the system (10.51) with $a=m$. Equations (13.20), (13.21a) and (13.21b) are the $a=m$ versions of respectively Eqs. (10.58), (10.56) and (10.60). All the other statements follow from the limit $a \rightarrow m$ of results of Sec. 10.4, except for $\tilde{t}$ being an affine parameter along $\mathscr{L}_{(\theta, \psi)}^{\text {out }, \mathscr{H}}$, which is peculiar to the extremal Kerr horizon and will be proven in Sec. 13.2.5.

The principal null geodesic congruences are depicted in terms of the $(\tilde{t}, r)$ coordinates in Fig. 13.2. Note that the outgoing geodesics $\mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out, }}$ and $\mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out,III }}$ tend to become tangent to $\mathscr{H}$ for $r \rightarrow m$; this agrees with $\mathscr{H}$ being generated by some members of the outgoing principal null congruence, namely the geodesics $\mathscr{L}_{(\theta, \psi)}^{\text {out, }}$, as we shall see in details in the next subsection. Another view of the principal null geodesics is provided by the Carter-Penrose diagram of $(\mathscr{M}, \boldsymbol{g})$ shown in Fig. 13.3, in which both families of geodesics appear as straight lines.

### 13.2.5 The degenerate horizon

$\mathscr{H}$ is the hypersurface of $\mathscr{M}$ defined by $r=m$ [Eq. (13.7b)]. Given that the component $g^{r r}=(r-m)^{2} / \rho^{2}$ of the inverse metric with respect to Kerr coordinates [Eq. (13.5)] vanishes at $r=m$, we have $g^{\tilde{\mu} \tilde{\nu}} \partial_{\tilde{\mu}} r \partial_{\tilde{\nu}} r=0$ on $\mathscr{H}$, which implies that the gradient $\vec{\nabla} r$ is a null vector there and that $\mathscr{H}$ is a null hypersurface. Moreover, since the components of $\vec{\nabla} r$ are $\nabla^{\tilde{\alpha}} r=g^{\tilde{\alpha} r}$,
we read on Eq. (13.5) that

$$
\begin{equation*}
\overrightarrow{\boldsymbol{\nabla}} r \stackrel{\mathscr{H}}{=} \frac{2 m^{2}}{\rho^{2}} \boldsymbol{\partial}_{\tilde{t}}+\frac{m}{\rho^{2}} \boldsymbol{\partial}_{\tilde{\varphi}} \stackrel{\mathscr{H}}{=} \frac{2 m^{2}}{\rho^{2}} \boldsymbol{\chi} \tag{13.22}
\end{equation*}
$$

where $\chi$ is the Killing vector field

$$
\begin{equation*}
\chi:=\boldsymbol{\xi}+\Omega_{\mathscr{H}} \boldsymbol{\eta}, \quad \text { with } \quad \Omega_{\mathscr{H}}:=\frac{1}{2 m} . \tag{13.23}
\end{equation*}
$$

It follows immediately that $\mathscr{H}$ is a Killing horizon, i.e. a null hypersurface that admits a Killing vector as null normal (cf. Sec. 3.3.2).

From expression (13.21a) for $\ell$, we have immediately

$$
\begin{equation*}
\ell \stackrel{\mathscr{H}}{=} \chi \tag{13.24}
\end{equation*}
$$

This means that the null generators of $\mathscr{H}$ are the outgoing principal null geodesics $\mathscr{L}_{(\theta, \psi)}^{\text {out, }}$.
The surface gravity $\kappa$ of the Killing horizon $\mathscr{H}$ has been defined in Sec. 3.3.5 as the nonaffinity coefficient of the Killing-vector normal $\chi$ to $\mathscr{H}: \nabla_{\chi} \chi \stackrel{\mathscr{H}}{=} \kappa \chi$ [Eq. (3.29)]. Given the identity (13.24), $\kappa$ coincides with the value on $\mathscr{H}$ of the non-affinity coefficient $\kappa_{\ell}$ of the tangent $\ell$ to the outgoing principal null geodesics: $\nabla_{\ell} \ell=\kappa_{\ell} \ell$. A direct computation (cf. the notebook D.5.17) reveals that

$$
\begin{equation*}
\kappa_{\ell}=m \frac{r^{2}-m^{2}}{\left(r^{2}+m^{2}\right)^{2}} . \tag{13.25}
\end{equation*}
$$

In particular, $\kappa_{\ell}$ vanishes for $r=m$, i.e. on $\mathscr{H}$. Hence $\kappa=\left.\kappa_{\ell}\right|_{\mathscr{H}}$ leads to ${ }^{3}$

$$
\begin{equation*}
\kappa=0 \text {. } \tag{13.26}
\end{equation*}
$$

According to the classification introduced in Sec. 3.3.6, it follows that $\mathscr{H}$ is a degenerate Killing horizon. The vanishing of the non-affinity coefficient $\kappa$ means that $\ell$ is a geodesic vector on $\mathscr{H}$, and not only a pregeodesic one (cf. Remark 1 in Sec. 1.3.2). Equivalently, at any given point $p \in \mathscr{H}, \boldsymbol{\ell}$ is the tangent vector associated to an affine parameter $\lambda$ of the null geodesic $\mathscr{L}_{(\theta, \psi)}^{\text {out, }} \mathscr{H}$ through $p$. Moreover, the affine parameter $\lambda$ coincides with $\tilde{t}$, up to some additive constant. Indeed, Eqs. (13.24) and (13.23) imply

$$
\ell^{\tilde{t}}=\frac{\mathrm{d} \tilde{t}}{\mathrm{~d} \lambda}=\chi^{\tilde{t}}=1
$$

from which $\lambda=\tilde{t}+$ const. Since the range of $\tilde{t}$ is $(-\infty,+\infty)$, we conclude that $\mathscr{L}_{(\theta, \psi)}^{\text {out, } \mathscr{H}}$ is a complete geodesic. This constrasts with the null generators of a non-degenerate Killing horizon, which are incomplete, as shown in Sec. 3.4.2.

Let us summarize the results obtained above:
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## Property 13.3: $\mathscr{H}$ as a degenerate Killing horizon

In the extremal Kerr spacetime, the hypersurface $\mathscr{H}$ defined by $r=m$ is a degenerate Killing horizon. Its generators are the outgoing principal null geodesics $\mathscr{L}_{(\theta, \psi)}^{\text {out, }} \mathscr{H}$, which are complete geodesics and which admit the Kerr coordinate $\tilde{t}$ as an affine parameter. The tangent vector associated to this affine parameter is the Killing vector $\boldsymbol{\chi}=\boldsymbol{\xi}+\Omega_{\mathscr{C}} \boldsymbol{\eta}$ [Eq. (13.23)], which coincides on $\mathscr{H}$ with the tangent vector $\ell$ to the outgoing principal null congruence.

### 13.2.6 Black hole character

As a Killing horizon, $\mathscr{H}$ is a null hypersurface and thus a one-way membrane (cf. Sec. 2.2.2). Since the ingoing principal null geodesics $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}$ cross it from $\mathscr{M}_{\text {I }}$ to $\mathscr{M}_{\text {III }}$ (cf. Fig. 13.2), we conclude that no (massive or null) particle can cross $\mathscr{H}$ from $\mathscr{M}_{\text {III }}$ to $\mathscr{M}_{\mathrm{I}}$. In order to show that $\mathscr{H}$ is actually a black hole event horizon, it suffices to proceed as for the $a<m$ case treated in Sec. 10.5.2. We shall not repeat the argument here (which is based on the asymptotics of Kerr spacetime being that of Schwarzschild spacetime - a property that holds for the extremal Kerr spacetime as well) and jump directly to the conclusion:

## Property 13.4: black hole region in the extremal Kerr spacetime

The extremal Kerr spacetime $(\mathscr{M}, \boldsymbol{g})$ can be endowed with a conformal completion at null infinity such that the future and past null infinities $\mathscr{I}^{+}$and $\mathscr{I}^{-}$are located at the boundary of $\mathscr{M}_{\mathrm{I}}$. The region $\mathscr{M}_{\text {III }}$ is then the interior of a black hole, the event horizon of which is the Killing horizon $\mathscr{H}$.

The future null infinity $\mathscr{I}^{+}$and the past null infinity $\mathscr{I}^{-}$relative to $\mathscr{M}_{\mathrm{I}}$ are depicted in the Carter-Penrose diagram of Figs. 13.3-13.4. In this diagram, it is clear that $\mathscr{M}_{\text {III }}$ is a black hole region for $\mathscr{M}_{\mathrm{I}}$ and that $\mathscr{H}$ is the corresponding event horizon.

### 13.3 Maximal analytic extension

### 13.3.1 Extension of $\mathscr{M}_{\mathrm{I}}$ for complete outgoing principal null geodesics

Figure 13.3 depicts a Carter-Penrose diagram of the extremal Kerr spacetime $(\mathscr{M}, \boldsymbol{g})$ built by means of the projection map $^{4} \Pi: \mathscr{M} \rightarrow \mathbb{R}^{2},(\tilde{t}, r, \theta, \tilde{\varphi}) \mapsto(T, X)$ defined by

$$
\begin{align*}
& T=T_{0}(u, v) \quad \text { and } \quad X=X_{0}(u, v) \quad \text { in } \mathscr{M}_{\mathrm{I}}  \tag{13.27a}\\
& T=\arctan (v / 2)+\pi / 2 \quad \text { and } \quad X=\arctan (v / 2)-\pi / 2 \quad \text { on } \mathscr{H}  \tag{13.27b}\\
& T=T_{0}(u, v)+\pi \quad \text { and } \quad X=X_{0}(u, v)-\pi \quad \text { in } \mathscr{M}_{\mathrm{III}} \tag{13.27c}
\end{align*}
$$
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Figure 13.3: Carter-Penrose diagram of the extremal Kerr spacetime $(\mathscr{M}, \boldsymbol{g})$ constructed via the projection map $\Pi: \mathscr{M} \rightarrow \mathbb{R}^{2},(\tilde{t}, r, \theta, \tilde{\varphi}) \mapsto(T, X)$ defined by Eqs. (13.27)-(13.28). The grey curves represent hypersurfaces $\tilde{t}=$ const, with $\tilde{t} \in[-20 \mathrm{~m}, 20 \mathrm{~m}]$ and the increment $\delta \tilde{t}=2 \mathrm{~m}$ between two successive hypersurfaces. The hypersurface $\tilde{t}=0$ is singled out by a larger thickness. The red dotted curves represent hypersurfaces $r=$ const, with the increment $\delta r$ between two successive hypersurfaces being $\delta r=2 m$ for $r<0$ and $r>3 m$ and $\delta r=0.2 m$ for $0 \leq r \leq 3 m$. The hypersurface $r=0$ is marked by the brown dashed curve. The green straight lines depict some selected principal null geodesics (dashed = ingoing, solid = outgoing, as in Fig. 13.2). $i^{\text {int }}$ is the internal infinity discussed in Sec. 13.4.1. [Figure generated by the notebook D.5.17]


Figure 13.4: Same as Fig. 13.3 but for the time slicing associated to Boyer-Lindquist coordinates $(t, r, \theta, \varphi)$. The blue curves represent hypersurfaces $t=$ const, with $t \in[-20 \mathrm{~m}, 20 \mathrm{~m}]$ and the increment $\delta t=2 \mathrm{~m}$ between two successive hypersurfaces. Note that the spacetime slicing by the hypersurfaces $t=$ const is singular at $\mathscr{H}$, contrary to the slicing by the hypersurfaces of constant Kerr time $\tilde{t}$ shown in Fig. 13.3. [Figure generated by the notebook D.5.17]
with

$$
\begin{equation*}
T_{0}(u, v):=\arctan \left(\frac{u}{2}\right)+\arctan \left(\frac{v}{2}\right), \quad X_{0}(u, v):=\arctan \left(\frac{v}{2}\right)-\arctan \left(\frac{u}{2}\right), \tag{13.28}
\end{equation*}
$$

where $u$ and $v$ are the functions of $(\tilde{t}, r)$ given by Eqs. (13.18) and (13.15) respectively. Some outgoing principal null geodesics $\mathscr{L}_{(u, \theta, \tilde{\varphi})}^{\text {out, }}$, and $\mathscr{L}_{(u, \theta, \tilde{\varphi})}^{\text {out,III }}$, (1) plotted in Fig. 13.3 for selected values of $u$ (solid green lines): $u=-4 m, u=0$ and $u=4 m$. Since $r$ is an affine parameter along the null geodesics $\mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out, }}$, it is clear that these geodesics are incomplete, for they all terminate in the past at the finite value $r=m$ (the South-West boundary of $\mathscr{M}_{\mathrm{I}}$ in Fig. 13.3), without any possible extension into $\mathscr{M}_{\text {III }}$ from there. To extend $\mathscr{M}_{\mathrm{I}}$ so that all geodesics $\mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out, } I}$ are complete, let us introduce a coordinate system on $\mathscr{M}_{\mathrm{I}}$ that is adapted to the outgoing principal null geodesics, as the Kerr coordinates $(\tilde{t}, r, \theta, \tilde{\varphi})$ were adapted to the ingoing ones. We thus
define the outgoing Kerr coordinates $\left(x^{\tilde{\alpha}}\right)=(\tilde{\tilde{t}}, r, \theta, \tilde{\tilde{\varphi}})$ by

$$
\begin{equation*}
u=\tilde{\tilde{t}}-r \Longleftrightarrow \tilde{\tilde{t}}=u+r \tag{13.29}
\end{equation*}
$$

where $u$ is the retarded Kerr time (13.18) and $\tilde{\tilde{\varphi}}$ is related to the angle $\tilde{\varphi}$ of Kerr coordinates or to the angle $\varphi$ of Boyer-Lindquist coordinates by Eq. (13.19). Substituting Eq. (13.18) for $u$ into $\tilde{\tilde{t}}=u+r$ and using Eq. (13.19) linking $\tilde{\tilde{\varphi}}$ to $\tilde{\varphi}$, we get the transition map between the Kerr coordinates $(\tilde{t}, r, \theta, \tilde{\varphi})$ and the outgoing Kerr coordinates $(\tilde{\tilde{t}}, r, \theta, \tilde{\tilde{\varphi}})$ :

$$
\text { on } \mathscr{M}_{\mathrm{I}}, \quad\left\{\begin{array}{l}
\tilde{\tilde{t}}=\tilde{t}+\frac{4 m^{2}}{r-m}-4 m \ln \left(\frac{r-m}{m}\right)  \tag{13.30}\\
\tilde{\tilde{\varphi}}=\tilde{\varphi}+\frac{2 m}{r-m} .
\end{array}\right.
$$

By construction, the tangent vector to $\mathscr{L}_{(u, \theta, \tilde{\varphi})}^{\text {out, } \mathrm{I}}$ associated with the affine parameter $r$ is then

$$
\begin{equation*}
\ell^{\prime}=\partial_{\tilde{t}}+\partial_{\tilde{\tilde{r}}}, \tag{13.31}
\end{equation*}
$$

where $\boldsymbol{\partial}_{\tilde{r}}$ stands for the vector $\partial / \partial r$ of the coordinates $(\tilde{\tilde{t}}, r, \theta, \tilde{\tilde{\varphi}})$. Indeed $\ell^{\prime \tilde{\tilde{\alpha}}}=\mathrm{d} x^{\tilde{\tilde{\alpha}}} / \mathrm{d} r=$ $(1,1,0,0)$ since along $\mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out, }}, \tilde{t}=r+u$, with $u$ constant, and both $\theta$ and $\tilde{\tilde{\varphi}}$ are constant. An explicit computation (cf. the notebook D.5.18) shows that $\ell^{\prime}$ is a geodesic vector:

$$
\begin{equation*}
\nabla_{\ell^{\prime} \ell^{\prime}}=0 \tag{13.32}
\end{equation*}
$$

which confirms that $r$ is an affine parameter along $\mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out, } I} . \ell^{\prime}$ is thus similar to $k$, which is the tangent vector to the ingoing principal null geodesics $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}$ associated with the affine parameter $-r$ along them. In this respect, note the symmetry between the relations $\ell^{\prime}=\boldsymbol{\partial}_{\tilde{\tilde{t}}}+\boldsymbol{\partial}_{\tilde{\tilde{r}}}$ and $\boldsymbol{k}=\boldsymbol{\partial}_{\tilde{t}}-\boldsymbol{\partial}_{\tilde{r}}$ [Eq. (13.16a)]. The link between $\boldsymbol{\ell}^{\prime}$ and the tangent vector $\boldsymbol{\ell}$ to $\mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out, }}$ introduced in Sec. 13.2.4 is easily obtained from the definition of a tangent vector to a curve:

$$
\boldsymbol{\ell}^{\prime}=\frac{\mathrm{d} \boldsymbol{x}}{\mathrm{~d} r}=\frac{\mathrm{d} \boldsymbol{x}}{\mathrm{~d} \lambda} \frac{\mathrm{~d} \lambda}{\mathrm{~d} r}=\left(\frac{\mathrm{d} r}{\mathrm{~d} \lambda}\right)^{-1} \ell
$$

where $\lambda$ is the (non-affine) parameter of $\mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out, })}$ associated with $\boldsymbol{\ell}$. We read on the Kerr components (13.21a) of $\ell$, as well as on the Boyer-Lindquist ones (13.21b), that $\mathrm{d} r / \mathrm{d} \lambda=\ell^{r}=$ $(r-m)^{2} /\left(2\left(r^{2}+m^{2}\right)\right)$. Hence

$$
\begin{equation*}
\ell^{\prime}=2 \frac{r^{2}+m^{2}}{(r-m)^{2}} \boldsymbol{\ell} \tag{13.33}
\end{equation*}
$$

Differentiating Eq. (13.30) leads to

$$
\begin{equation*}
\mathrm{d} \tilde{\tilde{t}}=\mathrm{d} \tilde{t}-\frac{4 m r}{(r-m)^{2}} \mathrm{~d} r \quad \text { and } \quad \mathrm{d} \tilde{\tilde{\varphi}}=\mathrm{d} \tilde{\varphi}-\frac{2 m}{(r-m)^{2}} \mathrm{~d} r . \tag{13.34}
\end{equation*}
$$

From these relations and the chain rule, we get immediately the link between the outgoing Kerr coordinate frame and the Kerr coordinate frame:

$$
\begin{equation*}
\boldsymbol{\partial}_{\tilde{t}}=\boldsymbol{\partial}_{\tilde{t}}, \quad \boldsymbol{\partial}_{\tilde{r}}=\boldsymbol{\partial}_{\tilde{r}}+\frac{4 m r}{(r-m)^{2}} \boldsymbol{\partial}_{\tilde{t}}+\frac{2 m}{(r-m)^{2}} \boldsymbol{\partial}_{\tilde{\varphi}}, \quad \boldsymbol{\partial}_{\theta}=\boldsymbol{\partial}_{\theta}, \quad \boldsymbol{\partial}_{\tilde{\tilde{\varphi}}}=\boldsymbol{\partial}_{\tilde{\varphi}} \tag{13.35}
\end{equation*}
$$

In view of Eq. (13.13), we conclude that $\boldsymbol{\partial}_{\tilde{\tilde{t}}}$ and $\boldsymbol{\partial}_{\tilde{\boldsymbol{\varphi}}}$ coincide with the Killing vectors $\boldsymbol{\xi}$ and $\boldsymbol{\eta}$ of the Kerr metric:

$$
\begin{equation*}
\boldsymbol{\partial}_{\tilde{t}}=\boldsymbol{\xi} \quad \text { and } \quad \boldsymbol{\partial}_{\tilde{\tilde{\varphi}}}=\boldsymbol{\eta} . \tag{13.36}
\end{equation*}
$$

The link between the outgoing Kerr coordinates and the Boyer-Lindquist ones is obtained by substituting Eq. (13.18) for $u$ into $\tilde{\tilde{t}}=u+r$ [Eq. (13.29)]:

$$
\begin{equation*}
\tilde{\tilde{t}}=t+\frac{2 m^{2}}{r-m}-2 m \ln \left|\frac{r-m}{m}\right| . \tag{13.37}
\end{equation*}
$$

This relation is to be supplemented by Eq. (13.19) to fully specify the transformation from the Boyer-Lindquist coordinates $(t, r, \theta, \varphi)$ to the outgoing Kerr coordinates $(\tilde{\tilde{t}}, r, \theta, \tilde{\tilde{\varphi}})$. Differentiating Eqs. (13.37) and (13.19) leads to

$$
\begin{equation*}
\mathbf{d} \tilde{\tilde{t}}=\mathbf{d} t-\frac{2 m r}{(r-m)^{2}} \mathbf{d} r \quad \text { and } \quad \mathbf{d} \tilde{\tilde{\varphi}}=\mathbf{d} \varphi-\frac{m}{(r-m)^{2}} \mathbf{d} r . \tag{13.38}
\end{equation*}
$$

Remark 1: Equation (13.38) differs from Eq. (13.9) only by the sign + changed to - in the right-hand side. This reflects the complete symmetry between the Kerr coordinates $(\tilde{t}, r, \theta, \tilde{\varphi})$ and the outgoing Kerr coordinates $(\tilde{\tilde{t}}, r, \theta, \tilde{\tilde{\varphi}})$ from the point of view of the Boyer-Lindquist coordinates $(t, r, \theta, \varphi)$ (cf. the discussion at the beginning of Sec. 10.4.2).

The expression of the metric tensor with respect to the outgoing Kerr coordinates is easily obtained by substituting $\mathbf{d} t$ and $\mathbf{d} \varphi$ from Eq. (13.38) into the Boyer-Lindquist expression (13.11) (see also the notebook D.5.18); we get

$$
\begin{align*}
\boldsymbol{g}= & -\left(1-\frac{2 m r}{\rho^{2}}\right) \mathbf{d} \tilde{\tilde{t}}^{2}-\frac{4 m r}{\rho^{2}} \mathbf{d} \tilde{\tilde{t}} \mathbf{d} r-\frac{4 m^{2} r \sin ^{2} \theta}{\rho^{2}} \mathbf{d} \tilde{\tilde{t}} \mathbf{d} \tilde{\tilde{\varphi}}+\left(1+\frac{2 m r}{\rho^{2}}\right) \mathbf{d} r^{2} \\
& +2 m\left(1+\frac{2 m r}{\rho^{2}}\right) \sin ^{2} \theta \mathbf{d} r \mathbf{d} \tilde{\tilde{\varphi}}+\rho^{2} \mathbf{d} \theta^{2}+\left(r^{2}+m^{2}+\frac{2 m^{3} r \sin ^{2} \theta}{\rho^{2}}\right) \sin ^{2} \theta \mathbf{d} \tilde{\tilde{\varphi}}^{2} \tag{13.39}
\end{align*}
$$

These metric components are very similar to those in Kerr coordinates, as given by Eq. (13.3): the only differences are $g_{\tilde{t} r}$ and $g_{\tilde{r} \tilde{\varphi}}$, which have a sign opposite to that of respectively $g_{\tilde{t} r}$ and $g_{r \tilde{\varphi}}$. Apart from the standard singularities of the spherical coordinates $(\theta, \tilde{\tilde{\varphi}})$ on the axis $\theta \in\{0, \pi\}$, the only singularity of the metric components (13.39) would occur at $\rho=0$, which does not happen in $\mathscr{M}_{\mathrm{I}}$. In particular there is no divergence for $r \rightarrow m$. This can be used to extend smoothly the spacetime $\left(\mathscr{M}_{\mathrm{I}}, \boldsymbol{g}\right)$ to $r \in(-\infty, m]$, so that the outgoing principal null geodesics $\mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out, }}$ with $\theta \neq \pi / 2$ become complete. But the extension to $r<m$ cannot be $\mathscr{M}_{\text {III }}$ as it appears clearly on Fig. 13.3 that the end point of $\mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out,I }}$ for $r \rightarrow m^{+}$is not located at the boundary between $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\text {III }}$. We thus introduce a spacetime $\left(\mathscr{M}^{\prime}, \boldsymbol{g}\right)$ from a new copy of $\mathbb{R}^{2} \times \mathbb{S}^{2}$ with $\mathbb{R}^{2}$ spanned by the coordinates $(\tilde{\tilde{t}}, r)$ and $\mathbb{S}^{2}$ spanned by the coordinates $(\theta, \tilde{\tilde{\varphi}})$, such that (i) the manifold $\mathscr{M}^{\prime}$ is

$$
\begin{equation*}
\mathscr{M}^{\prime}:=\mathbb{R}^{2} \times \mathbb{S}^{2} \backslash \mathscr{R}^{\prime} \quad \text { where } \quad \mathscr{R}^{\prime}:=\left\{p \in \mathbb{R}^{2} \times \mathbb{S}^{2}, \quad r(p)=0 \text { and } \theta(p)=\frac{\pi}{2}\right\} \tag{13.40}
\end{equation*}
$$

(ii) $\mathscr{M}_{\mathrm{I}}$ is identified with the part $r>m$ of $\mathscr{M}^{\prime}$ and (iii) in all $\mathscr{M}^{\prime}, \boldsymbol{g}$ has the components given by expression (13.39). Furthermore, we define

$$
\begin{equation*}
\mathscr{H}^{\prime}:=\left\{p \in \mathscr{M}^{\prime}, \quad r(p)=m\right\} \quad \text { and } \quad \mathscr{M}_{\mathrm{III}}^{\prime}:=\left\{p \in \mathscr{M}^{\prime}, \quad r(p)<m\right\} . \tag{13.41}
\end{equation*}
$$

We have then $\mathscr{M}_{\mathrm{I}}=\mathscr{M} \cap \mathscr{M}^{\prime}$. In $\mathscr{M}_{\text {III }}^{\prime}$, one can define Kerr coordinates ( $\left.\tilde{t}, r, \theta, \tilde{\varphi}\right)$ from $(\tilde{\tilde{t}}, r, \varphi, \tilde{\tilde{\varphi}})$ via formulas (13.18) (with $u=\tilde{\tilde{t}}-r$ ) and (13.19). It appears then immediately that $\left(\mathscr{M}^{\prime}{ }_{\text {III }}, \boldsymbol{g}\right)$ is isometric to $\left(\mathscr{M}_{\text {III }}, \boldsymbol{g}\right)$. It follows that $\boldsymbol{g}$ obeys the vacuum Einstein equation in all $\mathscr{M}^{\prime}$. The vector field $\ell^{\prime}:=\boldsymbol{\partial}_{\tilde{t}}+\boldsymbol{\partial}_{\tilde{\tilde{r}}}$ [cf. Eq. (13.31)] is a smooth non-vanishing null vector field on $\mathscr{M}^{\prime}$. Since it is future directed in $\left(\mathscr{M}_{\mathrm{I}}, \boldsymbol{g}\right)$ considered as a part of $(\mathscr{M}, \boldsymbol{g})$, we use it to set the time orientation in all $\mathscr{M}^{\prime}$.

The tangent vector $\boldsymbol{k}$ to ingoing principal null geodesics has the following components with respect to the outgoing Kerr coordinates:

$$
\begin{equation*}
\boldsymbol{k}=\frac{(r+m)^{2}}{(r-m)^{2}} \boldsymbol{\partial}_{\tilde{\tilde{t}}}-\boldsymbol{\partial}_{\tilde{\tilde{r}}}+\frac{2 m}{(r-m)^{2}} \boldsymbol{\partial}_{\tilde{\tilde{\varphi}}} . \tag{13.42}
\end{equation*}
$$

This follows immediately from $\boldsymbol{k}=\boldsymbol{\partial}_{\tilde{t}}-\boldsymbol{\partial}_{\tilde{r}}$ [Eq. (13.16a)] and using Eq. (13.35) to substitute $\boldsymbol{\partial}_{\tilde{t}}$ and $\boldsymbol{\partial}_{\tilde{r}}$. Extending Equation (13.42) to all $\mathscr{M}^{\prime}$ leads to a vector field that is singular on $\mathscr{H}^{\prime}$. To get a vector field everywhere regular on $\mathscr{M}^{\prime}$, we rescale it by the inverse of the factor connecting $\ell$ to $\ell^{\prime}$ in Eq. (13.33), i.e. we define

$$
\begin{equation*}
\boldsymbol{k}^{\prime}:=\frac{(r-m)^{2}}{2\left(r^{2}+m^{2}\right)} \boldsymbol{k} . \tag{13.43}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\boldsymbol{k}^{\prime}=\frac{(r+m)^{2}}{2\left(r^{2}+m^{2}\right)} \boldsymbol{\partial}_{\tilde{\tilde{t}}}-\frac{(r-m)^{2}}{2\left(r^{2}+m^{2}\right)} \boldsymbol{\partial}_{\tilde{r}}+\frac{m}{r^{2}+m^{2}} \boldsymbol{\partial}_{\tilde{\varphi}} \tag{13.44}
\end{equation*}
$$

This vector field is clearly regular in all $\mathscr{M}^{\prime}$. Accordingly, it can be used to extend smoothly the family of ingoing principal null geodesics to $\mathscr{H}^{\prime}$. The price to pay is that $\boldsymbol{k}^{\prime}$ is only a pregeodesic vector field, while $\boldsymbol{k}$ was geodesic, being associated with the affine parameter $-r$. The pair $\left(\boldsymbol{k}, \boldsymbol{k}^{\prime}\right)$ plays actually the same role as the pair ( $\left.\boldsymbol{\ell}^{\prime}, \ell\right)$ (note the order!) regarding the outgoing principal null geodesics.

As $\mathscr{H}$ in $(\mathscr{M}, \boldsymbol{g}), \mathscr{H}^{\prime}$ is a degenerate Killing horizon of $\left(\mathscr{M}^{\prime}, \boldsymbol{g}\right)$. Indeed, by the same reasoning as in Sec. 13.2.5, we get that the null normal to $\mathscr{H}^{\prime}$ is the Killing vector $\chi=$ $\boldsymbol{\xi}+1 /(2 m) \boldsymbol{\eta}$ [Eq. (13.23) extended to $\mathscr{M}^{\prime}$ ]. This normal coincides with $\boldsymbol{k}^{\prime}$ on $\mathscr{H}^{\prime}$, as we can see by setting $r=m$ in Eq. (13.44). This implies that the null geodesic generators of $\mathscr{H}^{\prime}$ belong to the ingoing principal null congruence. The non-affinity coefficient of $\boldsymbol{k}^{\prime}$ is (cf. the notebook D.5.18):

$$
\begin{equation*}
\kappa_{k^{\prime}}=m \frac{m^{2}-r^{2}}{\left(r^{2}+m^{2}\right)^{2}} . \tag{13.45}
\end{equation*}
$$

We have thus $\kappa_{\boldsymbol{k}^{\prime}}=0$ on $\mathscr{H}^{\prime}$, so that $\mathscr{H}^{\prime}$ is a degenerate Killing horizon.
With $\mathscr{M}^{\prime}$, our extended extremal Kerr spacetime is thus $\left(\mathscr{M}_{0}, \boldsymbol{g}\right)$ with

$$
\begin{equation*}
\mathscr{M}_{0}:=\mathscr{M} \cup \mathscr{M}^{\prime}=\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\mathrm{III}} \cup \mathscr{M}_{\mathrm{III}}^{\prime} \cup \mathscr{H} \cup \mathscr{H}^{\prime} \text {. } \tag{13.46}
\end{equation*}
$$



Figure 13.5: Carter-Penrose diagram of the (partially) extended extremal Kerr spacetime $\left(\mathscr{M}_{0}, \boldsymbol{g}\right)$. The grey curves represent hypersurfaces $\tilde{t}=$ const in $\mathscr{M}$, with $\tilde{t} \in[-10 \mathrm{~m}, 10 \mathrm{~m}]$ and the increment $\delta \tilde{t}=2 \mathrm{~m}$ between two successive hypersurfaces. The hypersurface $\tilde{t}=0$ is singled out by a larger thickness. The purple curves represent hypersurfaces $\tilde{\tilde{t}}=$ const in $\mathscr{M}^{\prime}$, with $\tilde{\tilde{t}} \in[-10 m, 10 m]$ and the increment $\delta \tilde{\tilde{t}}=2 m$ between two successive hypersurfaces. The hypersurface $\tilde{\tilde{t}}=0$ is singled out by a larger thickness. The red dotted curves represent hypersurfaces $r=$ const, with the increment $\delta r$ between two successive hypersurfaces being $\delta r=2 m$ for $r<0$ and $r>3 m$ and $\delta r=0.5 m$ for $0 \leq r \leq 3 m$. The hypersurfaces $r=0$ are marked by brown dashed curves. The dashed (resp. solid) green straight lines depict some selected ingoing (resp. outgoing) principal null geodesics. [Figure generated by the notebook D.5.18]

A Carter-Penrose diagram of $\mathscr{M}_{0}$ is shown in Fig. 13.5. The projection operator used to build this diagram (cf. Sec. 10.8.1) is $\Pi: \mathscr{M}_{0} \rightarrow \mathbb{R}^{2}$, with $\mathbb{R}^{2}$ spanned by coordinates $(T, X)$, such that $\Pi$ is defined by Eqs. (13.27)-(13.28) on $\mathscr{M}$, while on $\mathscr{M}^{\prime}, \Pi$ is defined by

$$
\begin{align*}
& T=T_{0}(u, v) \quad \text { and } \quad X=X_{0}(u, v) \quad \text { in } \mathscr{M}_{\mathrm{I}}  \tag{13.47a}\\
& T=\arctan (u / 2)-\pi / 2 \quad \text { and } \quad X=-\arctan (u / 2)-\pi / 2 \quad \text { on } \mathscr{H}^{\prime}  \tag{13.47b}\\
& T=T_{0}(u, v)-\pi \quad \text { and } \quad X=X_{0}(u, v)-\pi \quad \text { in } \mathscr{M}_{\mathrm{III}}^{\prime} \tag{13.47c}
\end{align*}
$$

where $T_{0}(u, v)$ and $X_{0}(u, v)$ are given by Eq. (13.28) and $u$ and $v$ are functions of $(\tilde{\tilde{t}}, r)$ defined by respectively $u=\tilde{\tilde{t}}-r$ [Eq. (13.29)] and

$$
\begin{equation*}
v=\tilde{\tilde{t}}+r-\frac{4 m^{2}}{r-m}+4 m \ln \left|\frac{r-m}{m}\right| . \tag{13.48}
\end{equation*}
$$

The last equation is obtained by combining Eqs. (13.15) and (13.18).
Remark 2: As we have constructed it, the manifold $\mathscr{M}_{0}$ is covered by two coordinate charts: $(\tilde{t}, r, \theta, \tilde{\varphi})$ on $\mathscr{M}_{\mathrm{I}} \cup \mathscr{H} \cup \mathscr{M}_{\text {III }}$ and $(\tilde{\tilde{t}}, r, \theta, \tilde{\tilde{\varphi}})$ on $\mathscr{M}_{\mathrm{I}} \cup \mathscr{H}^{\prime} \cup \mathscr{M}_{\text {III }}^{\prime}$. These two charts overlap in $\mathscr{M}_{\mathrm{I}}$, where the transition between them is provided by Eq. (13.30). The Carter-Penrose diagram of Fig. 13.5 might give the impression that, by means of the coordinates ( $T, X$ ), one could cover $\mathscr{M}_{0}$ by a single chart, in a fashion similar to the covering of the entire maximal extension of Schwarzschild spacetime by the Kruskal-Szekeres coordinates ( $T, X, \theta, \varphi$ ) (cf. Sec. 9.3). However, this is not possible in a simple way, due to singularity issues with the azimuthal coordinates: $\tilde{\varphi}$ diverges on $\mathscr{H}^{\prime}$, $\tilde{\tilde{\varphi}}$ diverges on $\mathscr{H}$ and the Boyer-Lindquist coordinate $\varphi$ diverges on both $\mathscr{H}$ and $\mathscr{H}^{\prime}$. Accordingly, none of $(T, X, \theta, \tilde{\varphi})$, ( $T, X, \theta, \tilde{\tilde{\varphi}}$ ) and $(T, X, \theta, \varphi)$ would provide a regular chart of $\mathscr{M}_{0}$.

Remark 3: The spacetime $\left(\mathscr{M}_{0}, \boldsymbol{g}\right)$ is analytic: (i) $\mathscr{M}_{0}$ is an analytic manifold, given that the change of coordinates (13.30) between the two charts covering $\mathscr{M}_{0}$ is analytic (cf. Remark 4 in Sec. A.2.1) and (ii) the components (13.3) and (13.39) of $\boldsymbol{g}$ are analytic functions of the coordinates $(\tilde{t}, r, \theta, \tilde{\varphi})$ and $(\tilde{\tilde{t}}, r, \theta, \tilde{\tilde{\varphi}})$ respectively.

The Killing horizon $\mathscr{H}^{\prime}$ is actually a white hole horizon from the point of view of $\mathscr{M}_{\mathrm{I}}$. More precisely, we can endow $\left(\mathscr{M}_{0}, \boldsymbol{g}\right)$ with the same conformal completion at null infinity as that used for $(\mathscr{M}, \boldsymbol{g})$ in Sec. 13.2.6, i.e. such that the conformal boundary $\mathscr{I}$ is constituted by the same future and past null infinities $\mathscr{I}^{+}$and $\mathscr{I}^{-}$located at the boundary of $\mathscr{M}_{\mathrm{I}}$ (cf. Fig. 13.5). It appears then that

$$
\begin{equation*}
\mathscr{M}_{\mathrm{III}}^{\prime} \cup \mathscr{H}^{\prime}=\mathscr{M}_{0} \backslash\left(J^{+}\left(\mathscr{I}^{-}\right) \cap \mathscr{M}_{0}\right) \tag{13.49}
\end{equation*}
$$

In view of the definition (4.41), we conclude:

## Property 13.5: white hole region in the extended extremal Kerr spacetime

$\mathscr{M}_{\text {III }}^{\prime}$ is the interior of a white hole region, the boundary of which is $\mathscr{H}^{\prime}$.
Since $\mathscr{M}_{\text {III }}$ was shown in Sec. 13.2 .6 to be the black hole region for the same conformal completion at null infinity, we may state, according to the terminology introduced in Sec. 4.4.2:

## Property 13.6: domain of outer communications

$\mathscr{M}_{\mathrm{I}}$ is the domain of outer communications of the spacetime $\left(\mathscr{M}_{0}, \boldsymbol{g}\right)$.

### 13.3.2 Construction of the maximal analytic extension

With $\left(\mathscr{M}_{0}, \boldsymbol{g}\right)$, we have achieved our first goal: all the outgoing principal null geodesics crossing $\mathscr{M}_{\mathrm{I}}$ and not lying in the equatorial plane (i.e. the geodesics extending the $\mathscr{L}_{(u, \theta, \tilde{\tilde{\varphi}})}^{\text {out }, \mathrm{I}}$ family with $\theta \neq \pi / 2$ to the past) are complete. However, there remains incomplete geodesics in $\mathscr{M}_{0}$ : the outgoing principal null geodesics crossing $\mathscr{M}_{\text {III }}$ all stop at the value $r=m$ of their affine parameter, while the ingoing principal null geodesics crossing $\mathscr{M}_{\text {III }}^{\prime}$ all start at the value $-r=-m$ of their affine parameter (cf. Fig. 13.5). To construct a spacetime with complete geodesics, except for those that encouter the curvature singularity at $r=0$ and $\theta=\pi / 2$, one introduces an infinite number of copies of $\mathscr{M}_{0},\left(\mathscr{M}_{n}\right)_{n \in \mathbb{Z}}$ say, and identify the region $\mathscr{M}_{\text {III }}^{\prime}$ of $\mathscr{M}_{n}$ with the region $\mathscr{M}_{\text {III }}$ of $\mathscr{M}_{n-1}$ for all $n \in \mathbb{Z}$. The manifold hence obtained,

$$
\begin{equation*}
\mathscr{M}_{*}:=\bigcup_{n \in \mathbb{Z}} \mathscr{M}_{n}, \tag{13.50}
\end{equation*}
$$

is depicted via a Carter-Penrose diagram in Fig. 13.6. The region $\mathscr{M}_{\mathrm{I}}$ (resp. $\mathscr{M}_{\text {III }}$ ) of $\mathscr{M}_{n}$ is denoted by $\mathscr{M}_{\mathrm{I}}^{(n)}\left(\right.$ resp. $\left.\mathscr{M}_{\mathrm{III}}^{(n)}\right)$. Similarly, the Killing horizon $\mathscr{H}$ (resp. $\left.\mathscr{H}^{\prime}\right)$ of $\mathscr{M}_{n}$ is denoted by $\mathscr{H}_{(n)}^{+}$(resp. $\left.\mathscr{H}_{(n)}^{-}\right)$. Note that $\mathscr{H}_{(n)}^{+}$is a future event horizon (black hole horizon), while $\mathscr{H}_{(n)}^{-}$ is a past event horizon (white hole horizon), for the conformal completion at null infinity with the future and past null infinities $\mathscr{I}_{(n)}^{+}$and $\mathscr{I}_{(n)}^{-}$as copies of $\mathscr{I}^{+}$and $\mathscr{I}^{-}$introduced for $\mathscr{M}_{0}$.

It is clear that $\left(\mathscr{M}_{*}, \boldsymbol{g}\right)$ is an analytic spacetime, since $\left(\mathscr{M}_{0}, \boldsymbol{g}\right)$ is (cf. Remark 3 on p. 514).
By construction, all principal null geodesics are complete in $\mathscr{M}_{*}$, except for those that encounter the curvature singularity at $r=0$ and $\theta=\pi / 2$. In particular, this holds for the outgoing principal null geodesics generating $\mathscr{H}_{(n)}^{+}$and for the ingoing ones generating $\mathscr{H}_{(n)}^{-}$. Contemplating the Carter-Penrose diagram of Fig. 13.6, we might thus perceive each (solid or dashed) green straight line from an $r=-\infty$ end to an $r=+\infty$ end, as well as each thick black straight line, as representing a complete principal null geodesic.

It can be shown that actually all timelike or null geodesics of $\left(\mathscr{M}_{*}, \boldsymbol{g}\right)$, and not only the principal null ones, are complete (see Carter's article [79] for the proof), so that we can conclude:

## Property 13.7: maximal analytic extension of the extremal Kerr spacetime

$\left(\mathscr{M}_{*}, \boldsymbol{g}\right)$ is the maximal analytic extension of the extremal Kerr spacetime.

Remark 4: The construction of the maximal extension of the extremal Kerr spacetime is simpler than that of the Kerr spacetime with $a<m$ presented in Sec. 10.8. Indeed, for the latter, if one uses only the ingoing and outgoing Kerr coordinate patches $(\tilde{t}, r, \theta, \tilde{\varphi})$ and ( $\tilde{\tilde{t}}, r, \theta, \tilde{\tilde{\varphi}})$, one ends up with a manifold


Figure 13.6: Carter-Penrose diagram of the maximal analytic extension $\left(\mathscr{M}_{*}, \boldsymbol{g}\right)$ of the extremal Kerr spacetime. The red dotted curves represent hypersurfaces $r=$ const, with the increment $\delta r$ between two successive hypersurfaces being $\delta r=2 m$ for $r<0$ and $r>2 m$ and $\delta r=0.2 m$ for $0 \leq r \leq 2 m$. The hypersurfaces $r=0$ are marked by brown dashed curves. The dashed (resp. solid) green straight lines depict ingoing (resp. outgoing) principal null geodesics with $v=0$ (resp. $u=0$ ). [Figure generated by the notebook D.5.18]
that is not maximal: the null geodesics generating the Killing horizons at $r=r_{ \pm}$are not complete, because the bifurcation spheres (the central dots in Fig. 10.11), accross which these geodesics can be extended, are missing. Indeed the bifurcation spheres are not covered by Kerr coordinates. To include them and thus get the full bifurcate Killing horizons (cf. Sec. 3.4), one has to introduce Kruskal-Szekerestype coordinates in the vicinity of each bifurcation sphere, in a way similar to the Schwarzschild case treated in Secs. 9.2 and 9.3. In the present case, each Killing horizon $\mathscr{H}_{(n)}^{+}$or $\mathscr{H}_{(n)}^{-}$is degenerate and therefore made of complete null geodesics. In particular, $\mathscr{H}_{(n)}^{+}$and $\mathscr{H}_{(n)}^{-}$are not part of a bifurcate Killing horizon. In other words, there is no bifurcation sphere in the maximal extension of the extremal Kerr spacetime and the ingoing and outgoing Kerr coordinate patches are sufficient to cover it entirely.

Historical note : In 1966, Brandon Carter [77] obtained the maximal analytic extension of the rotation axis $\mathscr{A}$ of the extremal Kerr spacetime (cf. historical note on p. 364). In particular, he drew a diagram (Fig. 1b of Ref. [77]) similar to that of Fig. 13.6, the difference being that Carter's one is a true conformal representation, owing to the fact that $\mathscr{A}$ is 2 -dimensional, while the diagram of Fig. 13.6 is a mere projection of the 4-dimensional manifold $\mathscr{M}_{*}$. In their 1967 classical study entitled Maximal Analytic Extension of the Kerr metric [64], Robert H. Boyer and Richard W. Lindquist focused on the case $a<m$. For $a=m$, they referred to Carter's study [77] and stated simply that although his [Carter's] work was confined to the symmetry axis $(\theta=0, \pi)$, it is clear that his conclusions apply with equal force to the full metric. The detailed construction of the maximal analytic extension of the full extremal Kerr spacetime was actually presented by Carter himself in 1968 [79], as the special case of vanishing electric charge of the extremal Kerr-Newman spacetime. The construction was also performed in details in his famous lectures at Les Houches Summer School in 1972 [84].

### 13.4 Near-horizon extremal Kerr (NHEK) geometry

### 13.4.1 The extremal Kerr throat

Let us consider a hypersurface $\Sigma_{t}$ of constant Boyer-Lindquist time $t$ in the external region $\mathscr{M}_{\mathrm{I}}$ of the extremal Kerr spacetime, i.e. one of the hypersurfaces shown in blue in Figs. 13.1 and 13.4. $\Sigma_{t}$ is a spacelike hypersurface, since it is clear from the line element (13.11) that the metric induced by $\boldsymbol{g}$ on $\Sigma_{t}$ is Riemannian (i.e. positive definite) in ${ }^{5} \mathscr{M}_{\mathrm{I}}$. We may thus visualize the geometry of $\Sigma_{t}$ by some isometric embedding of 2-dimensional slices of $\Sigma_{t}$ into the Euclidean space $\mathbb{R}^{3}$, as we did in Sec. 9.5.2 for the hypersurfaces of constant Kruskal-Szekeres time in Schwarzschild spacetime. It is then natural to consider the slices $\Sigma_{t, \theta}$ where $\theta$ is held constant, in addition to $t$, with $\Sigma_{t, \frac{\pi}{2}}$ representing the equatorial "plane". $\Sigma_{t, \theta}$ is spanned by the coordinates $\left(x^{a}\right)=(r, \varphi)$ and the Riemannian metric $\boldsymbol{q}$ induced on it by the spacetime metric $\boldsymbol{g}$ is obtained by setting $\mathbf{d} t=0$ and $\mathbf{d} \theta=0$ in (13.11):

$$
\begin{equation*}
\boldsymbol{q}=\frac{r^{2}+m^{2} \cos ^{2} \theta}{(r-m)^{2}} \mathbf{d} r^{2}+\left(r^{2}+m^{2}+\frac{2 m^{3} r \sin ^{2} \theta}{r^{2}+m^{2} \cos ^{2} \theta}\right) \sin ^{2} \theta \mathbf{d} \varphi^{2} . \tag{13.51}
\end{equation*}
$$

[^121]On the other side, the Euclidean space $\mathbb{R}^{3}$ can be described by cylindrical coordinates $\left(X^{i}\right)=$ $(\varpi, z, \varphi)$, such that the Euclidean metric $\boldsymbol{f}$ takes the form

$$
\begin{equation*}
\boldsymbol{f}=\mathbf{d} \varpi^{2}+\mathbf{d} z^{2}+\varpi^{2} \mathbf{d} \varphi^{2} . \tag{13.52}
\end{equation*}
$$

Let us define the embedding of the 2 -surface $\Sigma_{t, \theta}$ into $\mathbb{R}^{3}$ by

$$
\begin{align*}
\Phi: \Sigma_{t, \theta} & \longrightarrow \mathbb{R}^{3} \\
(r, \varphi) & \longmapsto(\varpi(r), z(r), \varphi) . \tag{13.53}
\end{align*}
$$

Along $\Phi\left(\Sigma_{t, \theta}\right)$, we have then $\mathbf{d} \varpi=\varpi^{\prime}(r) \mathbf{d} r$ and $\mathbf{d} z=z^{\prime}(r) \mathbf{d} r$, so that the metric $\boldsymbol{h}$ induced by $\boldsymbol{f}$ on $\Phi\left(\Sigma_{t, \theta}\right)$ is

$$
\begin{equation*}
\boldsymbol{h}=\left(\varpi^{\prime}(r)^{2}+z^{\prime}(r)^{2}\right) \mathbf{d} r^{2}+\varpi(r)^{2} \mathbf{d} \varphi^{2} . \tag{13.54}
\end{equation*}
$$

$\Phi$ performs an isometric embedding iff the two metrics (13.51) and (13.54) coincide ${ }^{6}$, i.e. iff

$$
\begin{align*}
& \varpi(r)=\sin \theta \sqrt{r^{2}+m^{2}+\frac{2 m^{3} r \sin ^{2} \theta}{r^{2}+m^{2} \cos ^{2} \theta}}  \tag{13.55a}\\
& \varpi^{\prime}(r)^{2}+z^{\prime}(r)^{2}=\frac{r^{2}+m^{2} \cos ^{2} \theta}{(r-m)^{2}} . \tag{13.55b}
\end{align*}
$$

We deduced from Eq. (13.55b) that

$$
\begin{equation*}
z(r)=\int_{2 m}^{r} \frac{1}{\bar{r}-m} \sqrt{\bar{r}^{2}+m^{2} \cos ^{2} \theta-\varpi^{\prime}(\bar{r})^{2}(\bar{r}-m)^{2}} \mathrm{~d} \bar{r}, \tag{13.56}
\end{equation*}
$$

up to some additive constant, which we set to zero by choosing arbitrarily $z(2 m)=0$. In the integrand, $\varpi^{\prime}(\bar{r})$ should be substituted by the value obtained by differentiating Eq. (13.55a).

The functions $\varpi(r)$ and $z(r)$, provided respectively by Eqs. (13.55a) and (13.56), define fully the isometric embedding (13.53) of the Riemannian 2-manifold $\left(\Sigma_{t, \theta}, \boldsymbol{q}\right)$ into the Euclidean space $\left(\mathbb{R}^{3}, \boldsymbol{f}\right)$. The outcome is depicted in Fig. 13.7 for two values of $\theta: \pi / 2$ (left plot) and $\pi / 6$ (right plot). In both cases, it appears that the embedded surface is infinite in two limits: for $r \rightarrow+\infty$ and for $r \rightarrow m$.

The first limit, which implies $\varpi \rightarrow+\infty$ and $z \rightarrow+\infty$ according to Eqs. (13.55a) and (13.56), is towards the asymptotic flat end of $\mathscr{M}_{\mathrm{I}}$. More precisely, since $t$ is held fixed on $\Sigma_{t, \theta}$, the asymptotic direction appears as the spacelike infinity point $i^{0}$ at the right-most corner of the Carter-Penrose diagram of Fig. 13.4.

The second limit, $r \rightarrow m$, corresponds to $\varpi \rightarrow 2 m \frac{\sin \theta}{\sqrt{1+\cos ^{2} \theta}}$ and $z \rightarrow-\infty$, according to Eqs. (13.55a) and (13.56). This describes an infinite cylinder, since $\varpi$ tends to a constant value, while $z$ decays to $-\infty$. The divergence of $z$ for $r \rightarrow m$ is of course due to the factor $(\bar{r}-m)^{-1}$ in the integrand of (13.56), which leads to the following behavior:

$$
\begin{equation*}
z(r) \sim m \sqrt{1+\cos ^{2} \theta} \ln \left(\frac{r-m}{m}\right) \quad \text { when } \quad r \rightarrow m \tag{13.57}
\end{equation*}
$$

[^122]

Figure 13.7: Isometric embeddings of 2-surfaces $\Sigma_{t, \theta}$ of constant Boyer-Lindquist time $t$ and constant $\theta$ of the extremal Kerr spacetime in the Euclidean 3-space, for two values of $\theta: \theta=\pi / 2$ (equatorial plane) (left figure) and $\theta=\pi / 6$ (right figure). The drawings are truncated at $r=\left(1+10^{-5}\right) m$ (bottom boundary) and at $r=10 m$ (top boundary). The blue circle marks the ergosphere, which is located at $r=2 m$ for $\theta=\pi / 2$ and $r=3 \mathrm{~m} / 2$ for $\theta=\pi / 6$. The five black circles correspond to $r=1.1 \mathrm{~m}, 1.01 \mathrm{~m}, 1.001 \mathrm{~m}, 1.0001 \mathrm{~m}$ and 1.00001 m , from top to bottom. [Figure generated by the notebook D.5.19]

This logarithmic divergence is clearly apparent in Fig. 13.7: the circles at $r-m=10^{-1} m$, $10^{-2} \mathrm{~m}, \ldots, 10^{-5} \mathrm{~m}$ look equally spaced, all the more than $r$ is close to m . In the Carter-Penrose diagram of Fig. 13.4, the limit $r \rightarrow m$ at fixed $t$ appears as the point marked $i^{\text {int }}$. This point is actually the projection of a 2 -sphere (spanned by $(\theta, \varphi)$ ) called the internal infinity of the extremal Kerr spacetime. Let us stress that, similarly to the spacelike infinity $i^{0}$ and the null infinities $\mathscr{I}^{+}$and $\mathscr{I}^{-}$, the sphere $i^{\text {int }}$ is not part of the physical spacetime $(\mathscr{M}, \boldsymbol{g})$.

The property of $i^{\text {int }}$ being located infinitely far from any point at $r=r_{0}>m$ on a hypersurface $\Sigma_{t}$ appears clearly on the metric (13.11). Indeed, according to the latter, the distance along a curve $(t, \theta, \varphi)=$ const between the points at $r=r_{0}$ and $r=m$ is

$$
\ell=\int_{m}^{r_{0}} \sqrt{g_{r r}} \mathrm{~d} r=\int_{m}^{r_{0}} \frac{\sqrt{r^{2}+m^{2} \cos ^{2} \theta}}{r-m} \mathrm{~d} r .
$$

Again, the factor $(r-m)^{-1}$ makes the integral diverge, so that $\ell=+\infty$.
Another perspective of $i^{\text {int }}$ being "infinitely far" is obtained by noticing that on the CarterPenrose diagram of Fig. 13.4, $i^{\text {int }}$ is located at the past end of the event horizon $\mathscr{H}$. Since $\mathscr{H}$ is a degenerate Killing horizon (cf. Sec. 13.2.5), it is generated by complete null geodesics: the principal null geodesics $\mathscr{L}_{(\theta, \psi)}^{\text {out, } \mathscr{H}}$ introduced in Sec. 13.2.4. Now, since $\mathscr{L}_{(\theta, \psi)}^{\text {out, } \mathscr{H}}$ is complete, its
past end at $i^{\text {int }}$ is obtained at the limit $\tilde{t} \rightarrow-\infty$ of its affine parameter $\tilde{t}$ (see also the grey curves in Fig. 13.3, which reveal clearly that the limit $\tilde{t} \rightarrow-\infty$ at $r=m$ is $\left.i^{\text {int }}\right)$. Hence, in terms of affine length, $i^{\text {int }}$ is infinitely far in the past along any of the null geodesics $\mathscr{L}_{(\theta, \psi)}^{\text {out, } \mathscr{H}}$ generating $\mathscr{H}$.

The spacetime region in the vicinity of $r=m$ is called the extremal Kerr throat. We are going to explore it in more details in the next sections.

### 13.4.2 The NHEK metric

In order to zoom in on the near-horizon region, let us introduce a small parameter $\varepsilon>0$ and the Bardeen-Horowitz coordinates ${ }^{7}(T, R, \theta, \Phi)$, which are defined on $\mathscr{M}_{\mathrm{BL}}=\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\mathrm{III}}$ and related to the Boyer-Lindquist coordinates $(t, r, \theta, \varphi)$ by

$$
\begin{equation*}
T=\varepsilon \frac{t}{2 m}, \quad R=\frac{r-m}{\varepsilon m}, \quad \Phi=\varphi-\frac{t}{2 m} \tag{13.58}
\end{equation*}
$$

the reverse transformation being

$$
\begin{equation*}
t=2 m \frac{T}{\varepsilon}, \quad r=m(1+\varepsilon R), \quad \varphi=\Phi+\frac{T}{\varepsilon} . \tag{13.59}
\end{equation*}
$$

Note that on $\mathscr{M}_{\mathrm{BL}}$, the range of $T$ is $\mathbb{R}$, while that of $R$ is $(-\infty, 0) \cup(0,+\infty)$, with $R>0$ on $\mathscr{M}_{\mathrm{I}}$ and $R<0$ on $\mathscr{M}_{\mathrm{III}}$. The coordinate choice (13.59) ensures, for a fixed value of $(T, R, \Phi)$ with $T>0$,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} t=+\infty, \quad \lim _{\varepsilon \rightarrow 0} r=m, \quad \lim _{\varepsilon \rightarrow 0} \varphi=+\infty, \quad \frac{\mathrm{d} \varphi}{\mathrm{~d} t}=\frac{1}{2 m} \tag{13.60}
\end{equation*}
$$

and is motivated as follows. For $\varepsilon \rightarrow 0$, the coordinate $R$ clearly implements the zoom on the region $r \simeq m$, i.e. the region close to the event horizon $\mathscr{H}$. Regarding the change $t \rightarrow T$, we may notice that the Boyer-Lindquist coordinate $t$ diverges near $\mathscr{H}$ - more precisely, $t$ diverges along the worldline of any particle that reaches $\mathscr{H}$ (this is clear on Figs. 13.1 and 13.4). So, we may keep $T=\varepsilon t /(2 m)$ finite in the vicinity of $\mathscr{H}$, while having $t$ diverging. The division by $2 m$ makes $T$ dimensionless, as $R$, with the factor 2 being chosen for later convenience. Similarly, the Boyer-Lindquist coordinate $\varphi$ diverges along the worldline of any particle that reaches $\mathscr{H}$. For geodesics, this divergence occurs at the rate $\mathrm{d} \varphi / \mathrm{d} t=\Omega_{\mathscr{H}}=1 /(2 m)$ [Eqs. (11.72) and (13.23)], which is ensured at fixed $\Phi$ by the choice (13.59).

Let us denote by $G_{\alpha \beta}(T, R, \theta, \Phi, \varepsilon)$ the components of the metric tensor $\boldsymbol{g}$ with respect to Bardeen-Horowitz coordinates $\left(X^{\alpha}\right):=(T, R, \theta, \Phi)$. They depend on $\varepsilon$ since the change of coordinates (13.59)-(13.58) does. The explicit expressions of the $G_{\alpha \beta}(T, R, \theta, \Phi, \varepsilon)$ 's are rather complicated and can be found in the notebook D.5.20. We are concerned here only by the limit $\varepsilon \rightarrow 0$. In other words, we consider the tensor field $\boldsymbol{h}$ on $\mathscr{M}_{\text {BL }}$ whose components with respect to the Bardeen-Horowitz coordinates are the limits

$$
\begin{equation*}
h_{\alpha \beta}(T, R, \theta, \Phi):=\lim _{\varepsilon \rightarrow 0} G_{\alpha \beta}(T, R, \theta, \Phi, \varepsilon) . \tag{13.61}
\end{equation*}
$$

[^123]Evaluating the limits leads to the explicit expression of $\boldsymbol{h}$ (cf. the notebook D.5.20):

$$
\begin{equation*}
\boldsymbol{h}=m^{2}\left(1+\cos ^{2} \theta\right)\left[-R^{2} \mathbf{d} T^{2}+\frac{\mathbf{d} R^{2}}{R^{2}}+\mathbf{d} \theta^{2}+\frac{4 \sin ^{2} \theta}{\left(1+\cos ^{2} \theta\right)^{2}}(\mathbf{d} \Phi+R \mathbf{d} T)^{2}\right] . \tag{13.62}
\end{equation*}
$$

A priori the limits (13.61) lead only to a symmetric bilinear form. To be a proper metric tensor, $\boldsymbol{h}$ has to be non-degenerate as well (cf. Sec. A.3.1 in Appendix A). This can be checked by computing the determinant of the components (13.62); one gets (cf. the notebook D.5.20):

$$
\begin{equation*}
\operatorname{det}\left(h_{\alpha \beta}\right)=-4 m^{2}\left(1+\cos ^{2} \theta\right)^{2} \sin ^{2} \theta \tag{13.63}
\end{equation*}
$$

Hence $\operatorname{det}\left(h_{\alpha \beta}\right)$ vanishes only for $\sin \theta=0$, i.e. on the rotation axis $\mathscr{A}$. This merely signals the standard coordinate singularity of spherical-type coordinates on $\mathscr{A}$. Away from $\mathscr{A}$, one has $\operatorname{det}\left(h_{\alpha \beta}\right)<0$, which shows that $\boldsymbol{h}$ is non-degenerate and has the signature $(-,+,+,+)$ or $(+,-,-,-)$. Since the (diagonal) $(R, \theta)$-block has clearly the signature $(+,+)$, we get that only $(-,+,+,+)$ is possible. Hence we may conclude:

## Property 13.8: NHEK metric

Equation (13.62) defines a Lorentzian metric tensor $\boldsymbol{h}$ on $\mathscr{M}_{\mathrm{BL}}=\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\mathrm{III}}$. We shall call it the near-horizon extremal Kerr (NHEK) metric.

The NHEK metric $\boldsymbol{h}$ has been obtained in Bardeen-Horowitz coordinates $(T, R, \theta, \Phi)$. Let us express it in terms of Boyer-Lindquist coordinates $(t, r, \theta, \varphi)$. From the transformation law (13.58), we have

$$
\begin{equation*}
R \mathbf{d} T=\frac{r-m}{2 m^{2}} \mathbf{d} t, \quad \frac{\mathbf{d} R}{R}=\frac{\mathbf{d} r}{r-m} \quad \text { and } \quad \mathbf{d} \Phi+R \mathbf{d} T=\mathbf{d} \varphi+\frac{r-2 m}{2 m^{2}} \mathbf{d} t . \tag{13.64}
\end{equation*}
$$

The components of $\boldsymbol{h}$ with respect to Boyer-Lindquist coordinates are then immediately deduced from Eq. (13.62):

$$
\begin{align*}
\boldsymbol{h}=m^{2}\left(1+\cos ^{2} \theta\right)[ & -\frac{(r-m)^{2}}{4 m^{4}} \mathbf{d} t^{2}+\frac{\mathbf{d} r^{2}}{(r-m)^{2}}+\mathbf{d} \theta^{2}  \tag{13.65}\\
& \left.+\frac{4 \sin ^{2} \theta}{\left(1+\cos ^{2} \theta\right)^{2}}\left(\mathbf{d} \varphi+\frac{r-2 m}{2 m^{2}} \mathbf{d} t\right)^{2}\right]
\end{align*}
$$

Remark 1: It is remarkable that, while the change of coordinates $(t, r, \theta, \varphi) \leftrightarrow(T, R, \theta, \Phi)$ depends on the parameter $\varepsilon$ [Eqs. (13.59)-(13.58)], the Boyer-Lindquist expression (13.65) of $\boldsymbol{h}$ is independent of $\varepsilon$. This occurs because $\varepsilon$ disappears in the combinations (13.64). In particular, the NHEK metric is unique, i.e. it does not depend on the value of $\varepsilon$, contrary to the Bardeen-Horowitz coordinates on $\mathscr{M}_{\mathrm{BL}}$.

Remark 2: As we have introduced it, the NHEK metric is defined on the part $\mathscr{M}_{\text {BL }}$ of the Kerr manifold $\mathscr{M}$, where $R \neq 0$. In Sec. 13.4.4, we shall consider instead that $\boldsymbol{h}$ is defined on a manifold distinct from $\mathscr{M}$, where it can be extended accross $R=0$.

### 13.4.3 Anti-de Sitter features

It appears from (13.62) that the NEHK metric $\boldsymbol{h}$ has striking similarities with the metric of anti-de Sitter spacetime (AdS): compare the $\mathbf{d} T^{2}$ and $\mathbf{d} R^{2}$ terms with the $\mathbf{d} t^{2}$ and $\mathbf{d} u^{2}$ terms of the components (3.54) of the $\mathrm{AdS}_{4}$ metric in Poincaré coordinates, presented in Example 18 of Chap. 3, noticing that both the Poincaré horizon in $\mathrm{AdS}_{4}(u=0)$ and the Kerr horizon $(R=0)$ are degenerate Killing horizons. More precisely, the metric induced by $\boldsymbol{h}$ on the rotation axis $\mathscr{A}(\sin \theta=0)$, which is a 2 -dimensional submanifold of $\mathscr{M}$, is exactly the metric of $\operatorname{AdS}_{2}$ (the 2-dimensional anti-de Sitter spacetime), expressed in the Poincaré coordinates $\left(X^{a}\right)=(T, R)$ :

$$
\begin{equation*}
\boldsymbol{h}^{\mathscr{A}}=2 m^{2}\left(-R^{2} \mathbf{d} T^{2}+\frac{\mathbf{d} R^{2}}{R^{2}}\right) . \tag{13.66}
\end{equation*}
$$

Moreover, the metric induced by $\boldsymbol{h}$ on the hypersurface $\theta=\theta_{*}$, with $\theta_{*}:=\arcsin (\sqrt{3}-1) \simeq$ $47.06^{\circ}$ (so that $4 \sin ^{2} \theta_{*} /\left(1+\cos ^{2} \theta_{*}\right)=1$ ), is that of $\mathrm{AdS}_{3}$ :

$$
\begin{equation*}
\boldsymbol{h}^{\theta=\theta_{*}}=2(\sqrt{3}-1) m^{2}\left[-R^{2} \mathbf{d} T^{2}+\frac{\mathbf{d} R^{2}}{R^{2}}+(\mathbf{d} \Phi+R \mathbf{d} T)^{2}\right] . \tag{13.67}
\end{equation*}
$$

Note however that the above expression is not that of $\mathrm{AdS}_{3}$ metric in Poincaré coordinates. Indeed, by expanding the last term, we get

$$
\begin{equation*}
\boldsymbol{h}^{\theta=\theta_{*}}=2(\sqrt{3}-1) m^{2}\left(2 R \mathbf{d} T \mathbf{d} \Phi+\frac{\mathbf{d} R^{2}}{R^{2}}+\mathbf{d} \Phi^{2}\right) \tag{13.68}
\end{equation*}
$$

In particular, $h_{T T}^{\theta=\theta_{*}}=0$, which implies that $\boldsymbol{\partial}_{T}$ is a null vector field, while it should be a timelike one for Poincaré coordinates. To prove that (13.67) is indeed the metric of $\mathrm{AdS}_{3}$, let us introduce the so-called global NHEK coordinates $(\tau, y, \theta, \psi)$, which, for their $(\tau, y)$ part, are linked to $(T, R)$ by the same relationship as that between global and Poincaré coordinates in $\mathrm{AdS}_{2}$, namely

$$
\left\{\begin{array} { l } 
{ T = \frac { \sqrt { 1 + y ^ { 2 } } \operatorname { s i n } \tau } { y + \sqrt { 1 + y ^ { 2 } } \operatorname { c o s } \tau } }  \tag{13.69}\\
{ R = y + \sqrt { 1 + y ^ { 2 } } \operatorname { c o s } \tau } \\
{ \theta = \theta } \\
{ \Phi = \psi + \operatorname { l n } | \frac { \operatorname { c o s } \tau + y \operatorname { s i n } \tau } { 1 + \sqrt { 1 + y ^ { 2 } } \operatorname { s i n } \tau } | }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
\tau=\arctan 2\left(2 T R^{2}, R^{2}-T^{2} R^{2}+1\right) \\
+\pi H(-R) \\
y=\frac{\left(1+T^{2}\right) R^{2}-1}{2 R} \\
\theta=\theta \\
\psi=\Phi-\ln \left(\frac{(1-T R)^{2}+R^{2}}{\sqrt{\left[\left(1+T^{2}\right) R^{2}-1\right]^{2}+4 R^{2}}}\right),
\end{array}\right.\right.
$$

where $H$ stands for the Heaviside function: $H(-R)=1$ for $R<0$ and 0 for $R>0$. Beside the AdS $_{2}$-type transformation for $(\tau, y) \leftrightarrow(T, R)$, the new azimuthal coordinate $\psi$ is introduced to insure $\mathbf{d} \Phi+R \mathbf{d} T=\mathbf{d} \psi+y \mathbf{d} \tau$. In terms of the coordinates $(\tau, y, \theta, \psi)$, the NHEK metric $\boldsymbol{h}$ reads (cf. the notebook D.5.20):

$$
\begin{equation*}
\boldsymbol{h}=m^{2}\left(1+\cos ^{2} \theta\right)\left[-\left(1+y^{2}\right) \mathbf{d} \tau^{2}+\frac{\mathbf{d} y^{2}}{1+y^{2}}+\mathbf{d} \theta^{2}+\frac{4 \sin ^{2} \theta}{\left(1+\cos ^{2} \theta\right)^{2}}(\mathbf{d} \psi+y \mathbf{d} \tau)^{2}\right] . \tag{13.70}
\end{equation*}
$$

On the rotation axis $(\sin \theta=0)$, we recover the $\mathrm{AdS}_{2}$ metric expressed in global AdS coordinates $(\tau, y)$. On the hypersurface $\theta=\theta_{*}$ considered above, we get

$$
\begin{equation*}
\boldsymbol{h}^{\theta=\theta_{*}}=2(\sqrt{3}-1) m^{2}\left[-\left(1+y^{2}\right) \mathbf{d} \tau^{2}+\frac{\mathbf{d} y^{2}}{1+y^{2}}+(\mathbf{d} \psi+y \mathbf{d} \tau)^{2}\right] \tag{13.71}
\end{equation*}
$$

This is the metric of $\mathrm{AdS}_{3}$ in some standard coordinates ${ }^{8}$ (compare e.g. with Eq. (17) of Ref. [49] with $y=\sinh \omega$ ). On constant $\theta$ hypersurfaces, with $\theta \neq \theta_{*}$ or $\pi-\theta_{*}$, the metric induced by $\boldsymbol{h}$ is not that of $\mathrm{AdS}_{3}$ but that of a so-called warped $\boldsymbol{A d S} \boldsymbol{S}_{3}$, the $\theta$-term in front of $(\mathbf{d} \psi+y \mathbf{d} \tau)^{2}$ in Eq. (13.70) being the warp factor (see e.g. Refs. [123, 49, 226]).

Remark 3: The value $\theta_{*}=\arcsin (\sqrt{3}-1)$ for which the hypersurface $\theta=\theta_{*}$ inherits $\operatorname{AdS}_{3}$ metric from $\boldsymbol{h}$ is exactly the value $\theta_{\text {crit }}$ considered in Sec. 12.4.4 [cf. Eq. (12.98)], namely the minimal value of the colatitude $\theta$ of a distant observer for the critical curve (boundary of the black hole shadow) to contain a vertical straight line segment (the so-called NHEK line; maroon line in Fig. 12.24). A priori, this is a mere coincidence.

### 13.4.4 NHEK spacetime

The Bardeen-Horowitz components (13.62) of the NHEK metric $\boldsymbol{h}$ are singular at $R=0$. But this is a mere coordinate singularity, since, in terms of the global NHEK coordinates ( $\tau, y, \theta, \psi$ ), $R=0$ is the locus $y+\sqrt{1+y^{2}} \cos \tau=0$ [cf. Eq. (13.69)] and the components (13.70) of $\boldsymbol{h}$ are regular there. They are actually regular in all the range $\tau \in \mathbb{R}, y \in \mathbb{R}, \theta \in(0, \pi)$ and $\psi \in(0,2 \pi)$. As it is introduced in Eq. (13.69), the coordinate $\tau$ is actually restricted to ( $-\pi, 2 \pi$ ) on $\mathscr{M}$. We may therefore define an "extended" spacetime as follows:

The NHEK spacetime is the spacetime ( $\mathscr{N}, \boldsymbol{h}$ ), where the manifold $\mathscr{N}$ is diffeomorphic to $\mathbb{R}^{2} \times \mathbb{S}^{2}$ and $\boldsymbol{h}$ is the Lorentzian metric defined by Eq. (13.70) in terms of the coordinates $(\tau, y, \theta, \psi)$, with $(\tau, y) \in \mathbb{R}^{2}$ and $(\theta, \psi) \in(0, \pi) \times(0,2 \pi)$ being standard spherical coordinates on $\mathbb{S}^{2}$.

By comparing the metrics (13.70) and (3.49), with the changes of notation $y \leftrightarrow r$ and $\psi \leftrightarrow \varphi$, we note that $(\mathscr{N}, \boldsymbol{h})$ bears some similarities with $\mathrm{AdS}_{4}$, but is distinct from it. First of all, $r$ ranges in $(0,+\infty)$ only on $\mathrm{AdS}_{4}$, while $y$ ranges in ${ }^{9}(-\infty,+\infty)$ on $\mathscr{N}$. Furthermore, there is a global $\left(1+\cos ^{2} \theta\right)$ term in (13.70), the $\mathrm{d} \theta^{2}$ terms differ drastically in the two expressions, the one in (13.70) being not multiplied by $y^{2}$. The $\mathrm{d} \varphi^{2}$ and $\mathrm{d} \psi^{2}$ are also truly distinct. Moreover, the NHEK metric contains the off-diagonal term $h_{\tau \psi}$, while the $\mathrm{AdS}_{4}$ one is purely diagonal.

[^124]The inverse NHEK metric $\boldsymbol{h}^{-1}$ takes a rather simple form (cf. the notebook D.5.21 for the computation):

$$
h^{\alpha \beta}=\frac{1}{1+\cos ^{2} \theta}\left(\begin{array}{cccc}
-\frac{1}{1+y^{2}} & 0 & 0 & \frac{y}{1+y^{2}}  \tag{13.72}\\
0 & 1+y^{2} & 0 & 0 \\
0 & 0 & 1 & 0 \\
\frac{y}{1+y^{2}} & 0 & 0 & \frac{\left(1+\cos ^{2} \theta\right)^{2}+y^{2}\left(\cos ^{4} \theta+6 \cos ^{2} \theta-3\right)}{4\left(1+y^{2}\right) \sin ^{2} \theta}
\end{array}\right)
$$

As $\mathrm{AdS}_{4}$, the NHEK spacetime is not asymptotically flat. The metrics of both spacetimes are solutions of the Einstein equation with $\boldsymbol{T}=0$ [Eq. (1.43)], but with $\Lambda<0$ for $\mathrm{AdS}_{4}$ metric and with $\Lambda=0$ for $\boldsymbol{h}$ :

## Property 13.9: NHEK metric as a solution of the vacuum Einstein equation

The NHEK metric $\boldsymbol{h}$ is a solution of the vacuum Einstein equation (1.44):

$$
\begin{equation*}
\operatorname{Ric}(\boldsymbol{h})=0, \tag{13.73}
\end{equation*}
$$

where $\operatorname{Ric}(\boldsymbol{h})$ stands for the Ricci tensor of $\boldsymbol{h}$.

Proof. $\boldsymbol{h}$ has been defined on $\mathscr{M}_{\text {BL }}$ via the limit expression (13.61). Now, for $\varepsilon>0$, the $G_{\alpha \beta}$ 's in the right-hand side of Eq. (13.61) are the components of a metric that has a vanishing Ricci tensor, since it is nothing but the extremal Kerr metric, expressed in the Bardeen-Horowitz coordinates $(T, R, \theta, \Phi)$, which form a perfectly regular coordinate system on $\mathscr{M}_{\mathrm{BL}}$ for $\varepsilon>0$ (cf. the transformations (13.59)-(13.58)). By continuity at the limit $\varepsilon \rightarrow 0$, it follows that $\boldsymbol{h}$ has a vanishing Ricci tensor as well. A priori this holds only on $\mathscr{M}_{\mathrm{BL}}$, but since the components of $\boldsymbol{h}$ in the global NHEK coordinates $(\tau, y, \theta, \psi)$ are identical on $\mathscr{M}_{\mathrm{BL}}$ and $\mathscr{N}$, the result is immediately extended by analyticity to all the NHEK spacetime.

Remark 4: For the reader skeptical about the limit process and the extension to the whole of $\mathscr{N}$, a direct computation of the Ricci tensor of $\boldsymbol{h}$ from the global-coordinate components (13.70) is performed in the notebook D.5.21 and the outcome is indeed identically vanishing.

## Total angular momentum

The quantity $m^{2}$ appears as a global scale factor of the metric $\boldsymbol{h}$ in each of the three expressions (13.62), (13.70) and (13.65). This is of course the square of the mass of the extremal Kerr spacetime from which the NHEK spacetime $(\mathscr{N}, \boldsymbol{h})$ arises. However, one cannot associate intrinsically a mass to the latter. Indeed, one cannot use the Komar integral (5.34), as in the Kerr case, since the the NHEK spacetime lacks any global asymptotically timelike Killing vector ${ }^{10}$.

[^125]An alternative concept of mass, which does not require any Killing vector, is that of $A D M$ mass (cf. Sec. 5.3.5). It is however not applicable either since ( $\mathscr{N}, \boldsymbol{h}$ ) is not asymptotically flat. Incidentally, this last fact would anyway preclude any unambiguous definition of the Komar mass, since asymptotic flatness is required to normalize the timelike Killing field at spatial infinity (scalar square -1 ).

On the contrary, the angular momentum $J$ of the NHEK spacetime can properly be defined from the axisymmetry Killing vector $\boldsymbol{\eta}=\boldsymbol{\partial}_{\varphi}=\boldsymbol{\partial}_{\Phi}=\boldsymbol{\partial}_{\psi}$, via the Komar formula (5.61). The Hodge dual $\star(\mathbf{d} \underline{\boldsymbol{\eta}})$ [cf. Eq. (5.36)], which appears in this formula, has of course to be taken with respect to the metric $\boldsymbol{h}$. Since $\boldsymbol{h}$ fulfills the vacuum Einstein equation [Eq. (13.73)], the value of $J$ does not depend upon the choice of the integration 2-surface $\mathscr{S}$ in formula (5.61) (Property 5.21). One finds (cf. the notebook D.5.21 for the computation):

$$
\begin{equation*}
J=m^{2} \text {. } \tag{13.74}
\end{equation*}
$$

This is exactly the value $J=a m=m^{2}$ of the angular momentum of the extremal Kerr spacetime [Eq. (10.79)]. Hence we conclude:

## Property 13.10: angular momentum of NHEK spacetime

The NHEK spacetime ( $\mathscr{N}, \boldsymbol{h}$ ) has no well defined mass, but it has a well defined Komar angular momentum, whose value is nothing but the angular momentum $J=m^{2}$ of the extremal Kerr spacetime $(\mathscr{M}, \boldsymbol{g})$ from which $(\mathscr{N}, \boldsymbol{h})$ arises.

Remark 5: For this reason, many authors replace the overall factor $m^{2}$ of the NHEK metric in Eq. (13.62) or (13.70) by $J$.

## "Conformal" coordinates

The range of the coordinate $y$ is the whole of $\mathbb{R}$. For pictural purposes (e.g. drawing Carter-Penrose-like diagrams), it would be convenient to have instead a coordinate spanning some finite range. As in the $\mathrm{AdS}_{4}$ case presented in Example 18 of Chap. 3, it is quite natural to introduce

$$
\begin{equation*}
\chi:=\arctan y \quad \Longleftrightarrow \quad y=: \tan \chi \tag{13.75}
\end{equation*}
$$

so that ${ }^{11} \chi \in(-\pi / 2, \pi / 2)$. The relation (13.69) to the Bardeen-Horowitz coordinates $(T, R, \theta, \Phi)$ can be then rewritten as

$$
\left\{\begin{array} { l } 
{ T = \frac { \operatorname { s i n } \tau } { \operatorname { c o s } \tau + \operatorname { s i n } \chi } }  \tag{13.76}\\
{ R = \frac { \operatorname { c o s } \tau + \operatorname { s i n } \chi } { \operatorname { c o s } \chi } } \\
{ \theta = \theta } \\
{ \Phi = \psi + \operatorname { l n } | \frac { \operatorname { c o s } ( \tau - \chi ) } { \operatorname { s i n } \tau + \operatorname { c o s } \chi } | }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
\tau=\arctan 2\left(2 T R^{2}, R^{2}-T^{2} R^{2}+1\right)+\pi H(-R) \\
\chi=\arctan \left(\frac{\left(1+T^{2}\right) R^{2}-1}{2 R}\right) \\
\theta=\theta \\
\psi=\Phi-\ln \left(\frac{(1-T R)^{2}+R^{2}}{\sqrt{\left[\left(1+T^{2}\right) R^{2}-1\right]^{2}+4 R^{2}}}\right)
\end{array}\right.\right.
$$

[^126]

Figure 13.8: 2-dimensional views of the extremal $\operatorname{Kerr}$ spacetime $(\mathscr{M}, \boldsymbol{g})$ (left) and of the NHEK spacetime $(\mathscr{N}, \boldsymbol{h})$ (right). The left figure is a zoom on the $\left(\mathscr{M}_{\mathrm{I}}^{(0)}, \mathscr{M}_{\text {III }}^{(0)}\right)$ part of the Carter-Penrose diagram shown in Fig. 13.6. The right figure is a "compactified" view of $\mathscr{N}$ based on the coordinates $(\tau, \chi)$. The near-horizon region in the Kerr spacetime is visualized by means of red curves, which are curves (actually hypersurfaces) of constant $r$, ranging from $r=m / 2$ to $r=3 m / 2$, i.e. within $\Delta r=m / 2$ of the horizon value $r=m$. The $r$-increment between two nearby curves is $\delta r=m / 10$. Grey curves represents hypersurfaces of constant Boyer-Lindquist coordinate $t$ in the near horizon region, with $t$ varying by steps of $\delta t=2 m$ in the range $[-8 m, 8 m$ ]. Each of these constant- $r$ or constant- $t$ curves is mapped to the NHEK spacetime (right figure) by means of the transformation (13.58) with $\varepsilon=1 / 2$, giving birth to constant- $R$ curves ranging from $R=-1$ to $R=1$ (red curves) and to constant- $T$ curves ranging from $T=-2$ to $T=2$ (grey curves). [Figures generated by the notebooks D.5.18 (left) and D.5.21 (right)]

These transformations can be used to map the Boyer-Lindquist domain $\mathscr{M}_{\text {BL }}$ of Kerr spacetime to the region $-\pi / 2<\tau+\chi<3 \pi / 2$ of the NHEK spacetime $\mathscr{N}$, as illustrated in Fig. 13.8. This assumes a fixed value of $\varepsilon>0$ in Eqs. (13.59)-(13.58), so that $(T, R, \theta, \Phi)$ constitute a regular coordinate system on $\mathscr{M}_{\mathrm{BL}}=\mathscr{M}_{\mathrm{I}} \cup \mathscr{M}_{\mathrm{III}}$. More precisely, $\mathscr{M}_{\mathrm{I}}$, where $R>0$, is mapped to the subregion $\mathscr{N}_{\mathrm{P}}^{+}$defined by $-\chi-\pi / 2<\tau<\chi+\pi / 2$, which implies $\cos \tau+\sin \chi>0$ and hence $R>0$ via (13.76), since $\cos \chi>0$ for $\chi \in(-\pi / 2, \pi / 2)$. On the other hand, $\mathscr{M}_{\text {III }}$, where $R<0$, is mapped to the subregion $\mathscr{N}_{\mathrm{P}}^{-}$defined by $\chi+\pi / 2<\tau<-\chi+3 \pi / 2$, which implies $\cos \tau+\sin \chi<0$ and hence $R<0$ via (13.76). In both $\mathscr{N}_{\mathrm{P}}^{+}$and $\mathscr{N}_{\mathrm{P}}^{-}$, the coordinate $T$ spans the whole of $\mathbb{R}$. We shall call each of the regions $\mathscr{N}_{\mathrm{P}}^{+}$and $\mathscr{N}_{\mathrm{P}}^{-}$a Poincaré patch of NHEK spacetime. They appear as the interiors of triangles having one vertical edge at the NHEK
boundary in Fig. 13.8. Note the similarity ${ }^{12}$ with the Poincaré patch in $\mathrm{AdS}_{4}$ spacetime plotted in Fig. 3.6.

The NHEK metric components with respect to the coordinates $(\tau, \chi, \theta, \psi)$ are easily deduced from (13.70):

$$
\begin{equation*}
\boldsymbol{h}=m^{2}\left(1+\cos ^{2} \theta\right)\left[\frac{1}{\cos ^{2} \chi}\left(-\mathbf{d} \tau^{2}+\mathbf{d} \chi^{2}\right)+\mathbf{d} \theta^{2}+\frac{4 \sin ^{2} \theta}{\left(1+\cos ^{2} \theta\right)^{2}}(\mathbf{d} \psi+\tan \chi \mathbf{d} \tau)^{2}\right] . \tag{13.77}
\end{equation*}
$$

Note the factor $1 / \cos ^{2} \chi$ in front of the $-\mathbf{d} \tau^{2}+\mathbf{d} \chi^{2}$ term, which is analogous to the conformal factor $1 / \cos ^{2} \chi$ of the $A d S_{4}$ metric in Eq. (3.50), except that in the present case, $1 / \cos ^{2} \chi$ does not factor all the metric, so that it cannot be considered as a proper conformal factor. Since $\cos \chi$ never vanishes for $\chi \in(-\pi / 2, \pi / 2)$, the factor $1 / \cos ^{2} \chi$ is regular in all $\mathscr{N}$. It simply blows up at the "boundaries" $\chi \rightarrow \pm \pi / 2$ of $\mathscr{N}$, which correspond to $y \rightarrow \pm \infty$ and to $R \rightarrow \pm \infty$ in the Poincaré patches $\mathscr{N}_{\mathrm{P}}^{+}$and $\mathscr{N}_{\mathrm{P}}^{-}$.

One can provide a pictoral view of $\boldsymbol{h}$ being the "near-horizon limit" of $\boldsymbol{g}$ as follows:
The two red strips $r \in[m / 2,3 m / 2]$ and $R \in[-1,1]$ in Fig. 13.8 have been drawn by setting $\varepsilon=1 / 2$ in the transformation (13.58) linking the Boyer-Lindquist coordinates $(t, r, \theta, \varphi)$ to the Bardeen-Horowitz ones $(T, R, \theta, \Phi)$. Now, if one maintains the red strip $R \in[-1,1]$ in the NHEK spacetime unchanged and let $\varepsilon$ decays to 0 , the red strip in the extremal Kerr spacetime shrinks to a more and more narrow strip around the horizon. As $\varepsilon \rightarrow 0$, this narrow strip, endowed with the Kerr metric $\boldsymbol{g}$, tends to be isometric to the fixed NHEK strip $R \in[-1,1]$ endowed with the metric $\boldsymbol{h}$.

Remark 6: While the extremal Kerr spacetime and the NHEK one are similar in the near-horizon region, it is clear on Fig. 13.8 that they have very different asymptotics for $r \rightarrow \pm \infty$ and $R \rightarrow \pm \infty$.

### 13.4.5 NHEK symmetries

Given the similarities with the AdS spacetime, which is a maximally symmetric spacetime ${ }^{13}$, it should come as no surprise that the NHEK spacetime ( $\mathscr{N}, \boldsymbol{h})$ has more symmetries than the extremal Kerr spacetime ( $\mathscr{M}, \boldsymbol{g})$. First of all, it is obvious on the expression (13.62) of $\boldsymbol{h}$ in Bardeen-Horowitz coordinates that $T$ and $\Phi$ are ignorable coordinates, so that the two vector fields

$$
\begin{equation*}
\boldsymbol{\xi}_{1}:=\boldsymbol{\partial}_{T}=\frac{2 m}{\varepsilon} \boldsymbol{\partial}_{t}+\frac{1}{\varepsilon} \boldsymbol{\partial}_{\varphi} \quad \text { and } \quad \boldsymbol{\eta}=\boldsymbol{\partial}_{\Phi}=\boldsymbol{\partial}_{\varphi}=\boldsymbol{\partial}_{\psi} \tag{13.78}
\end{equation*}
$$

[^127]are two Killing vectors of $\boldsymbol{h}$. In the above equation, the second expression of $\boldsymbol{\xi}_{1}$ is that in the Boyer-Lindquist coordinate frame and follows directly from the transformation law (13.59). In particular, note that $\boldsymbol{\xi}_{1}$ is distinct from the Killing vector $\boldsymbol{\xi}=\boldsymbol{\partial}_{t}$ of the Kerr metric $\boldsymbol{g}$. It is rather connected to the horizon-generating Killing vector $\boldsymbol{\chi}$ defined by Eq. (13.23):
\[

$$
\begin{equation*}
\boldsymbol{\xi}_{1}=\frac{2 m}{\varepsilon} \boldsymbol{\chi} \tag{13.79}
\end{equation*}
$$

\]

Besides, in Eq. (13.78), the vector field $\boldsymbol{\partial}_{\Phi}$ is identical to the Killing vector field $\boldsymbol{\eta}=\boldsymbol{\partial}_{\varphi}$ of the Kerr metric $\boldsymbol{g}$ as a consequence of the transformation law (13.59). Similarly, the transformation law (13.69) implies that $\boldsymbol{\eta}=\boldsymbol{\partial}_{\psi}$.

A third symmetry apparent on the metric components (13.62) is the invariance under the transformation $(T, R) \mapsto(\alpha T, R / \alpha)$, for any $\alpha>0$. Such transformations, which are called squeeze mappings (or hyperbolic rotations) of the ( $T, R$ ) plane, form a 1-parameter group action, whose generator $\boldsymbol{\xi}_{2}$ is given by formula (3.14) with $t=\lambda:=\alpha-1$ (so that the identity element is for $\lambda=0$ ). By considering an infinitesimal transformation of parameter $\mathrm{d} \lambda$, formula (3.14) leads to the components $\xi_{2}^{T}=[(1+\mathrm{d} \lambda) T-T] / \mathrm{d} \lambda=T$ and $\xi_{2}^{R}=[(1-$ $\mathrm{d} \lambda) R-R] / \mathrm{d} \lambda=-R$. Hence the Killing vector field

$$
\begin{equation*}
\boldsymbol{\xi}_{2}=T \boldsymbol{\partial}_{T}-R \boldsymbol{\partial}_{R}=t \boldsymbol{\partial}_{t}+(m-r) \boldsymbol{\partial}_{r}+\frac{t}{2 m} \boldsymbol{\partial}_{\varphi} \tag{13.80}
\end{equation*}
$$

The second expression stems from the transformation law (13.59) and expresses $\boldsymbol{\xi}_{2}$ in terms of the Boyer-Lindquist coordinate frame. We note that this expression is independent of $\varepsilon$, contrary to the Boyer-Lindquist expression of $\boldsymbol{\xi}_{1}$.

Finally, a fourth Killing vector of $\boldsymbol{h}$ shows up clearly on the components (13.70) with respect to the global NHEK coordinates $(\tau, y, \theta, \psi)$, since these components are independent of $\tau$. Hence $\boldsymbol{\partial}_{\tau}$ is a Killing vector of $\boldsymbol{h}$. In what follows, we will use instead the linear combination ${ }^{14}$

$$
\begin{equation*}
\boldsymbol{\xi}_{3}:=\boldsymbol{\partial}_{\tau}-\frac{1}{2} \boldsymbol{\xi}_{1} \tag{13.81}
\end{equation*}
$$

since it has slightly simpler components with respect to Bardeen-Horowitz coordinates. Given the transformation law (13.69), we get (cf. the notebook D.5.20)

$$
\begin{equation*}
\boldsymbol{\xi}_{3}=\frac{1}{2}\left(T^{2}+\frac{1}{R^{2}}\right) \boldsymbol{\partial}_{T}-R T \boldsymbol{\partial}_{R}-\frac{1}{R} \boldsymbol{\partial}_{\Phi} \tag{13.82}
\end{equation*}
$$

The Boyer-Lindquist expression of $\boldsymbol{\xi}_{3}$ is found via the transformation law (13.59)-(13.58):

$$
\begin{equation*}
\boldsymbol{\xi}_{3}=\varepsilon\left\{\left[\frac{t^{2}}{4 m}+\frac{m^{3}}{(r-m)^{2}}\right] \boldsymbol{\partial}_{t}+\frac{t(m-r)}{2 m} \boldsymbol{\partial}_{r}+\frac{1}{2}\left[\frac{t^{2}}{4 m^{2}}+\frac{m(3 m-2 r)}{(r-m)^{2}}\right] \boldsymbol{\partial}_{\varphi}\right\} . \tag{13.83}
\end{equation*}
$$

We have thus four Killing vectors of the NEHK metric $\boldsymbol{h}: \boldsymbol{\eta}, \boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}$ and $\boldsymbol{\xi}_{3}$. Since none of them is a linear combination with constant coefficients of the three others, the isometry group $G$ generated by these Killing vectors is 4 -dimensional. This is 2 dimensions more than the

[^128]isometry group of Kerr spacetime, which is $\mathbb{R} \times \mathrm{U}(1)$. In order to fully characterize $G$, let us determine its Lie algebra by evaluating the commutator ${ }^{15}$ of each pair of the four generators $\boldsymbol{\eta}$, $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}$ and $\boldsymbol{\xi}_{3}$. We get (cf. the notebook D.5.20)
\[

$$
\begin{equation*}
\left[\boldsymbol{\eta}, \boldsymbol{\xi}_{1}\right]=0, \quad\left[\boldsymbol{\eta}, \boldsymbol{\xi}_{2}\right]=0, \quad\left[\boldsymbol{\eta}, \boldsymbol{\xi}_{3}\right]=0 \tag{13.84}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
\left[\boldsymbol{\xi}_{2}, \boldsymbol{\xi}_{1}\right]=-\boldsymbol{\xi}_{1}, \quad\left[\boldsymbol{\xi}_{2}, \boldsymbol{\xi}_{3}\right]=\boldsymbol{\xi}_{3}, \quad\left[\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{3}\right]=\boldsymbol{\xi}_{2} . \tag{13.85}
\end{equation*}
$$

Equation (13.84) shows that $\boldsymbol{\eta}$ commutes with all the other generators of $G$. Since $\boldsymbol{\eta}$ is the generator of the axisymmetry group $\mathrm{U}(1)$, we may write $G=G_{3} \times \mathrm{U}(1)$, where $G_{3}$ is a 3 -dimensional Lie group, generated by $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}$ and $\boldsymbol{\xi}_{3}$. The commutation relations (13.85) show ${ }^{16}$ that the Lie algebra of $G_{3}$ is the special linear algebra $\mathfrak{s l}(2, \mathbb{R})$. At this stage, $G_{3}$ can be one of the following three Lie groups: $\operatorname{SL}(2, \mathbb{R}), \operatorname{PSL}(2, \mathbb{R})=\operatorname{SL}(2, \mathbb{R}) / \mathbb{Z}_{2}$ or $\overline{\mathrm{SL}(2, \mathbb{R})}$ (the universal covering group of $\operatorname{SL}(2, \mathbb{R})$ ). It cannot be $\operatorname{PSL}(2, \mathbb{R})$ because, as it appears clearly on (13.62), the transformation $(T, R) \mapsto(-T,-R)$ is an element of $G_{3}$ and, in $\operatorname{PSL}(2, \mathbb{R})$, this element would be identified with the identity due to the quotient by $\mathbb{Z}_{2}=\{\mathrm{Id},-\mathrm{Id}\}$, where Id is the identity element. $G_{3}$ is actually the special linear group $\operatorname{SL}(2, \mathbb{R})$. We conclude:

## Property 13.11: isometry group of NEHK spacetime

The isometry group of the NEHK spacetime is

$$
\begin{equation*}
G=\mathrm{SL}(2, \mathbb{R}) \times \mathrm{U}(1), \tag{13.86}
\end{equation*}
$$

with $U(1)$ generated by the axisymmetry Killing vector $\boldsymbol{\eta}$ and $\mathrm{SL}(2, \mathbb{R})$ generated by the three Killing vectors $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}$ and $\boldsymbol{\xi}_{3}$ given by Eqs. (13.78), (13.80) and (13.82).

This property is often phrased as follows: the near-horizon region of the extremal Kerr spacetime (the extremal Kerr throat) has some emergent symmetries, i.e. it has more symmetries than the extremal Kerr spacetime itself. Let us stress that no such thing occurs for non-extremal Kerr black holes.

Remark 7: $\operatorname{SL}(2, \mathbb{R})$ is isomorphic to the spin group $\operatorname{Spin}(2,1)$, which is the isometry group of the 2 -dimensional anti-de Sitter spacetime $\left(\operatorname{AdS}_{2}\right)$. The spin group $\operatorname{Spin}(2,1)$ is the double cover of the pseudo-orthogonal group $\mathrm{SO}(2,1)$, the latter being the isometry group of the "time-cyclic" 2 -dimensional anti-de Sitter spacetime, i.e. the quadric surface $X^{2}-U^{2}-V^{2}=-1$ in $\mathbb{R}^{3}$ endowed with the flat metric $-\mathbf{d} U^{2}-\mathbf{d} V^{2}+\mathbf{d} X^{2}$.

Remark 8: Having an enhanced symmetry group near the horizon is not specific to the extremal Kerr black hole; this is actually a generic feature, which occurs near degenerate Killing horizons [293, 123].
${ }^{15}$ The definition of the commutator of two vector fields is recalled in Appendix A [cf. Eq. (A.25)].
${ }^{16}$ More precisely, in the representation of $\mathfrak{s l}(2, \mathbb{R})$ by the algebra of $2 \times 2$ real matrices with zero trace, a standard basis is $E=\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right), F=\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right), H=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$. This basis has the following commutation relations: $[H, E]=2 E,[H, F]=-2 F$ and $[E, F]=H$. One recovers the last ones from (13.85) by identityfying $\boldsymbol{\xi}_{1}$ with $F / \sqrt{2}, \boldsymbol{\xi}_{2}$ with $H / 2$ and $\boldsymbol{\xi}_{3}$ with $-E / \sqrt{2}$.

Pure geometric arguments suffice to show that a degenerate Killing horizon associated with some Killing vector $\boldsymbol{\xi}_{1}$ has necessarily a near-horizon geometry endowed with a second Killing vector, which is similar to $\boldsymbol{\xi}_{2}$ [293]. Axisymmetry provides the third Killing vector $\boldsymbol{\eta}$ and the Einstein equation leads to the existence of the fourth Killing vector $\boldsymbol{\xi}_{3}$ [295].

Historical note : The NHEK metric $\boldsymbol{h}$ has been first exhibited by Brandon Carter in 1973 [84]: compare Eq. (5.63) of Ref. [84] (with $Q=P=0$ ) with Eq. (13.62), taking into account the change of notations $(\tau, \lambda, \varphi) \leftrightarrow(T,-R, \Phi)$. Actually the NHEK metric was found by Carter when searching for the most general stationary and axisymmetric solutions of the source-free Einstein-Maxwell equations (cf. Sec. 1.5.2), in order to get the Kerr-Newman solution. The latter appeared then as the generic case and NHEK-like metrics as special cases. The limit $Q=P=0$ of Carter's metric (5.63) corresponds to the case of vanishing electric charge $Q$ and magnetic monopole $P$, so that it is a solution of the vacuum Einstein equation [Eq. (13.73) above]. Carter stated that the metric $\boldsymbol{h}$ has a 4 -dimensional isometry group and that the hypersurfaces of constant $\theta$ are homogeneous and partially isotropic. Even if he did not get $\boldsymbol{h}$ by some near-horizon limit process, Carter stressed that in the neighborhood of the extremal Kerr horizon, the Kerr metric $\boldsymbol{g}$ can be approximated arbitrarily closely by $\boldsymbol{h}$ (cf. Fig. 6.3 in Ref. [84], which is similar to our Fig. 13.8). In the related case of the static extremal black hole, constituted by the (spherically symmetric) Reissner-Nordström solution with electric charge equal to the mass $\left(Q=\sqrt{4 \pi / \mu_{0}} m\right.$, cf. Eq. (5.104)), Carter exhibited a change of coordinates similar ${ }^{17}$ to that between Boyer-Lindquist coordinates and Bardeen-Horowitz coordinates [Eq. (13.59)] and he showed that the near-horizon limit brings the Reissner-Nordström metric to the Bertotti-Robinson metric. The latter is the product metric of $\mathrm{AdS}_{2} \times \mathbb{S}^{2}$ and constitutes a static solution of the source-free EinsteinMaxwell equations that is highly symmetric, having the 6 -dimensional group $\mathrm{SL}(2, \mathbb{R}) \times \mathrm{SO}(3)$ as isometry group (cf. e.g. Ref. [193]). The NHEK metric has been rediscovered by James Bardeen and Gary Horowitz in 1999 [35]. They derived it from the Boyer-Lindquist expression of the extremal Kerr metric by performing the change of coordinates ${ }^{18}$ (13.58)-(13.59) and taking the limit $\varepsilon \rightarrow 0$, as presented in Sec. 13.4.2. In the same article [35], Bardeen and Horowitz introduced the global NHEK coordinates ${ }^{19}$ $(\tau, y, \theta, \psi)$ via the transformation (13.69) and obtained expression (13.70) for $\boldsymbol{h}$ [their Eq. (2.9)]. They have analyzed the global properties of the NHEK spacetime, in particular its geodesic completeness. Bardeen and Horowitz have also shown that the NHEK isometry group is $\operatorname{SL}(2, \mathbb{R}) \times \mathrm{U}(1)$ [Eq. (13.86)] and have given formulas (13.78), (13.80) and (13.82) for the four Killing vectors $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}, \boldsymbol{\xi}_{3}$ and $\boldsymbol{\eta}$ [their Eq. (2.14)].

### 13.4.6 Applications

The NHEK geometry is at the core of the so-called Kerr/CFT correspondence, initiated by Monica Guica, Thomas Hartman, Wei Song and Andrew Strominger in 2009 [226], which conjectures that quantum gravity in the vicinity of the extremal Kerr horizon is dual to a two-dimensional conformal field theory (CFT) (see Ref. [123] for a review of this topic).

[^129]Another domain of application of the NHEK geometry regards the computation of signals emanating from the neighborhood of an extremal Kerr black hole, either electromagnetic ones (e.g. [218, 125, 275]) or gravitational-wave ones (e.g. [126, 219]).

### 13.5 Going further

Apart from the principal null geodesics, we have not discussed the geodesics of the extremal Kerr black hole in this chapter. Many of their properties can be obtained by taking the limit $a \rightarrow m$ of the Kerr geodesics discussed in Chaps. 11 and 12. The specific case of critical null geodesics, delineating the black hole shadow, has been treated in Sec. 12.4.4 for $a=m$. For an extensive study of geodesics close to the horizon, making use of the NHEK geometry, see Refs. [275, 125].

We have not discussed the stability of extremal Kerr black holes. Contrary to what happens for subextremal Kerr black holes $(a<m)$, Stefanos Aretakis has shown in $2012^{20}$ that axisymmetric scalar perturbations (solutions of the wave equation $\square_{g} \Psi=0$ ) have transverse second derivatives ${ }^{21}$ that blow up when $\tilde{t} \rightarrow+\infty$ along the event horizon $\mathscr{H}$ of an extremal Kerr black hole, while $\Psi$ itself decays at least like $\tilde{t}^{-1 / 2}$ and its transverse first derivative remains bounded [16] (see also the monograph [17] and Theorem A in Ref. [188]). In 2016, Marc Casals, Samuel Gralla and Peter Zimmerman [95] have shown that non-axisymmetric scalar perturbations with initial data supported away from $\mathscr{H}$ are unstable along $\mathscr{H}$, with a transverse first derivative growing like $\tilde{t}^{1 / 2}$, which is a higher rate than the axisymmetric perturbations considered by Aretakis. This has been recently confirmed by a rigorous mathematical analysis by Dejan Gajic [188]. Gralla and Zimmerman have shown in 2018 [220] that this instability extends to electromagnetic and gravitational perturbations and can be considered as a critical phenomenon associated with the emergent symmetry generated by the NHEK Killing vector $\boldsymbol{\xi}_{2}$ (squeeze mappings). Finally let us point out that Aretakis [15] has also shown that solutions of the non-linear wave equation $\square_{g} \Psi=N(\Psi, \nabla \Psi)$, where $N$ is a non-linear function, blow up in a finite time along $\mathscr{H}$.
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## Dynamical black holes

## Chapter 14

## Black hole formation 1: dust collapse
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### 14.1 Introduction

After having investigated black holes in equilibrium, through the Schwarzschild and Kerr solutions, we move to dynamical black holes, more specifically to the standard process of black hole formation: gravitational collapse. To deal with analytical solutions, we simplify the problem as much as possible. First we assume spherical symmetry, which is quite natural as a first approximation for modeling the gravitational collapse of a stellar core or a gas cloud. A drawback of this approach is that it forbids the study of gravitational waves, since by virtue of the Jebsen-Birkhoff theorem (to be proven in Sec. 14.2.5), the exterior of any spherically symmetric collapsing object is a piece of Schwarzschild spacetime, which does not contain any gravitational radiation. The second major simplifying approximation is to consider pressureless matter, commonly referred to as dust.

We start by deriving from the Einstein equation the system of partial differential equations yielding the metric for spherically symmetric dust (Lemaître-Tolman system) and write down the most general solutions (Sec. 14.2). Then we specialize these solutions to the case of a homogeneous ball of dust collapsing from rest (Oppenheimer-Snyder collapse, Sec. 14.3), which we study in details, in particular regarding the birth of the event horizon and the existence of trapped surfaces. Finally, we consider the observational appearance of the gravitational collapse and the black hole formation to a remote observer (Sec. 14.4).

### 14.2 Lemaître-Tolman equations and their solutions

### 14.2.1 Hypotheses

As mentioned in the Introduction, we shall restrict ourselves to spherically symmetric ${ }^{1}$ spacetimes, and for concreteness, to 4 -dimensional ones. The most general spherically symmetric 4-dimensional spacetime $(\mathscr{M}, \boldsymbol{g})$ can be described in terms of coordinates $\left(x^{\alpha}\right)=(\tau, \chi, \theta, \varphi)$ such that the metric tensor writes

$$
\begin{equation*}
\boldsymbol{g}=-\mathbf{d} \tau^{2}+a(\tau, \chi)^{2} \mathbf{d} \chi^{2}+r(\tau, \chi)^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{14.1}
\end{equation*}
$$

where $a(\tau, \chi)$ and $r(\tau, \chi)$ are generic positive functions. These coordinates are called Lemaître synchronous coordinates, the qualifier synchronous meaning that $\tau$ is the proper time of a observer staying at fixed value of the spatial coordinates $(\chi, \theta, \varphi)$. Note that the function $r(\tau, \chi)$ gives the areal radius of the 2 -spheres defined by $(\tau, \chi)=$ const, which are the orbits of the $\mathrm{SO}(3)$ group action (cf. Sec. 6.2.2), i.e. the metric area of these 2 -spheres is $4 \pi r(\tau, \chi)^{2}$.

For simplicity, we consider only pressureless matter, in the form of a perfect fluid with zero pressure. The matter energy-momentum tensor is then

$$
\begin{equation*}
\boldsymbol{T}=\rho \underline{\boldsymbol{u}} \otimes \underline{\boldsymbol{u}} \tag{14.2}
\end{equation*}
$$

where $\underline{\boldsymbol{u}}$ is the 1 -form metric-dual to the fluid 4 -velocity $\boldsymbol{u}$, i.e. the 1 -form of components $u_{\alpha}=g_{\alpha \mu} u^{\mu}$ [cf. Eq. (A.44)], and $\rho$ is a scalar field that can be interpreted as the fluid energy density measured in the fluid frame, by virtue of the identity $\rho=\boldsymbol{T}(\boldsymbol{u}, \boldsymbol{u})$, which follows from $\langle\underline{\boldsymbol{u}}, \boldsymbol{u}\rangle=\boldsymbol{g}(\boldsymbol{u}, \boldsymbol{u})=-1$. Let us recall that the energy-momentum tensor of a generic perfect fluid is $\boldsymbol{T}=(\rho+p) \underline{\boldsymbol{u}} \otimes \underline{\boldsymbol{u}}+p \boldsymbol{g}$, where $p$ is the fluid pressure. Expression (14.2) corresponds thus to the special case $p=0$. Inside the matter, we link the coordinates $(\tau, \chi, \theta, \varphi)$ to the fluid by demanding that they are comoving with the fluid, i.e. that any fluid particle stays at fixed values of $(\chi, \theta, \varphi)$. Because the 4 -velocity obeys $u^{\alpha}=\mathrm{d} x^{\alpha} / \mathrm{d} \tau_{\mathrm{f}}$, where $\tau_{\mathrm{f}}$ is the fluid proper time [cf. Eq. (1.16)], this amounts to $u^{\chi}=u^{\theta}=u^{\varphi}=0$, hence

$$
\begin{equation*}
\boldsymbol{u}=\boldsymbol{\partial}_{\tau} \tag{14.3}
\end{equation*}
$$

A priori, one should only have $\boldsymbol{u}=u^{\tau} \boldsymbol{\partial}_{\tau}$, but the synchronous coordinate condition $g_{\tau \tau}=-1$ along with the normalization $\boldsymbol{g}(\boldsymbol{u}, \boldsymbol{u})=-1$ implies $u^{\tau}=1$. Since $u^{\tau}=\mathrm{d} \tau / \mathrm{d} \tau_{\mathrm{f}}$, we get $\tau=\tau_{\mathrm{f}}$ (up to some additive constant), which provides the physical interpretation of Lemaître coordinate $\tau$ as the fluid proper time.

### 14.2.2 Geodesic matter flow

The equation of energy-momentum conservation $\boldsymbol{\nabla} \cdot \overrightarrow{\boldsymbol{T}}=0$ [Eq. (1.45)], which follows from the Einstein equation (1.40) and the contracted Bianchi identity (A.114) (cf. Sec. 1.5), implies:

[^131]
## Property 14.1: geodesic flow

The worldlines of the fluid particles of the pressureless matter model (14.2) are timelike geodesics of $(\mathscr{M}, \boldsymbol{g})$.

Proof. If one plugs the energy-momentum tensor (14.2) in the energy-momentum conservation law (1.45), one obtains $\nabla_{\mu}\left(\rho u^{\mu} u^{\alpha}\right)=0$, i.e.

$$
\begin{equation*}
\nabla_{\mu}\left(\rho u^{\mu}\right) u^{\alpha}+\rho u^{\mu} \nabla_{\mu} u^{\alpha}=0 . \tag{14.4}
\end{equation*}
$$

Now the two terms in the left-hand side of this equation are orthogonal to each other, as an immediate consequence of the normalization of the 4 -velocity $\boldsymbol{u}$ [Eq. (1.17)]: $\boldsymbol{u} \cdot \boldsymbol{\nabla}_{u} \boldsymbol{u}=0$. In particular, $\boldsymbol{u}$ is a timelike vector, while the 4 -acceleration $\nabla_{u} \boldsymbol{u}$ is a spacelike one. Thus the only way for Eq. (14.4) to hold is that each term in the left-hand side vanishes separately:

$$
\nabla_{\mu}\left(\rho u^{\mu}\right)=0 \quad \text { and } \quad u^{\mu} \nabla_{\mu} u^{\alpha}=0
$$

The second equation is nothing but the geodesic equation [Eq. (B.1)] for the field lines of $\boldsymbol{u}$, i.e. the fluid worldlines.

Each fluid particle is thus in free-fall and moves independently of its neighbors, which is not surprising since the pressure is zero. This justify the term dust given to the matter model (14.2).

### 14.2.3 From the Einstein equation to the Lemaître-Tolman system

Let us write the Einstein equation (1.40) in terms of Lemaître synchronous coordinates ( $\tau, \chi, \theta, \varphi$ ) and with the energy-momentum tensor (14.2)-(14.3) in its right-hand side. As detailed in the notebook D.6.1, if one disregards the peculiar case $^{2} \partial r / \partial \chi=0$, the $\tau \chi$ component yields

$$
\begin{equation*}
a(\tau, \chi)=\frac{1}{f(\chi)} \frac{\partial r}{\partial \chi} \tag{14.5}
\end{equation*}
$$

where $f(\chi)$ is an arbitrary function of $\chi$. Accordingly, we may rewrite the metric (14.1) as

$$
\begin{equation*}
\boldsymbol{g}=-\mathbf{d} \tau^{2}+\frac{1}{f(\chi)^{2}}\left(\frac{\partial r}{\partial \chi}\right)^{2} \mathbf{d} \chi^{2}+r(\tau, \chi)^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{14.6}
\end{equation*}
$$

## Property 14.2: Lemaître-Tolman system

The metric (14.6) is a solution of the Einstein equation (1.40) with the energy-momentum

[^132]tensor (14.2)-(14.3) if, and only if,
\[

$$
\begin{equation*}
\left(\frac{\partial r}{\partial \tau}\right)^{2}=f(\chi)^{2}-1+\frac{2 M(\chi)}{r(\tau, \chi)}+\frac{\Lambda}{3} r(\tau, \chi)^{2} \tag{14.7a}
\end{equation*}
$$

\]

$$
\begin{equation*}
\frac{\mathrm{d} M}{\mathrm{~d} \chi}=4 \pi r(\tau, \chi)^{2} \rho(\tau, \chi) \frac{\partial r}{\partial \chi} \tag{14.7~b}
\end{equation*}
$$

where $M(\chi)$ is an arbitrary function of $\chi$.

Proof. Taking into account (14.5), the $\chi \chi$ and $\tau \tau$ components of the Einstein equation yield respectively to (14.7a) and (14.7b), cf. the notebook D.6.1. There is no other independent component of the Einstein equation.

The function $M(\chi)$ is known in the literature as the Misner-Sharp mass or MisnerSharp energy, in reference of a study by Misner and Sharp in 1964 [330], although it has been introduced by Lemaître [310] more than 30 years earlier. This quantity is invariantly defined for any spherically symmetric spacetime from the areal radius $r$ :

$$
\begin{equation*}
M:=\frac{r}{2}\left(1-\nabla_{\mu} r \nabla^{\mu} r-\frac{\Lambda}{3} r^{2}\right) \tag{14.8}
\end{equation*}
$$

It is easy to check that the above relation holds in the present case: we have, thanks to (14.1),

$$
\nabla_{\mu} r \nabla^{\mu} r=g^{\mu \nu} \frac{\partial r}{\partial x^{\mu}} \frac{\partial r}{\partial x^{\nu}}=g^{\tau \tau}\left(\frac{\partial r}{\partial \tau}\right)^{2}+g^{\chi \chi}\left(\frac{\partial r}{\partial \chi}\right)^{2}=-\left(\frac{\partial r}{\partial \tau}\right)^{2}+\frac{1}{a(\tau, \chi)^{2}}\left(\frac{\partial r}{\partial \chi}\right)^{2}
$$

Using Eq. (14.5), this expression reduces to

$$
\nabla_{\mu} r \nabla^{\mu} r=-\left(\frac{\partial r}{\partial \tau}\right)^{2}+f(\chi)^{2}
$$

In view of the Lemaître-Tolman equation (14.7a), we conclude that (14.8) holds for $M=M(\chi)$.
Historical note : The Lemaître-Tolman system (14.7) has been first derived in 1932 by Georges Lemaître [310]: Eqs. (14.6), (14.7a) and (14.7b) are respectively Eqs. (8.1), (8.2) and (8.3) of Ref. [310], up to some slight change of notations. The system (14.7) however became known as Tolman model or Tolman-Bondi model, in reference to posterior works by Richard Tolman (1934) [431] and by Hermann Bondi (1947) [58]. This happened despite Tolman fully acknowledging Lemaître's work [310] in his article [431] (Tolman actually met Lemaître in 1932-33 during the latter's trip to United States [165]) and Bondi [58] mentioned that "Lemaître studies a problem very closely related to ours and many equations given in the appendix can be found in the (Lemaître's) paper". We refer to Eisenstaedt's article [165] for a detailed historical study of Lemaître's paper [310] (see also Krasiński's note [289]). We follow the suggestion of Plebański \& Krasiński [372] to call the system (14.7) Lemaître-Tolman, and not merely Lemaître, in order to distinguish it from other Lemaître contributions to general relativity and cosmology.

### 14.2.4 Solutions for a vanishing cosmological constant

In the remaining of this chapter, we assume $\Lambda=0$, since we are mainly interested in gravitational collapse in asymptotically flat spacetimes. The Lemaître-Tolman equation (14.7a) can then be rewritten as

$$
\begin{equation*}
\frac{1}{2} \dot{r}^{2}-\frac{M(\chi)}{r}=E(\chi), \tag{14.9}
\end{equation*}
$$

where $\dot{r}:=\partial r / \partial \tau$ and

$$
\begin{equation*}
E(\chi):=\frac{f(\chi)^{2}-1}{2} \tag{14.10}
\end{equation*}
$$

For a fixed value of $\chi$, we recognize in (14.9) the equation ruling the 1 -dimensional nonrelativistic motion of a particle in a Newtonian potential $V=-m / r ; E(\chi)$ is then nothing but the total mechanical energy of the particle per unit mass. As it is well known, the solution of (14.9) depends on the sign of $E(\chi)$ :

- if $E(\chi)>0$, the solution is given in parameterized form (parameter $\eta$ ) by

$$
\left\{\begin{array}{l}
\tau=\frac{M(\chi)}{(2 E(\chi))^{3 / 2}}(\sinh \eta-\eta)+\tau_{0}(\chi)  \tag{14.11}\\
r(\tau, \chi)=\frac{M(\chi)}{2 E(\chi)}(\cosh \eta-1)
\end{array}\right.
$$

- if $E(\chi)=0$, the solution is

$$
\begin{equation*}
r(\tau, \chi)=\left(\frac{9 M(\chi)}{2}\left(\tau-\tau_{0}(\chi)\right)^{2}\right)^{1 / 3} \tag{14.12}
\end{equation*}
$$

- if $E(\chi)<0$, the solution is given in parameterized form (parameter $\eta$ ) by

$$
\left\{\begin{array}{l}
\tau=\frac{M(\chi)}{|2 E(\chi)|^{3 / 2}}(\eta+\sin \eta)+\tau_{0}(\chi)  \tag{14.13}\\
r(\tau, \chi)=\frac{M(\chi)}{|2 E(\chi)|}(1+\cos \eta)
\end{array}\right.
$$

In the above formulas, $\tau_{0}(\chi)$ is an arbitrary function of $\chi$. For $E>0$ and $E=0$, it sets the value of $\tau$ for which $r=0$, while for $E<0$, it sets the value of $\tau$ for which $r$ takes its maximal value ( $m /|E|$ ).
Exercise: prove that each of formulas (14.11)-(14.13) provides a solution of Eq. (14.9).
We may summarize the above results as follows:

## Property 14.3: solution for spherical dust collapse

The procedure to get a full solution of spherical dust collapse with $\Lambda=0$ is

1. choose arbitrary functions $f(\chi), M(\chi)$ and $\tau_{0}(\chi)$;
2. evaluate $E(\chi)$ via (14.10);
3. depending of on the value of $E(\chi)$, use (14.11), (14.12) or (14.13) to get the solution for $r(\tau, \chi)$;
4. plug this solution into the remaining Lemaître-Tolman equation, Eq. (14.7b), to get $\rho(\tau, \chi)$ and into (14.6) to get the metric tensor.

### 14.2.5 Vacuum solution and the Jebsen-Birkhoff theorem

Let us search for a solution in the vacuum case, i.e. $\rho=0$. Equation (14.7b) with $\rho=0$ implies that $M(\chi)$ is a constant, which we shall denote by $m$. Equations (14.9)-(14.10) then yield

$$
\begin{equation*}
\frac{\partial r}{\partial \tau}=\varepsilon \sqrt{f(\chi)^{2}-1+\frac{2 m}{r}}, \quad \text { with } \quad \varepsilon= \pm 1 \tag{14.14}
\end{equation*}
$$

Hence

$$
\mathbf{d} r=\varepsilon \sqrt{f(\chi)^{2}-1+\frac{2 m}{r}} \mathbf{d} \tau+\frac{\partial r}{\partial \chi} \mathbf{d} \chi
$$

Using this identity to substitute $(\partial r / \partial \chi) \mathbf{d} \chi$ in the metric expression (14.6), we get

$$
\begin{align*}
\boldsymbol{g}= & \frac{1}{f(\chi)^{2}}\left[-\left(1-\frac{2 m}{r}\right) \mathbf{d} \tau^{2}-2 \varepsilon \sqrt{f(\chi)^{2}-1+\frac{2 m}{r}} \mathbf{d} \tau \mathbf{d} r+\mathbf{d} r^{2}\right] \\
& +r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{14.15}
\end{align*}
$$

which can be rearranged as

$$
\begin{align*}
\boldsymbol{g}= & -\left(1-\frac{2 m}{r}\right)\left(\frac{1}{f(\chi)} \mathbf{d} \tau+\varepsilon \frac{\sqrt{f(\chi)^{2}-1+2 m / r}}{f(\chi)(1-2 m / r)} \mathbf{d} r\right)^{2}+\left(1-\frac{2 m}{r}\right)^{-1} \mathbf{d} r^{2} \\
& +r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) . \tag{14.16}
\end{align*}
$$

If there exists a scalar function $t=t(\tau, r)$ such that

$$
\begin{equation*}
\mathbf{d} t=\frac{1}{f(\chi)} \mathbf{d} \tau+\varepsilon \frac{\sqrt{f(\chi)^{2}-1+2 m / r}}{f(\chi)(1-2 m / r)} \mathbf{d} r \tag{14.17}
\end{equation*}
$$

then Eq. (14.16) would be nothing but Schwarzschild metric expressed in Schwarzschild-Droste coordinates $(t, r, \theta, \varphi)$ [cf. Eq. (6.14)]. The necessary and sufficient condition for (14.17) to hold is

$$
\left.\frac{\partial}{\partial r}\left(\frac{1}{f(\chi)}\right)\right|_{\tau}=\left.\frac{\partial}{\partial \tau}\left(\varepsilon \frac{\sqrt{f(\chi)^{2}-1+2 m / r}}{f(\chi)(1-2 m / r)}\right)\right|_{r}
$$

this relation expressing the identity $\partial^{2} t / \partial r \partial \tau=\partial^{2} t / \partial \tau \partial r$. In it, $\chi$ has to be considered as a function of $(\tau, r)$, which is given implicitly by one of the three expressions (14.11)-(14.13) with $M(\chi)=m$. Accordingly, the above condition becomes

$$
-\left.\frac{f^{\prime}(\chi)}{f(\chi)^{2}} \frac{\partial \chi}{\partial r}\right|_{\tau}=\left.\frac{\varepsilon}{\sqrt{f(\chi)^{2}-1+2 m / r}} \frac{f^{\prime}(\chi)}{f(\chi)^{2}} \frac{\partial \chi}{\partial \tau}\right|_{r} .
$$

Simplifying and invoking (14.14), we arrive at a condition independent of $f(\chi)$ :

$$
\left.\frac{\partial \chi}{\partial \tau}\right|_{r}+\left.\left.\frac{\partial \chi}{\partial r}\right|_{\tau} \frac{\partial r}{\partial \tau}\right|_{\chi}=0 .
$$

Now this condition is always fulfilled: by the chain rule, the left-hand side is nothing but the partial derivative $\left.\frac{\partial \chi}{\partial \tau}\right|_{\chi}$, which is trivially zero if one considers $\chi$ as a function of $(\tau, \chi)$. We conclude that there exists a function $t$ obeying (14.17), which proves that $\boldsymbol{g}$ is Schwarzschild metric, whatever the choice of the function $f(\chi)$. Since our starting point was the most general metric for a (possibly non-stationary) spherically symmetric spacetime [Eq. (14.1)], we have proven a famous theorem of general relativity:

## Property 14.4: Jebsen-Birkhoff theorem

In vacuum, the unique spherically symmetric solution of the 4-dimensional Einstein equation with $\Lambda=0$ [Eq. (1.44)] is the Schwarzschild metric.

In particular, outside any spherically symmetric body, the spacetime is a piece of Schwarzschild spacetime. Note that this implies that this part of spacetime is static, even if the central body is not (for instance it may oscillate radially, keeping its spherical symmetry). In particular, there are no gravitational waves in spherical symmetry.

Remark 1: The Jebsen-Birkhoff theorem can be viewed as a generalization of the shell theorem version of Gauss's law in Newtonian gravity: the gravitational field outside any spherical source is entirely determined by the total mass $m$ of the source, being identical to that generated by a point of mass $m$ located at the symmetry center.

Historical note : The Jebsen-Birkhoff theorem has been first proved by the Norwegian physicist Jørg Tofte Jebsen in 1920 [268]. It was independently established by the American mathematician George D. Birkhoff in 1923 [54] and became famous under the name Birkhoff's theorem, the work of Jebsen remaining largely unknown until recently (see Ref. [271] for details).

### 14.2.6 Schwarzschild solution in Lemaître coordinates

The above derivation of the Jebsen-Birkhoff theorem offers a way to express the Schwarzschild metric in new sets of coordinates, not considered in Part II, namely Lemaître and PainlevéGullstrand coordinates. Since we have all freedom on the function $f(\chi)$, we will focuss on a subclass of Lemaitre coordinates for which $f(\chi)=1$. Then $E(\chi)=0$ and $r(\tau, \chi)$ is given by Eq. (14.12). Since $M(\chi)=m$ is constant, we cannot choose $\tau_{0}(\chi)$ in (14.12) to be a constant, otherwise we would have $\partial r / \partial \chi=0$ and the metric (14.6) would be degenerate. The simplest non-constant choice is $\tau_{0}(\chi)=\chi$. Equation (14.12) yields then

$$
\begin{equation*}
r(\tau, \chi)=\left(\frac{9 m}{2}\right)^{1 / 3}(\chi-\tau)^{2 / 3} . \tag{14.18}
\end{equation*}
$$

In what follows, we assume $\chi \geq \tau$. Then

$$
\begin{equation*}
\chi-\tau=\frac{1}{3} \sqrt{\frac{2}{m}} r^{3 / 2} \tag{14.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial r}{\partial \chi}=\left(\frac{4 m}{3}\right)^{1 / 3}(\chi-\tau)^{-1 / 3}=\sqrt{\frac{2 m}{r}} \tag{14.20}
\end{equation*}
$$

Accordingly, Eq. (14.6) yieds

$$
\begin{equation*}
\boldsymbol{g}=-\mathbf{d} \tau^{2}+\frac{2 m}{r(\tau, \chi)} \mathbf{d} \chi^{2}+r(\tau, \chi)^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{14.21}
\end{equation*}
$$

where $r(\tau, \chi)$ is given by Eq. (14.18). This is the expression of the Schwarzschild metric in terms of the Lemaître coordinates $(\tau, \chi, \theta, \varphi)$.

The relation between Lemaitre coordinates and Schwarzschild-Droste ones is obtained by setting $f(\chi)=1$ and $^{3} \varepsilon=-1$ in Eq. (14.17):

$$
\begin{equation*}
\mathbf{d} \tau=\mathbf{d} t+\frac{\sqrt{\frac{2 m}{r}}}{1-\frac{2 m}{r}} \mathbf{d} r \tag{14.22}
\end{equation*}
$$

By integration, we get

$$
\begin{equation*}
\tau=t+4 m \sqrt{\frac{r}{2 m}}+2 m \ln \left(\frac{\sqrt{r / 2 m}-1}{\sqrt{r / 2 m}+1}\right)+\text { const. } \tag{14.23}
\end{equation*}
$$

The expression of $\chi$ in terms of $(t, r)$ is then deduced from Eq. (14.19):

$$
\begin{equation*}
\chi=t+4 m \sqrt{\frac{r}{2 m}}\left(1+\frac{r}{6 m}\right)+2 m \ln \left(\frac{\sqrt{r / 2 m}-1}{\sqrt{r / 2 m}+1}\right)+\text { const. } \tag{14.24}
\end{equation*}
$$

We deduce easily from these formulas the expression of the stationarity Killing vector $\boldsymbol{\xi}$ of Schwarzschild spacetime in terms of the Lemaître coordinates. Since $\boldsymbol{\xi}=\boldsymbol{\partial}_{t}$ [Eq. (6.6)], and the above formulas imply $\partial \tau / \partial t=1$ and $\partial \chi / \partial t=1$, we get, applying the chain rule $\partial / \partial t=\partial / \partial \tau \times \partial \tau / \partial t+\partial / \partial \chi \times \partial \chi / \partial t$,

$$
\begin{equation*}
\xi=\partial_{\tau}+\partial_{\chi} . \tag{14.25}
\end{equation*}
$$

Remark 2: Although very simple, the above relation shows that Lemaitre coordinates are not adapted to the spacetime symmetry generated by the Killing vector $\xi$ : the latter does not coincide with any coordinate vector $\boldsymbol{\partial}_{\alpha}$ of Lemaitre coordinates. This reflects the fact that the metric components (14.21) depend on $\tau$ (via the function $r(\tau, \chi)$ ), in addition to $\chi$.

[^133]The vacuum hypothesis implies that we can no longer interpret Lemaitre coordinates as comoving with some free-falling dust, as in Sec. 14.2.1. However, the geodesic character of these coordinates remains. Indeed, the vector $\boldsymbol{u}:=\boldsymbol{\partial}_{\tau}$ is geodesic with respect to the metric (14.1): $\nabla_{u} \boldsymbol{u}=0$, as a direct calculation shows (cf. the notebook D.6.1). This implies that the curves $(\chi, \theta, \varphi)=$ const are timelike geodesics. Moreover, the conserved energy per unit mass along these geodesics is (cf. Sec. B.5)

$$
\varepsilon=-\boldsymbol{\xi} \cdot \boldsymbol{u}=-\left(\boldsymbol{\partial}_{\tau}+\boldsymbol{\partial}_{\chi}\right) \cdot \boldsymbol{\partial}_{\tau}=-\underbrace{g_{\tau \tau}}_{-1}-\underbrace{g_{\chi \tau}}_{0}=1,
$$

where use has been made of Eq. (14.25). $\varepsilon=1$ means that the geodesics are marginally bound: they describe the free fall from rest at infinity.

As it is clear on the metric components (14.21), a key feature of Lemaitre coordinates is to be regular at $r=2 m$, i.e. across the event horizon of Schwarzschild spacetime, contrary to Schwarzschild-Droste coordinates.

Historical note : The Schwarzschild metric in the form (14.21) has been obtained in 1932 by Georges Lemaître [310], as a vacuum solution of the Lemaître-Tolman system: cf. Eq. (11.12) of Ref. [310]. Remarkably, Lemaître pointed out that the metric components (14.21) are regular at $r=2 m$ and was the first author to conclude that the singularity of Schwarzschild's solution at $r=2 m$ is a mere coordinate singularity. As pointed out in the historical note on p. 190, eight years before, Arthur Eddington [161] exhibited a coordinate system that is regular at $r=2 m$ but he did not mention this feature.

### 14.2.7 Schwarzschild solution in Painlevé-Gullstrand coordinates

The Painlevé-Gullstrand coordinates on Schwarzschild spacetime are defined from the Lemaitre coordinates $(\tau, \chi, \theta, \varphi)$ by using $r$, instead of $\chi$, as the radial coordinate. They are thus the coordinates $(\tau, r, \theta, \varphi)$. The expression of the metric tensor in the Painlevé-Gullstrand coordinates is provided by Eq. (14.15) with $f(\chi)=1$ and $\varepsilon=-1$ :

$$
\begin{equation*}
\boldsymbol{g}=-\left(1-\frac{2 m}{r}\right) \mathbf{d} \tau^{2}+2 \sqrt{\frac{2 m}{r}} \mathbf{d} \tau \mathbf{d} r+\mathbf{d} r^{2}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) . \tag{14.26}
\end{equation*}
$$

The Painlevé-Gullstrand coordinates $(\tau, r, \theta, \varphi)$ have a noticeable feature: the hypersurfaces $\tau=$ const are flat 3-manifolds, i.e. the metric induced of them by $\boldsymbol{g}$ is the flat Euclidean metric. This is immediate: by setting $\mathbf{d} \tau=0$ in Eq. (14.26), one gets

$$
\boldsymbol{g}^{\tau=\text { const }}=\mathbf{d} r^{2}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right),
$$

which is nothing but the 3-dimensional Euclidean metric expressed in spherical coordinates $(r, \theta, \varphi)$. This proves that Schwarzschild spacetime can be sliced by a family of flat hypersurfaces. The associated $3+1$ decomposition of the metric tensor is revealed by rewriting (14.26) as

$$
\begin{equation*}
\boldsymbol{g}=-\mathbf{d} \tau^{2}+\left(\mathbf{d} r+\sqrt{\frac{2 m}{r}} \mathbf{d} \tau\right)^{2}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) . \tag{14.27}
\end{equation*}
$$

One reads on this expression that the lapse function (see e.g. Ref. [207]) is $N=1$ and that the shift vector is $\boldsymbol{\beta}=\sqrt{2 m / r} \boldsymbol{\partial}_{r}$. Finding a lapse function equal to one simply reflects that the coordinate time $\tau$ is the proper time of some observer, namelly the observer following the marginally bound radial geodesics discussed above.

Another interesting property of Painlevé-Gullstrand coordinates, which they share with Lemaître ones, is to be regular at $r=2 m$ : despite the vanishing of $g_{\tau \tau}$ there, as read on (14.26), the determinant of the metric components (14.26) is not vanishing, thanks to the off-diagonal term $g_{\tau r}$. Indeed, $\operatorname{det}\left(g_{\alpha \beta}\right)=-r^{4} \sin ^{2} \theta$, which is clearly nonzero, except on the axis $\theta=0$ or $\pi$.

Remark 3: Painlevé-Gullstrand coordinates $(\tau, r, \theta, \varphi)$ can be seen as a timelike analog of the ingoing Eddington-Finkelstein (IEF) coordinates $(\tilde{t}, r, \theta, \varphi)$ introduced in Sec. 6.3.2. Both coordinate systems are based on ingoing radial geodesics of Schwarzschild spacetime, these geodesics being null for IEF and timelike for Painlevé-Gullstrand.

The reader is referred to Ref. [318] for a more detailed discussion of Painlevé-Gullstrand coordinates.
Historical note : Painlevé-Gullstrand coordinates have been introduced in 1921 by the French mathematician Paul Painlevé [357], as well as by the Swedish physicist and ophthalmologist Allvar Gullstrand (1911 laureate of the Nobel Prize in Medicine) in 1922 [227].

### 14.3 Oppenheimer-Snyder collapse

### 14.3.1 Pressureless collapse of a star from rest

An important example of dust collapse is that of a spherical star in hydrostatic equilibrium that suddenly looses pressure support to counterbalance gravity. This roughly models the astrophysical phenomenon of gravitational collapse of the iron core of a massive star at the end of thermonuclear evolution - a phenomenon that can ultimately give birth to a supernova if some bounce occurs. In this astrophysical event, the pressure never vanishes, but after the collapse has reached a certain stage, it plays a negligible role on the dynamics, so that the pressureless (dust) approximation developed in this chapter is quite good.

Given the assumed spherical symmetry, the Jebsen-Birkhoff theorem (Property 14.4) implies that the spacetime metric outside the star is Schwarzschild metric. Let us then characterize the star by its areal radius $r_{0}$ (i.e. the Schwarzschild-Droste coordinate $r$ of the star's surface, cf. Sec. 6.2.2) at the start of the collapse and its gravitational mass $m$. The latter is nothing but the mass parameter of the Schwarzschild metric. It stays constant during all the collapse. We shall describe the spacetime exterior to the star by means the ingoing Eddington-Finkelstein coordinates (IEF) $(\tilde{t}, r, \theta, \varphi)$ introduced in Sec. 6.3.2, because they are regular on the black hole event horizon, contrary to Schwarzschild-Droste coordinates. The exterior metric is then given by Eq. (6.33):

$$
\begin{equation*}
\boldsymbol{g}=-\left(1-\frac{2 m}{r}\right) \mathbf{d} \tilde{t}^{2}+\frac{4 m}{r} \mathbf{d} \tilde{t} \mathbf{d} r+\left(1+\frac{2 m}{r}\right) \mathbf{d} r^{2}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{14.28}
\end{equation*}
$$

Let us denote by $r_{\mathrm{s}}(\tau)$ the areal radius of the star, i.e. the coordinate $r$ of its surface, as a function of the proper time $\tau$ of a matter particle located at the surface. If the origin of $\tau$ is set to the start of the collapse, we have

$$
\begin{equation*}
r_{\mathrm{s}}(0)=r_{0} . \tag{14.29}
\end{equation*}
$$

Due to the pressureless hypothesis, the surface particles follow timelike radial geodesics of Schwarzschild spacetime, as studied in Sec. 7.3.2. Since the collapse starts from rest, the function $r_{\mathrm{s}}(\tau)$ is given by the geodesic solution (7.41):

$$
\left\{\begin{array}{l}
\tau=\sqrt{\frac{r_{0}^{3}}{8 m}}(\eta+\sin \eta)  \tag{14.30}\\
r_{\mathrm{s}}(\tau)=\frac{r_{0}}{2}(1+\cos \eta)
\end{array} \quad 0 \leq \eta \leq \pi,\right.
$$

where the parameter $\eta$ is zero at the start of the collapse and $\pi$ at its end. The function $r_{\mathrm{s}}(\tau)$ is plotted in Fig. 14.1 (right). Its graph is an arch of cycloid, the parameter $\eta$ corresponding to the angle of rotation of the rolling circle defining the cycloid.
Remark 1: The "cycloidal" evolution law $r_{\mathrm{s}}(\tau)$, as given by Eq. (14.30), is identical to that of dust ball in Newtonian gravity, with $\tau$ being then the (universal) Newtonian time. This coincidence follows from the Lemaitre-Tolman equation (14.9) being identical to the first integral of a purely radial motion in Newtonian gravity.

The IEF coordinate time $\tilde{t}$ corresponding to the surface proper time $\tau$ is given by Eq. (7.45):

$$
\begin{equation*}
\tilde{t}=2 m\left\{\sqrt{\frac{r_{0}}{2 m}-1}\left[\eta+\frac{r_{0}}{4 m}(\eta+\sin \eta)\right]+2 \ln \left[\cos \frac{\eta}{2}+\left(\frac{r_{0}}{2 m}-1\right)^{-1 / 2} \sin \frac{\eta}{2}\right]\right\}, \tag{14.31}
\end{equation*}
$$

where $\tilde{t}=0$ is assumed at the start of the collapse. Note that by combining Eqs. (14.30) and (14.31), one can obtain $r_{s}=r_{s}(\tilde{t})$, i.e. the evolution law of the stellar surface in terms of the IEF coordinate time $\tilde{t}$. The right panel in Fig. 7.4 depicts it for various values of $m / r_{0}$.

### 14.3.2 Oppenheimer-Snyder solution

The metric (14.28) is valid only for $r \geq r_{\mathrm{s}}(\tilde{t})$. The metric inside the star is given by one of the solutions of the Lemaître-Tolman system given in Sec. 14.2.4. Actually only the solutions with $E(\chi)<0$, i.e. those given by Eq. (14.13), are to be considered because they are the only ones allowing for a collapse starting from rest.

As stressed in Sec. 14.2.4, formula (14.13), in conjunction with Eqs. (14.7b) and (14.6), defines an infinity of solutions depending on the functions $f(\chi), M(\chi)$ and $\tau_{0}(\chi)$, which can be chosen arbitrarily. We shall actually focus on the simplest of these solutions, which is that describing a homogeneous star, i.e. an object whose density $\rho$ in the matter frame, as defined by Eq. (14.2), is constant at any given proper time $\tau$. In other words, $\rho$, which is a priori a function of $(\tau, \chi)$, is actually a function of $\tau$ only. This is certainly a crude approximation of a real star (or stellar iron core), which has a non-constant density profile, but it captures the essential features of spherically symmetric collapse giving birth to a black hole. This homogeneous solution
is usually called Oppenheimer-Snyder collapse, although the solution originally presented by J. Robert Oppenheimer and Hartland Snyder in 1939 [352] was slightly different, since it regards the marginally bound case, i.e. the solution $E(\chi)=0$ [Eq. (14.12)] instead of $E(\chi)<0$ [Eq. (14.13)] (cf. the historical note below).

As we are going to see, the homogeneous dust collapse is obtained by the following choice of the freely specifiable functions:

$$
\begin{equation*}
f(\chi)=\cos \chi, \quad M(\chi)=\frac{a_{0}}{2} \sin ^{3} \chi \quad \text { and } \quad \tau_{0}(\chi)=0 \tag{14.32}
\end{equation*}
$$

with

$$
\begin{equation*}
a_{0}:=\sqrt{\frac{r_{0}^{3}}{2 m}} . \tag{14.33}
\end{equation*}
$$

The above choice of $f(\chi)$ leads to $2 E(\chi)=-\sin ^{2} \chi$ [cf. Eq. (14.10)]; hence $E(\chi)<0$ for $\chi>0$ and the solution to be considered is (14.13). The prefactors are $M(\chi) /|2 E(\chi)|^{3 / 2}=a_{0} / 2$ and $M(\chi) /|2 E(\chi)|=\left(a_{0} / 2\right) \sin \chi$, so that we get, taking into account the choice $\tau_{0}(\chi)=0$,

$$
\left\{\begin{array}{l}
\tau=\frac{a_{0}}{2}(\eta+\sin \eta)  \tag{14.34}\\
r(\tau, \chi)=\frac{a_{0}}{2} \sin \chi(1+\cos \eta)
\end{array} \quad 0 \leq \eta \leq \pi .\right.
$$

We note that $\tau$ depends only on $\eta$ and not on $\chi$, contrary to what happens for the general solution (14.13). Moreover, thanks to the choice (14.33), $\tau$ matches the proper time at the surface of the star as given by Eq. (14.30). The areal radii at the surface must match as well. Let us denote by $\chi_{\mathrm{s}}$ the surface value of $\chi$. The matching of the surface areal radii given by Eqs. (14.30) and (14.34) implies $r_{0}=\sqrt{r_{0}^{3} / 2 m} \sin \chi_{\mathrm{s}}$, from which we get the relation between $\chi_{\mathrm{s}}$ and $\left(m, r_{0}\right)$ :

$$
\begin{equation*}
\sin \chi_{\mathrm{s}}=\sqrt{\frac{2 m}{r_{0}}} . \tag{14.35}
\end{equation*}
$$

This implies $\sin \chi_{\mathrm{s}}>0$ and hence $\chi_{\mathrm{s}} \in(0, \pi)$. There are actually two solutions of Eq. (14.35) for $\chi_{s}$. Given that $\arcsin$ is a one-to-one map $[0,1] \rightarrow[0, \pi / 2]$, they are

$$
\begin{equation*}
\chi_{\mathrm{s}}=\arcsin \sqrt{\frac{2 m}{r_{0}}} \tag{14.36}
\end{equation*}
$$

and $\chi_{\mathrm{s}}=\pi-\arcsin \sqrt{2 m / r_{0}}$. For the physical scenario we have in mind (gravitational collapse of an "ordinary" stellar core), we shall retain only the solution (14.36), which implies $\chi_{\mathrm{s}} \in(0, \pi / 2]$. The second solution, for which $\chi_{\mathrm{s}} \in[\pi / 2, \pi)$, will be discussed in Remark 3 on p. 553 below $^{4}$. Equation (14.36) show that $\chi_{\mathrm{s}}$ is a function of the dimensionless ratio $\mathrm{m} / \mathrm{r}_{0}$, which is the compactness of the initial star (some numerical values can be found in Table 14.1).

[^134]

Figure 14.1: Evolution of the areal radius $r_{\mathrm{s}}(\tau)$ the collapsing star [Eq. (14.30); red curve] and of the proper matter density $\rho(\tau)$ [Eq. (14.39); blue curve] in terms of the conformal time $\eta$ (left) or the matter proper time $\tau$ (right). The function $\tau=\tau(\eta)$ is depicted by the purple dashed curve, while its inverse, $\eta=\eta(\tau)$, is depicted by the orange dashed one. As indicated in the legends, the plot of metric factor $a(\tau)$ is the same as that of $r_{\mathrm{s}}(\tau)$ up to a rescaling by $\sin \chi_{\mathrm{s}}$. [Figures generated by the notebook D.6.2]

The upper limit $\pi / 2$ can be excluded from the range of $\chi_{\mathrm{s}}$ since it would correspond to $r_{0}=2 \mathrm{~m}$, which is the areal radius of the black hole horizon in Schwarzschild geometry. The range of the comoving coordinate $\chi$ in the interior of the star is thus

$$
\begin{equation*}
0 \leq \chi \leq \chi_{\mathrm{s}}<\frac{\pi}{2} \tag{14.37}
\end{equation*}
$$

with $\chi=0$ locating the center, since it corresponds to $r=0$ by virtue of Eq. (14.34).
By combining Eqs. (14.32), (14.33) and (14.35), we note that $M(\chi)$ is an increasing function of $\chi$ in the range (14.37), with $M(0)=0$ and

$$
\begin{equation*}
M\left(\chi_{\mathrm{s}}\right)=m . \tag{14.38}
\end{equation*}
$$

The matter density $\rho(\tau, \chi)$ is deduced from Eq. (14.7b), with the above values of $M(\chi)$ and $r(\tau, \chi)$. We get a function of $\tau$ only, via $\eta=\eta(\tau)$ [cf. Eq. (14.34)], which we rewrite as $\rho(\tau)$ :

$$
\begin{equation*}
\rho(\tau)=\frac{6 m}{\pi r_{0}^{3}(1+\cos \eta)^{3}} . \tag{14.39}
\end{equation*}
$$

The independence of $\rho$ from $\chi$ confirms that the choice (14.32) leads to a uniform density object, i.e. a homogeneous star. Let us stress that the homogeneity is maintained during all the collapse: at each instant of matter proper time $\tau$, the density is uniform is all the star. The function $\rho(\tau)$ is plotted in Fig. 14.1.

Remark 2: In view of Eq. (14.30), we may rewrite Eq. (14.39) as

$$
\begin{equation*}
\rho(\tau)=\frac{m}{\frac{4}{3} \pi r_{\mathrm{s}}(\tau)^{3}} \tag{14.40}
\end{equation*}
$$

This formula happens to be identical to that giving the mass density of a uniform ball of mass $m$ and radius $r_{\mathrm{s}}(\tau)$ in Newtonian physics (flat spacetime), but there is no profound physical significance in this coincidence.

It is instructive to express the initial energy density, $\rho_{0}:=\rho(\tau=0)$, in terms of the geometrical mass density unit $m^{-2}$ and the compactness angle $\chi_{\mathrm{s}}$ by combining Eqs. (14.39) and (14.35):

$$
\begin{equation*}
\rho_{0}=\frac{3 \sin ^{6} \chi_{\mathrm{s}}}{32 \pi m^{2}} \tag{14.41}
\end{equation*}
$$

The metric factor $a(\tau, \chi)$, which appears in Eq. (14.1), is deduced from Eq. (14.5), with $\partial r / \partial \chi$ computed from expression (14.34); as for $\rho$, we get a function of $\tau$ only, which we rewrite as $a(\tau)$ :

$$
\begin{equation*}
a(\tau)=\frac{a_{0}}{2}(1+\cos \eta) \tag{14.42}
\end{equation*}
$$

We may then rewrite the second equation in (14.34) as $r(\tau, \chi)=a(\tau) \sin \chi$, so that the metric tensor (14.1) inside the star takes the form

$$
\begin{equation*}
\boldsymbol{g}=-\mathbf{d} \tau^{2}+a(\tau)^{2}\left[\mathbf{d} \chi^{2}+\sin ^{2} \chi\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)\right] \tag{14.43}
\end{equation*}
$$

We recognize the Friedmann-Lemaître-Robertson-Walker (FLRW) metric corresponding to a closed universe (cf. e.g. Chap. 3 of Ref. [371] or Chap. 17 of Book 3 of Ref. [148]). This is not so surprising since FLRW metrics are solution of the Einstein equation based on the hypothesis of homogeneity of constant $\tau$ slices. We may use $\eta$, instead of $\tau$, as the time coordinate inside the star, thanks to the relation

$$
\begin{equation*}
\mathbf{d} \tau=\frac{a_{0}}{2}(1+\cos \eta) \mathbf{d} \eta \tag{14.44}
\end{equation*}
$$

which follows from (14.34). We then deduce from Eq. (14.43) that

$$
\begin{equation*}
\boldsymbol{g}=\frac{a_{0}^{2}}{4}(1+\cos \eta)^{2}\left[-\mathbf{d} \eta^{2}+\mathbf{d} \chi^{2}+\sin ^{2} \chi\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)\right] \tag{14.45}
\end{equation*}
$$

The term inside square brackets is nothing but the metric $\tilde{\boldsymbol{g}}$ of the Einstein cylinder introduced in Sec. 4.2.3 [compare Eq. (4.18) with the change of notation $\eta \leftrightarrow \tau$ ]. Hence, inside the star, the metric $\boldsymbol{g}$ is conformal to $\tilde{\boldsymbol{g}}: \boldsymbol{g}=\Omega^{2} \tilde{\boldsymbol{g}}$, with the conformal factor $\Omega:=a_{0} / 2(1+\cos \eta)=a(\tau)$. For this reason, $\eta$ is called the conformal time. Note that while $\tilde{\boldsymbol{g}}$ is a static metric [it obeys Eq. (5.5)], $\boldsymbol{g}$ is not, since the conformal factor depends on $\eta$.

On each hypersurface $\eta=$ const, or equivalently $\tau=$ const, the 3 -metric $\boldsymbol{h}$ induced by the conformal metric $\tilde{\boldsymbol{g}}$ is the standard metric of the hypersphere $\mathbb{S}^{3}$, expressed in terms of the hyperspherical coordinates $(\chi, \theta, \varphi)$ :

$$
\begin{equation*}
\boldsymbol{h}=\mathbf{d} \chi^{2}+\sin ^{2} \chi\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{14.46}
\end{equation*}
$$

On the whole $\mathbb{S}^{3}, \chi$ ranges from 0 to $\pi$. Since in the present case, $\chi \in\left[0, \chi_{\mathrm{s}}\right]$ with $\chi_{\mathrm{s}}<\pi / 2$ [Eq. (14.37)], we may view each constant $\eta$ slice of the interior of the collapsing star as a piece
of $\mathbb{S}^{3}$, scaled by the factor $a(\tau)$ given by Eq. (14.42). If one uses the conformal coordinates $(\eta, \chi)$ to draw a 2-dimensional spacetime diagram of the interior, as in the left part of Fig. 14.2, then the radial null geodesics appear as straight lines inclined by $\pm 45^{\circ}$ with the horizontal, reflecting the Minkowskian part $-\mathbf{d} \eta^{2}+\mathbf{d} \chi^{2}$ of the metric (14.45).

To show that the FLRW interior (14.45) along with the Schwarzschild exterior (14.28) form a regular spacetime, one shall check that the Darmois junction conditions are fulfilled at the interface between the two regions, i.e. on the timelike hypersurface $\Sigma$ defining the surface of the collapsing star. These conditions, first enounced by Georges Darmois [140] (see also Sec. 21.13 of MTW textbook [331], as well as Ref. [298]), are the continuity of the induced 3 -metric of $\Sigma$ and of its extrinsic curvature, when these two tensors are computed on each side of $\Sigma$. These geometric conditions translate the absence of surface layers on $\Sigma$. We shall not check them here; the computation can be found in Sec. 3.8 of Poisson's textbook [374].
Historical note : As mentioned above, the solution originally obtained by J. Robert Oppenheimer and Hartland Snyder in 1939 [352] regards pressureless matter evolving on marginally bound timelike geodesics, i.e. matter in free fall from $r \rightarrow+\infty$, where it is at rest at $\tau \rightarrow-\infty$. More precisely, Oppenheimer and Snyder's original solution corresponds to the choice

$$
\begin{equation*}
f(\chi)=1 \quad M(\chi)=m \frac{\chi^{3}}{\chi_{\mathrm{s}}^{3}} \quad \text { and } \quad \tau_{0}(\chi)=\sqrt{\frac{2 \chi_{\mathrm{s}}^{3}}{9 m}} \tag{14.47}
\end{equation*}
$$

for the freely specifiable functions determining the solutions of the Lemaitre-Tolman system (cf. Sec. 14.2.4), instead of the choice (14.32) adopted in this chapter. Choosing $f(\chi)=1$ leads to $E(\chi)=0$ [cf. Eq. (14.10)] and hence to the solution (14.12), instead of (14.13). This solution is still homogeneous, since $\rho$, computed via Eq. (14.7b), is a function of $\tau$ only, but it is less adapted to a star of finite size collapsing from an equilibrium state than the solution (14.13). The latter, which we are using here, has been first presented by David Beckedorff in 1962 [40] and popularized by B. Kent Harrison, Kip Thorne, Masami Wakano and John Archibald Wheeler in their 1965 monograph on gravitational collapse [233], as well as by Misner, Thorne and Wheeler in their 1973 textbook [331].

### 14.3.3 Spacetime diagrams and maximal extensions

To draw a full spacetime diagram of the collapse, we may extend the ingoing EddingtonFinkelstein (IEF) coordinates ( $\tilde{t}, r, \theta, \varphi$ ), used to described the Schwarzschild exterior of the star to the interior region by demanding that relation (14.31), which a priori links $\tilde{t}$ to $\eta$ at the stellar surface, holds everywhere in the interior. Regarding the IEF coordinate $r$, it is naturally identified with the areal radius $r(\eta, \chi)$ given by Eq. (14.34). The resulting spacetime diagram is shown in the right part of Fig. 14.2. In this diagram, only the ingoing radial null geodesics in the exterior appear as straight lines, as a consequence of the definition of the IEF coordinates (cf. Sec. 6.3.2). The slices of constant proper time $\tau$ (dashed red lines) appear as horizontal line segments by virtue of the above choice for $\tilde{t}$ in the interior. In particular, the star at $\tau=0$ is depicted by a horizontal magenta segment, as in the $(\eta, \chi)$ diagram on the left of the figure.

Figure 14.3 presents another view of the Oppenheimer-Snyder collapse. It is built on Kruskal-Szekeres-like coordinates ( $T, X$ ) (cf. Sec. 9.2). These coordinates are defined from the IEF-like ones ( $\tilde{t}, r$ ) via formulas (9.23), with $\tilde{t}$ being replaced there by $\tilde{t}-5 m$; this translation in $\tilde{t}$ ensures a better representation of the final stages of the collapse. One may note that the



Figure 14.2: Spacetime diagrams of the Oppenheimer-Snyder collapse in conformal coordinates $(\eta, \chi)$ (left figure, depicting only the interior) and in Eddington-Finkelstein coordinates ( $\tilde{t}, r)$ (right figure), for the initial compactness $m / r_{0}=1 / 4$, which corresponds to $\chi_{\mathrm{s}}=\pi / 4$. In both figures, solid red lines are worldlines of matter particles, uniformly sampling $\left[0, \chi_{\mathrm{s}}\right]$ with $\delta \chi=\pi / 32$, while dashed red lines denote isosurfaces of constant matter proper time $\tau$ uniformly sampling $\left[0, \tau_{\text {end }}\right]$ with $\delta \tau=\tau_{\text {end }} / 8$. The thick red line is the star's surface and the thick magenta one is the star at the initial instant $\tau=0$. The orange zigzag line marks the curvature singularity. Solid (resp. dashed) green lines are outgoing (resp. ingoing) radial null geodesics encountering the star's surface at the above selected values of $\tau$. The thick black line is the black hole event horizon $\mathscr{H}$ and the dotted blue line is the centered future inner trapping horizon $\mathscr{T}$. In the left figure, thin solid grey to black lines mark isosurfaces of constant values of the areal radius $r(\tau, \chi)$ (labeled in units of $m$ ). [Figures generated by the notebook D.6.2]


Figure 14.3: Spacetime diagrams of the Oppenheimer-Snyder collapse in Kruskal-Szekeres-type coordinates $(T, X)$. The colored curves are the same as in Fig. 14.2. In particular, the magenta curve represents the star at $\tau=\tilde{t}=0$, when the collapse starts. In addition, solid grey lines are hypersurfaces of constant $r$, uniformly sampling $[0,8 m]$ with $\delta r=m$ and dashed lines are hypersurfaces of constant $\tilde{t}$, uniformly sampling $[0,16 m]$ with $\delta \tilde{t}=2 \mathrm{~m}$. The right figure is a zoom on the end of the collapse. [Figures generated by the notebook D.6.2]
surface of the star (thick solid red line) is initially tangent to the hypersurface $r=4 m$ (solide grey line), which is the geometrical translation of the collapse starting from rest. The part of the diagram that lies to the right of the thick solid red line is identical to a part of the diagram shown in Fig. 9.5, which is expected since both represent a piece of Schwarzschild spacetime. A major difference with the Kruskal-Szekeres diagram of Fig. 9.5 is that the spacetime diagram shown in Fig. 14.3 is not conformal in the stellar interior: the radial null geodesics are not straight lines inclined by $\pm 45^{\circ}$. The outgoing ones even run backwards in $T$ in the left part of the diagram, which means that causal relations cannot be simply inferred there.

Finally let us consider a compactified conformal diagram of the Oppenheimer-Snyder collapse, i.e. a Carter-Penrose diagram (cf. Secs. 9.4 and 10.8.1). Thanks to the compactification, such a diagram offers a view of the entire spacetime. It is then natural to consider maximal spacetimes, i.e. spacetimes in which each geodesic is inextendible, being complete or terminating at a singularity (cf. Sec. B.3.2). This is clearly not the case of the spacetime depicted in the diagrams of Figs. 14.2 and 14.3: when run in the past direction, causal geodesics in the star interior stop on the hypersurface $\tau=0$ (the magenta line). In particular, the free-falling matter geodesics, along which $\tau$ is an affine parameter, are clearly incomplete and could a priori be extended to $\tau<0$.

There are actually two ways to maximally extend the Oppenheimer-Snyder spacetime considered up to now. The first one corresponds to a star in hydrostatic equilibrium for $\tau<0$


Figure 14.4: Carter-Penrose diagram of the Oppenheimer-Snyder collapse generated by switching off the pressure at $\tau=0$ in a star in hydrostatic equilibrium for $\tau \in(-\infty, 0)$. The stellar surface is indicated by the red curve and some outgoing radial null geodesics are drawn as green straight lines. The black hole event horizon $\mathscr{H}$ is indicated by the black line, the shaded region being the black hole interior. The dashed blue line marks the trapping horizon $\mathscr{T}$ discussed in Sec. 14.3.6, while the orange zigzag line marks the curvature singularity. The maroon curve is the worldline of the remote static observer $\mathscr{O}$ considered in Sec. 14.4.
and in which the pressure drops suddenly to zero at $\tau=0$. This extension is "astrophysical" insofar as it models the gravitational collapse of the core of a massive star. Of course the equilibrium for $\tau<0$ requires some nonzero pressure inside the star. Therefore it cannot be described by the Lemaître-Tolman equations discussed in Sec. 14.2; it should rather obey the Tolman-Oppenheimer-Volkoff equations, which govern hydrostatic equilibria in spherical symmetry (see e.g. Chap. 23 of Ref. [331]). The Carter-Penrose diagram corresponding to this extension is drawn schematically (i.e. not by means of explicit coordinates) in Fig. 14.4. The star seems to expand from the past timelike infinity $i^{-}$, but this is an artifact of the drawing ${ }^{5}$ : the star surface (red line) follows actually a curve $r=$ const $\left(=r_{0}\right)$ for $\tau<0$. For $\tau \geq 0$, the surface of the star appears as a vertical line, as in the left part of Fig. 14.2, while the radius is actually decreasing. Actually, one may consider that this part of the Carter-Penrose diagram is drawn by means of the conformal coordinates ( $\eta, \chi$ ) used in Fig. 14.2. Note that the Carter-Penrose diagram of Fig. 14.4 corresponds to a maximally extended spacetime: all geodesics are inextendible. Note as well that the exterior region is formed by parts of regions $\mathscr{M}_{\mathrm{I}}$ and $\mathscr{M}_{\text {II }}$ of Schwarzschild spacetime (compare with Fig. 9.10).

The second maximal extension of the Oppenheimer-Snyder spacetime is based on the
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Figure 14.5: Carter-Penrose diagram of the Oppenheimer-Snyder collapse starting at the instant of time symmetry $(\tau=0)$ after an expanding phase from a past singularity. The legend is the same as in Fig. 14.4, with in addition the past curvature singularity (bottom orange zigzag line) and the white hole region (bottom shaded area), bounded by the past event horizon $\mathscr{H}^{-}$.
assumption that the proper time $\tau=0$ is an instant of time symmetry of a ball of pressureless matter that was expanding from an initial past singularity. The spacetime for $\tau<0$ is then exactly the time-reversed of that for $\tau>0$, as illustrated on the Carter-Penrose diagram of Fig. 14.5. Such an extension is less "astrophysical" than the one considered above, but it has the advantage to invoke only pressureless matter and hence to be entirely described by an exact solution of the Einstein equation: the Friedmann-Lemaitre-Robertson-Walker solution (14.45) extended to $\eta \in(-\pi, \pi)$ inside the star and matched to the Schwarzschild solution outside the star. This maximal solution contains a white hole region, i.e. a region in which causal curves arising from the past null infinity $\mathscr{I}^{-}$cannot penetrate (cf. Sec. 4.4.2). The white hole (null) boundary is the past event horizon $\mathscr{H}^{-}$(cf. Fig. 14.5). The pressureless matter starts its life by expanding from a past curvature singularity where $r=0$, as a "mini big-bang", the areal radius being given by Eq. (14.34) with $\eta \in(-\pi, 0)$ in the expansion phase and $\eta \in(0, \pi)$ in the collapse phase. Note that the exterior region is formed by parts of regions $\mathscr{M}_{\mathrm{I}}, \mathscr{M}_{\mathrm{II}}$ and $\mathscr{M}_{\mathrm{IV}}$ of the maximally extended Schwarzschild spacetime (compare with Fig. 9.10). Note also that the star is not visible from the infinite past to the remote static observer $\mathscr{O}$ : it only appears to $\mathscr{O}$ after the event denoted by $a$ in Fig. 14.5. On the contrary, in the "astrophysical" model discussed above, the star is always visible to $\mathscr{O}$ (cf. Fig. 14.4), despite it fades very rapidly after the collapse phase has started to be observed, as we shall see in Sec. 14.4.

Remark 3: The time-symmetric extended solution considered above opens the path to pressureless solutions with $\chi_{\mathrm{s}} \in(\pi / 2, \pi)$, i.e. with $\chi_{\mathrm{s}}=\pi-\arcsin \sqrt{2 m / r_{0}}$ as the solution of the junction equation (14.35). We disregarded these solutions in Sec. 14.3.2, after having noticed that they lead to the areal radius $r(\tau, \chi)$ being a decreasing function of $\chi$ for $\chi \in\left(\pi / 2, \chi_{\mathrm{s}}\right]$. In other words, starting from the center of the star at $\chi=0$ and keeping $\tau$ fixed, $r(\tau, \chi)$ increases up to the maximum value $r_{\mathrm{s}}(\tau) / \sin \chi_{\mathrm{s}}$,


Figure 14.6: Carter-Penrose diagram of a semiclosed world. See Fig. 14.5 for the legend.
achieved for $\chi=\pi / 2$, and then decreases to $r_{\mathrm{s}}(\tau)$ for $\chi=\chi_{\mathrm{s}}$. Such a behavior is possible if the star's surface meets Schwarzschild spacetime in a region of the latter where $r$ decreases when moving away from the surface (i.e. "to the right" if one places the star at the left of a Carter-Penrose diagram as in Figs. 14.4-14.5). This happens in the region $\hat{X}<0$ of the compactified Kruskal-Szekeres coordinates (cf. Fig. 9.10). We may then place the star there; the corresponding Carter-Penrose diagram is shown in Fig. 14.6. We note that the star exterior comprises the entire region $\mathscr{M}_{\text {I }}$ of the extended Schwarzschild spacetime, as well as parts of regions $\mathscr{M}_{\mathrm{II}}, \mathscr{M}_{\mathrm{III}}$ and $\mathscr{M}_{\mathrm{IV}}$. Contrary to the solution for $\chi_{\mathrm{s}}<\pi / 2$ shown in Fig. 14.5, it contains the bifurcation sphere $\mathscr{S}$, where $\mathscr{H}$ meets $\mathscr{H}^{-}$(cf. Sec. 9.3.3). Such a configuration is called a semiclosed world (cf. p. 149 of Ref. [466], Sec. 2.7 of Ref. [347] or Sec. 2.7.2 of Ref. [184]), because at the limit $\chi_{s} \rightarrow \pi$, the matter region becomes an entire FRLW closed universe. Note that the collapse phase ( $\tau>0$ ) cannot be seen by a remote static observer, like $\mathscr{O}$ in Fig. 14.6, for it is hidden below the event horizon $\mathscr{H}$; only some initial part of the expanding phase is visible to $\mathscr{O}$ on the segment $a-i^{+}$of his worldline.

Historical note : The semiclosed world solutions have been introduced by Oscar Klein in 1961 [283] and Yakov B. Zeldovich in 1962 [463]. They have been further studied by Igor D. Novikov in 1963 [346].

### 14.3.4 Final singularity

The collapse ends at $\eta=\pi$, since this value corresponds to the surface areal radius $r_{\mathrm{s}}(\tau)=0$, by virtue of Eq. (14.30). Equation (14.34) shows that this corresponds as well to $r(\tau, \chi)=0$ for all particles inside the star. The matter proper time $\tau$ at the end of the collapse is given by $\eta=\pi$ in Eq. (14.34):

$$
\begin{equation*}
\tau_{\text {end }}=\frac{\pi}{2} a_{0}=\pi \sqrt{\frac{r_{0}^{3}}{8 m}}=\pi\left(\frac{r_{0}}{2 m}\right)^{3 / 2} m=\pi \frac{m}{\sin ^{3} \chi_{\mathrm{s}}}=\sqrt{\frac{3 \pi}{32 \rho_{0}}}, \tag{14.48}
\end{equation*}
$$

where the last equality has been obtained by using Eq. (14.41) to express $m / \sin ^{3} \chi_{\mathrm{s}}$ in terms of the initial proper energy density $\rho_{0}$. We note that $\tau_{\text {end }}$ is a function of $\rho_{0}$ only.
Remark 4: The above formulas for the collapse proper time $\tau_{\text {end }}$ are identical to those giving the collapse time of a spherical ball of dust of mass $m$, initial radius $r_{0}$ and initial mean mass density $\rho_{0}=3 m /\left(4 \pi r_{0}^{3}\right)$ in Newtonian gravity. This coincidence arises from the same cycloidal law for $r_{\mathrm{s}}(\tau)$ in both general relativity and Newtonian gravity, as already discussed in Remark 1 on p. 545.

Similarly, setting $\eta=\pi$ in Eq. (14.31), we get the value of the IEF coordinate $\tilde{t}$ at the end of the collapse:

$$
\begin{equation*}
\tilde{t}_{\text {end }}=2 m\left[\pi\left(1+\frac{r_{0}}{4 m}\right) \sqrt{\frac{r_{0}}{2 m}-1}-\ln \left(\frac{r_{0}}{2 m}-1\right)\right] . \tag{14.49}
\end{equation*}
$$

Example 1: For the compactness $m / r_{0}=1 / 4$, which is that considered in Figs. 14.2-14.3, the above formulas yield $\tau_{\text {end }}=2 \sqrt{2} \pi m \simeq 8.89 m$ and $\tilde{t}_{\text {end }}=4 \pi m \simeq 12.57 \mathrm{~m}$.

Example 2: Some numerical values of $\tau_{\text {end }}$ are given in Table 14.1 for various astrophysical objects, if they happen to collapse by a sudden lack of force acting against gravitation. One sees that the Earth would collapse in 15 minutes, while it would take half an hour for the Sun, 3 seconds for a white dwarf and a tenth of millisecond for a neutron star. The similarity of the values for the Earth and the Sun, which have very different masses and radii, is due to the closeness of their values of $\rho_{0}$.

Equation (14.39) with $\eta \rightarrow \pi$ immediately yields an infinite proper energy density at the end of the collapse:

$$
\begin{equation*}
\lim _{\tau \rightarrow \tau_{\text {end }}} \rho(\tau)=+\infty \tag{14.50}
\end{equation*}
$$

Since $\rho$ is a measurable quantity (by comoving observers), this signals some physical singularity. This corresponds actually to the apparition of a curvature singularity in the part of spacetime covering the interior of the star (cf. the discussion in Sec. 6.3.4). Indeed, from the interior metric (14.45), one can evaluate ${ }^{6}$ curvature scalars like the Ricci scalar

$$
\begin{equation*}
R:=R^{\mu}{ }_{\mu}=\frac{24}{a_{0}^{2}(1+\cos \eta)^{3}}=\frac{6 m}{r_{\mathrm{s}}(\tau)^{3}}, \tag{14.51}
\end{equation*}
$$

the "square" of the Ricci tensor

$$
\begin{equation*}
R_{\mu \nu} R^{\mu \nu}=\frac{576}{a_{0}^{4}(1+\cos \eta)^{6}}=\frac{36 m^{2}}{r_{\mathrm{s}}(\tau)^{6}} \tag{14.52}
\end{equation*}
$$

and the Kretschmann scalar defined by Eq. (6.44):

$$
\begin{equation*}
K:=R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma}=\frac{960}{a_{0}^{4}(1+\cos \eta)^{6}}=\frac{60 m^{2}}{r_{\mathrm{s}}(\tau)^{6}} . \tag{14.53}
\end{equation*}
$$

Remark 5: Although the components of the Riemann and Ricci tensors with respect to the coordinates ( $\eta, \chi, \theta, \varphi$ ) depend on $\chi$ (cf. the notebook D.6.3), the above three scalars are independent of it, in full agreement with the homogeneity of the stellar interior at each instant $\eta$.

[^136]|  | Earth | Sun | white dwarf | neutron star |
| :--- | :---: | :---: | :---: | :---: |
| $m\left[M_{\odot}\right]$ | $310^{-6}$ | 1 | 0.6 | 1.4 |
| $r_{0}[\mathrm{~km}]$ | $6.3710^{3}$ | $6.9610^{5}$ | $8.010^{3}$ | 12 |
| $m / r_{0}$ | $7.010^{-10}$ | $2.110^{-6}$ | $1.110^{-4}$ | 0.17 |
| $\chi_{\mathrm{s}}$ | $3.710^{-5}$ | $2.110^{-3}$ | $1.510^{-2}$ | 0.63 |
| $\rho_{0}\left[\mathrm{~kg} \mathrm{~m}^{-3}\right]$ | $5.510^{3}$ | $1.410^{3}$ | $5.610^{8}$ | $3.810^{17}$ |
| $\tau_{\text {end }}$ | $14 \min 55 \mathrm{~s}$ | $29 \min 30 \mathrm{~s}$ | 2.82 s | $107 \mu \mathrm{~s}$ |
| $\tau_{\mathrm{hb}}$ | $14 \min 55 \mathrm{~s}$ | $29 \min 30 \mathrm{~s}$ | 2.82 s | $75 \mu \mathrm{~s}$ |
| $\tau_{\text {end }}-\tau_{\mathrm{hb}}$ | $6.710^{-11} \mathrm{~s}$ | $22 \mu \mathrm{~s}$ | $13 \mu \mathrm{~s}$ | $32 \mu \mathrm{~s}$ |
| $\tau_{\text {end }}-\tau_{*}$ | $2.010^{-11} \mathrm{~s}$ | $6.6 \mu \mathrm{~s}$ | $3.9 \mu \mathrm{~s}$ | $10.4 \mu \mathrm{~s}$ |
| $\rho_{\mathrm{hb}}\left[\mathrm{kg} \mathrm{m}^{-3}\right]$ | $1.810^{29}$ | $1.810^{18}$ | $4.510^{18}$ | $1.410^{18}$ |

Table 14.1: Numerical values for the gravitational collapse of various astrophysical bodies, assuming that all forces counterbalancing gravitation suddenly disappear at the proper time $\tau=0 . m$ is the gravitational mass (constant during the collapse), $r_{0}$ is the initial areal radius, $m / r_{0}$ is the initial compactness, $\chi_{\mathrm{s}}$ is the (constant) value of the hyperspherical angle $\chi$ at the surface of the body [Eq. (14.36)], $\rho_{0}$ is the initial proper energy density, assuming that the body is homogeneous [Eq. (14.40) with $\tau=0$, or Eq. (14.41)], $\tau_{\text {end }}$ is the matter proper time at the end of the collapse, when the central singularity appears [Eq. (14.48)], $\tau_{\text {hb }}$ is the matter proper time when the black hole event horizon forms at the center of the body [Eq. (14.58)], $\tau_{*}$ is the proper time when the horizon encounters the infalling surface [Eq. (14.55)] and $\rho_{\mathrm{hb}}$ is the proper energy density at $\tau=\tau_{\mathrm{hb}}$ [Eq. (14.59)].

It is clear that the above three curvature invariants diverge when $\eta \rightarrow \pi$, or equivalently, when $r_{\mathrm{s}}(\tau) \rightarrow 0$. Hence a curvature singularity appears in the stellar interior at the end of the collapse. It is depicted by the orange zigzag segment in left spacetime diagram of Fig. 14.2. This singularity is shrunk to the point $(\tilde{t}, r)=\left(\tilde{t}_{\text {end }}, 0\right)$ in the IEF diagram on the right part of the figure, because $r_{\mathrm{s}}\left(\tau_{\text {end }}\right)=0$. It is then connected to the curvature singularity at $r=0$ of Schwarzschild spacetime, depicted as the vertical orange zigzag segment.

Remark 6: The reader might be puzzled by the Kretschmann scalar (14.53) being different from that of Schwarzschild spacetime, as given by Eq. (6.45): $K_{\text {Schwarz }}=48 m^{2} / r^{6}$. Both have the same $m^{2} / r^{6}$ structure but they differ by the numerical prefactor: 60 versus 48 . This actually reflects the discontinuity of the Riemann tensor between the stellar interior and the Schwarzschild exterior. This discontinuity is enforced on the Ricci part of the Riemann tensor via the Einstein equation and the uniform density of the star, the latter yielding a jump of the energy-momentum tensor $\boldsymbol{T}$ between the value (14.2) and zero (vacuum exterior). The difference is even more dramatic on the Ricci scalar (14.51) and the square of the Ricci tensor (14.52), since they are identically zero in the Schwarzschild exterior. In other words, the Einstein equation implies that the metric tensor of the Oppenheimer-Snyder solution is not $C^{2}$. For an actual stellar core, there is a density gradient so that $\rho=0$ at the surface and the metric tensor is at least $C^{2}$.

### 14.3.5 Black hole formation

Since the surface areal radius $r_{\mathrm{s}}(\tau)$ is a monotonically decreasing function of $\tau$ (cf. Fig. 14.1), there exists a unique value $\tau_{*}$ of $\tau$ for which $r_{\mathrm{s}}\left(\tau_{*}\right)=2 m$. For $\tau>\tau_{*}, r_{\mathrm{s}}(\tau)<2 m$ and the exterior Schwarzschild spacetime contains a black hole event horizon $\mathscr{H}$, located at $r=2 \mathrm{~m}$ in IEF coordinates (the vertical black segment in Fig. 14.2). The value of $\tau_{*}$ is determined through the corresponding conformal time $\eta_{*}$ via Eq. (14.30):

$$
\frac{r_{0}}{2}\left(1+\cos \eta_{*}\right)=2 m \Longleftrightarrow \cos \eta_{*}=4 \frac{m}{r_{0}}-1=2 \sin ^{2} \chi_{\mathrm{s}}-1=-\cos \left(2 \chi_{\mathrm{s}}\right)
$$

where use has been made of Eq. (14.35). Given that $0<\eta_{*}<\pi$ and $0<\chi_{\mathrm{s}}<\pi / 2$, the solution is

$$
\begin{equation*}
\eta_{*}=\pi-2 \chi_{\mathrm{s}} . \tag{14.54}
\end{equation*}
$$

Equation (14.30) yields then

$$
\begin{equation*}
\tau_{*}=\frac{\pi-2 \chi_{\mathrm{s}}+\sin \left(2 \chi_{\mathrm{s}}\right)}{\sin ^{3} \chi_{\mathrm{s}}} m=\left(1-\frac{2 \chi_{\mathrm{s}}-\sin \left(2 \chi_{\mathrm{s}}\right)}{\pi}\right) \tau_{\mathrm{end}} . \tag{14.55}
\end{equation*}
$$

Example 3: For the compactness $1 / 4$ considered in Figs. 14.2-14.3, one has $\chi_{\mathrm{s}}=\pi / 4$, so that $\eta_{*}=\pi / 2$ and $\tau_{*}=\sqrt{2}(\pi+2) m \simeq 7.27 m \simeq 0.82 \tau_{\text {end }}$.

Example 4: Values of $\tau_{*}$ for the various objects considered in Example 2 are given in Table 14.1. We note that for the collapsing Earth, Sun and white dwarf, $\tau_{*}$ is very close to $\tau_{\text {end }}$, while for the collapsing neutron star, $\tau_{*} \simeq 0.9 \tau_{\text {end }}$. This reflects the smallness of $\chi_{\mathrm{s}}$ for the first three objects, since Eq. (14.55) implies $\tau_{*} / \tau_{\text {end }} \simeq 1-4 \chi_{\mathrm{s}}^{3} /(3 \pi)$ for $\chi_{\mathrm{s}} \ll 1$.

For $\tau<\tau_{*}$, one has $r_{\mathrm{s}}(\tau)>2 m$ and the event horizon must be located inside the collapsing star. To determine it, let us consider the outgoing radial null geodesics, which are drawn as solid green curves in Fig. 14.2. In view of the metric (14.45), the equation of such a geodesic is very simple in terms of the coordinates $(\eta, \chi): \eta=\chi-\chi_{\mathrm{s}}+\eta_{\mathrm{s}}$, where the constant $\eta_{\mathrm{s}}$ is the value of $\eta$ when the geodesic reaches the surface of the star $\left(\chi=\chi_{s}\right)$. Radial null geodesics for which $\eta_{\mathrm{s}}<\eta_{*}$ emerge out of the star in a part of Schwarzschild spacetime where $r>2 m$, so that they can espace to infinity. On the contrary, geodesics having $\eta_{\mathrm{s}}>\eta_{*}$ emerge in the black hole region of Schwarzschild spacetime; they are thus trapped and eventually end on the curvature singularity at $r=0$. The event horizon is generated by the null radial geodesics of the limiting case: $\eta_{\mathrm{s}}=\eta_{*}$. Hence, inside the star, the equation of the black hole event horizon $\mathscr{H}$ is $\eta=\chi-\chi_{\mathrm{s}}+\eta_{*}$. Given the value (14.54) for $\eta_{*}$, we get

$$
\begin{equation*}
\mathscr{H}: \quad \eta=\chi+\pi-3 \chi_{\mathrm{s}} . \tag{14.56}
\end{equation*}
$$

For a fixed value of $(\theta, \varphi)$, this is the equation of a straight line segment inclined by $+45^{\circ}$ with respect to the horizontal (cf. Fig. 14.2, left).

The equation of $\mathscr{H}$ in terms of the internal IEF coordinate is obtained in parametric form, with parameter $\chi \in\left[0, \chi_{\mathrm{s}}\right]$ by substituting (14.56) for $\eta$ in Eq. (14.31) providing $\tilde{t}$ and in Eq. (14.34) providing $r$. One obtains then a curved segment in the $(\tilde{t}, r)$ plane, which is drawn in black in Fig. 14.2, right.

In view of Eq. (14.56), we may state:


Figure 14.7: Proper energy density $\rho_{\mathrm{hb}}$ at the instant of the black hole formation at the center of the star, in units of $m^{-2}$, as a function of the initial compactness angle $\chi_{\mathrm{s}}$. [Figure generated by the notebook D.6.2]

## Property 14.5: birth and growth of the event horizon

- If $\chi_{\mathrm{s}} \leq \pi / 3$, or equivalently if $m / r_{0} \leq 3 / 8$, the event horizon $\mathscr{H}$ appears at the center of the star $(\chi=0)$ at the conformal time

$$
\begin{equation*}
\eta_{\mathrm{hb}}=\pi-3 \chi_{\mathrm{s}} \tag{14.57}
\end{equation*}
$$

or equivalently at the matter proper time

$$
\begin{equation*}
\tau_{\mathrm{hb}}=\frac{\pi-3 \chi_{\mathrm{s}}+\sin \left(3 \chi_{\mathrm{s}}\right)}{\sin ^{3} \chi_{\mathrm{s}}} m=\left(1-\frac{3 \chi_{\mathrm{s}}-\sin \left(3 \chi_{\mathrm{s}}\right)}{\pi}\right) \tau_{\mathrm{end}} \tag{14.58}
\end{equation*}
$$

the label 'hb' standing for "horizon birth".

- If $\chi_{\mathrm{s}}>\pi / 3$, or equivalently if $m / r_{0}>3 / 8$, the event horizon $\mathscr{H}$ is already present in the star at $\tau=0$, at the location $\chi=3 \chi_{\mathrm{s}}-\pi$.
In all cases, the horizon expands according to Eq. (14.56) until it reaches the surface of the $\operatorname{star}\left(\chi=\chi_{\mathrm{s}}\right)$ at $\eta=\eta_{*}=\pi-2 \chi_{\mathrm{s}}$ or $\tau=\tau_{*}$ given by Eq. (14.55).

Example 5: Continuing with Example 3, i.e. with $m / r_{0}=1 / 4$, or equivalently with $\chi_{\mathrm{s}}=\pi / 4$, we get $\eta_{\mathrm{hb}}=\pi / 4$, which corresponds to the origin of the black straight segment drawn in Fig. 14.2, left. Equation (14.58) gives $\tau_{\mathrm{hb}}=(2+\pi / \sqrt{2}) m \simeq 4.22 m \simeq 0.48 \tau_{\text {end }}$.

Example 6: Values of $\tau_{\mathrm{hb}}$ for the various objects considered in Examples 2 and 4 are given in Table 14.1. As for $\tau_{*}$, we note that for the collapsing Earth, Sun and white dwarf, $\tau_{\text {hb }}$ is very close to $\tau_{\text {end }}$. This
follows from $\tau_{\text {hb }} / \tau_{\text {end }} \simeq 1-9 \chi_{\mathrm{s}}^{3} /(2 \pi)$ for $\chi_{\mathrm{s}} \ll 1$. On the contrary, for the collapsing neutron star, $\tau_{\text {hb }} \simeq 0.7 \tau_{\text {end }}$.

For $\chi_{\mathrm{s}} \leq \pi / 3$, the matter proper energy density at the horizon birth, i.e. at $\tau=\tau_{\mathrm{hb}}$, is obtained by substituting (14.57) for $\eta$ into Eq. (14.39); using the identity (14.35) to express $m^{3} / r_{0}^{3}$ in terms of $\chi_{\mathrm{s}}$, we get

$$
\begin{equation*}
\rho_{\mathrm{hb}}:=\rho\left(\tau_{\mathrm{hb}}\right)=\frac{3}{4 \pi m^{2}} \frac{\sin ^{6} \chi_{\mathrm{s}}}{\left(1-\cos \left(3 \chi_{\mathrm{s}}\right)\right)^{3}} . \tag{14.59}
\end{equation*}
$$

It is instructive to take the limit of small initial compactness $m / r_{0} \ll 1$, which corresponds to $\chi_{\mathrm{s}} \ll 1$ by virtue of relation (14.36):

$$
\begin{equation*}
\rho_{\mathrm{hb}} \simeq \frac{2}{243 \pi m^{2}}\left(1+\frac{5}{4} \chi_{\mathrm{s}}^{2}\right)+O\left(\chi_{\mathrm{s}}^{4}\right) . \tag{14.60}
\end{equation*}
$$

We deduce from Eqs. (14.59)-(14.60) that

$$
\lim _{\chi_{\mathrm{s}} \rightarrow 0} \rho_{\mathrm{hb}}=\frac{2}{243 \pi m^{2}} \simeq 2.6210^{-3} \mathrm{~m}^{-2} \quad \text { and } \quad \lim _{\chi_{\mathrm{s}} \rightarrow \pi / 3} \rho_{\mathrm{hb}}=\frac{81}{2048 \pi m^{2}} \simeq 1.2610^{-2} \mathrm{~m}^{-2}
$$

Between these two limits, $\rho_{\mathrm{hb}}$ has a monotonic behavior, as shown in Fig. 14.7. In particular, one has $\rho_{\mathrm{hb}}<0.02 \mathrm{~m}^{-2}$. Hence

## Property 14.6: matter density at the horizon's birth

By selecting a sufficiently large mass $m$, the proper energy density of matter when the black hole forms at the center of the collapsing star can be made arbitrarily small.

Example 7: Let us determine the mass $m$ for which $\rho_{\mathrm{hb}}$ is as small as the density of water: $\rho_{\mathrm{hb}}=$ $10^{3} \mathrm{~kg} \mathrm{~m}^{-3}$. By restoring the $G$ 's and the $c$ 's, the density $m^{-2}$ becomes $c^{6} / G^{3} m^{-2}$. We then get $m \simeq 410^{7} M_{\odot}$ for small initial compactness ( $\chi_{\mathrm{s}} \ll 1$ ) and $m \simeq 910^{7} M_{\odot}$ for large initial compactness ( $\chi_{\mathrm{s}} \sim \pi / 3$ ).

The relative density increase at the horizon birth with respect to the initial value $\rho_{0}=$ $m /\left(4 / 3 \pi r_{0}^{3}\right)$ is obtained by setting $\eta=\pi-3 \chi_{\text {s }}$ in Eq. (14.39):

$$
\begin{equation*}
\frac{\rho_{\mathrm{hb}}}{\rho_{0}}=\frac{8}{\left(1-\cos \left(3 \chi_{\mathrm{s}}\right)\right)^{3}} . \tag{14.61}
\end{equation*}
$$

For small compactness, we get

$$
\begin{equation*}
\frac{\rho_{\mathrm{hb}}}{\rho_{0}} \underset{\chi_{\mathrm{s}} \rightarrow 0}{\sim} \frac{64}{729 \chi_{\mathrm{s}}^{6}} . \tag{14.62}
\end{equation*}
$$

Hence $\rho_{\mathrm{hb}} / \rho_{0}$ is diverging very rapidly when $\chi_{\mathrm{s}} \rightarrow 0$. On the contrary, for $\chi_{\mathrm{s}}$ large, $\rho_{\mathrm{hb}} / \rho_{0}$ can be moderate. Even, for $\chi_{\mathrm{s}}=\pi / 3$, Eq. (14.61) leads to $\rho_{\mathrm{hb}} / \rho_{0}=1$, in agreement with $\tau_{\mathrm{hb}}=0$ for that value of $\chi_{s}$.
Example 8: Values of $\rho_{\mathrm{hb}}$ for the various objects considered in Examples 2, 4 and 6 are given in Table 14.1. These values are all larger than the nuclear density $\rho_{\text {nuc }}=210^{17} \mathrm{~kg} \mathrm{~m}^{-3}$. For the Earth, $\rho_{\mathrm{hb}}$ is even $\sim 10^{12} \rho_{\text {nuc }}$, in agreement with the diverging behavior (14.62). On the contrary, for the neutron star, for which $\chi_{\mathrm{s}}=0.63$, we have only $\rho_{\mathrm{hb}} / \rho_{0} \simeq 3.7$. By comparing with Example 7, we note that all the examples considered in Table 14.1 have a mass much smaller to that required for a low value of $\rho_{\mathrm{hb}}$.


Figure 14.8: Spacetime diagrams of the Oppenheimer-Snyder collapse, as in Fig. 14.2, but zooming around the trapped sphere $\mathscr{S}$ located at $(\eta, \chi)=(11 \pi / 16,3 \pi / 16)$. The left diagram is drawn in terms of the conformal coordinates $(\eta, \chi)$, while the right one is based on the Eddington-Finkelstein coordinates $(\tilde{t}, r)$. See the legend of Fig. 14.2 for the meaning of the various curves. [Figures generated by the notebook D.6.2]

### 14.3.6 Trapped surfaces

The concept of trapped surface has been introduced in Sec. 3.2.3 (cf. Fig. 3.1). Let us show that such surfaces appear at late times in the Oppenheimer-Snyder collapse. To this aim, we consider a 2-dimensional surface $\mathscr{S}$ at constant coordinates $(\eta, \chi)$ inside the collapsing star, with $\eta \neq \pi$ and $\chi \neq 0$. Such a surface appears as a point in the spacetime diagrams of Fig. 14.8. The surface $\mathscr{S}$ has the topology of a 2 -sphere and is spanned by the coordinates $(\theta, \varphi)$. In particular, it is a closed manifold (compact without boundary). The metric $\boldsymbol{q}$ induced by $\boldsymbol{g}$ on $\mathscr{S}$ is readily obtained by setting $\mathbf{d} \eta=0$ and $\mathbf{d} \chi=0$ in Eq. (14.45):

$$
\begin{equation*}
\boldsymbol{q}=\frac{a_{0}^{2}}{4}(1+\cos \eta)^{2} \sin ^{2} \chi\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{14.63}
\end{equation*}
$$

This is clearly a Riemannian metric, i.e. $\mathscr{S}$ is a spacelike 2 -surface of $(\mathscr{M}, \boldsymbol{g})$. At each point of $\mathscr{S}$, there are two null directions orthogonal to $\mathscr{S}$ : the outgoing one, represented by a solid green line in Fig. 14.8 and the ingoing one, represented by a dashed green line (see also Fig. 2.10). Future-directed null vectors along these two directions are respectively

$$
\begin{equation*}
\ell=\boldsymbol{\partial}_{\eta}+\boldsymbol{\partial}_{\chi} \quad \text { and } \quad \boldsymbol{k}=\boldsymbol{\partial}_{\eta}-\boldsymbol{\partial}_{\chi} \tag{14.64}
\end{equation*}
$$

The expansions of $\mathscr{S}$ along $\boldsymbol{\ell}$ and $\boldsymbol{k}$ are given by Eq. (2.55) [see also Eq. (3.6) and Fig. 3.1]:

$$
\begin{equation*}
\theta_{(\boldsymbol{\ell})}=\mathcal{L}_{\ell} \ln \sqrt{q} \quad \text { and } \quad \theta_{(\boldsymbol{k})}=\mathcal{L}_{\boldsymbol{k}} \ln \sqrt{q}, \tag{14.65}
\end{equation*}
$$

where $q$ is the determinant of the metric $\boldsymbol{q}$ with respect to any coordinate system of $\mathscr{S}$ that is carried along with $\boldsymbol{\ell}$ or $\boldsymbol{k}$, such that $(\theta, \varphi)$, since $\theta$ and $\varphi$ are constant along the integral curves of $\boldsymbol{\ell}$ and $\boldsymbol{k}$ (the radial null geodesics). From Eq. (14.63), we get $\sqrt{q}=\left(a_{0}^{2} / 4\right)(1+\cos \eta)^{2} \sin ^{2} \chi \sin \theta$. Furthermore, in view of the components (14.64), $\mathcal{L}_{\ell} \ln \sqrt{q}=\ell^{\mu} \partial \ln \sqrt{q} / \partial x^{\mu}=\partial \ln \sqrt{q} / \partial \eta+$ $\partial \ln \sqrt{q} / \partial \chi$ and $\mathcal{L}_{k} \ln \sqrt{q}=k^{\mu} \partial \ln \sqrt{q} / \partial x^{\mu}=\partial \ln \sqrt{q} / \partial \eta-\partial \ln \sqrt{q} / \partial \chi$. We then get easily

$$
\begin{equation*}
\theta_{(\ell)}=4 \frac{\cos (\eta / 2) \cos (\chi+\eta / 2)}{(1+\cos \eta) \sin \chi} \quad \text { and } \quad \theta_{(\boldsymbol{k})}=-4 \frac{\cos (\eta / 2) \cos (\chi-\eta / 2)}{(1+\cos \eta) \sin \chi} \tag{14.66}
\end{equation*}
$$

Given that $\eta \in[0, \pi)$ and $\chi \in\left(0, \chi_{\mathrm{s}}\right]$, with $\chi_{\mathrm{s}}<\pi / 2$, one has $1+\cos \eta>0, \cos (\eta / 2)>0$, $\sin \chi>0$ and $\cos (\chi-\eta / 2)>0$. It follows immediately that

$$
\begin{equation*}
\theta_{(\boldsymbol{k})}<0 \tag{14.67}
\end{equation*}
$$

and the sign of $\theta_{(\ell)}$ is that of $\cos (\chi+\eta / 2)$. Given that the above ranges of $\eta$ and $\chi$ imply $0<\chi+\eta / 2<\pi$, we have $\theta_{(\ell)}<0 \Longleftrightarrow \chi+\eta / 2>\pi / 2$, i.e.

$$
\begin{equation*}
\theta_{(\ell)}<0 \Longleftrightarrow \eta>\pi-2 \chi \tag{14.68}
\end{equation*}
$$

Since $\mathscr{S}$ is a closed spacelike 2-surface, we conclude, in view of the definitions given in Sec. 3.2.3:

## Property 14.7: trapped surfaces

At late times, i.e. for $\eta>\pi-2 \chi$, the spheres $\mathscr{S}$ defined by $(\eta, \chi)=$ const, with $\eta<\pi$ and $\chi>0$, are trapped surfaces $\left(\theta_{(\ell)}<0\right.$ and $\left.\theta_{(k)}<0\right)$. These spheres are marginally trapped $\theta_{(\ell)}=0$ and $\left.\theta_{(\boldsymbol{k})}<0\right)$ for $\eta=\pi-2 \chi$ and untrapped $\left(\theta_{(\ell)}>0\right.$ and $\left.\theta_{(\boldsymbol{k})}<0\right)$ for $\eta<\pi-2 \chi$.

Example 9: The trapped surface $\mathscr{S}$ corresponding to $(\eta, \chi)=(11 \pi / 16,3 \pi / 16)$ in the OppenheimerSnyder collapse with $r_{0}=4 m$ is plotted as a brown dot in Fig. 14.8. According to Eq. (14.34), the areal radius of $\mathscr{S}$ is $r_{\mathscr{S}}=2 \sqrt{2} \sin (3 \pi / 16)(1+\cos (11 \pi / 16)) \simeq 0.70 \mathrm{~m}$. The trapped character of $\mathscr{S}$ can be read on Fig. 14.8: moving to the future along either the ingoing radial null geodesic (dashed green line) or the outgoing one (solid green line) leads to spheres of smaller areal radius, and hence smaller area. This is clear on the left diagram when noticing that both geodesics encounter the curve $r=0.65 \mathrm{~m}$ in the immediate future of $\mathscr{S}$. It is even more immediate on the right diagram since $r$ is read directly on the $x$-axis.

The set formed by all the marginally trapped spheres of fixed $(\eta, \chi)$ is the hypersurface $\mathscr{T}$ defined by $\theta_{(\ell)}=0$. Its equation is obtained by saturating the inequalities in Eq. (14.68):

$$
\begin{equation*}
\mathscr{T}: \quad \eta=\pi-2 \chi . \tag{14.69}
\end{equation*}
$$

As we shall see in Chap. 17, $\mathscr{T}$ is called a future inner trapping horizon. It is drawn as a dotted blue line in Figs. 14.2 and 14.8. Since the slope of that line is -2 and $(\eta, \chi)$ are conformal coordinates, it is clear from the left diagrams in these figures that $\mathscr{T}$ is a timelike hypersurface. This is actually a generic feature of future inner trapping horizons, as we shall see in Chap. 17.

We note from Figs. 14.2 and 14.8 that $\mathscr{T}$ forms at the surface of the collapsing star at the very same instant where the event horizon $\mathscr{H}$ reaches the surface. Indeed, searching for the intersection $\mathscr{H} \cap \mathscr{T}$ from the equations defining the hypersurfaces $\mathscr{H}$ and $\mathscr{T}$, i.e. Eqs. (14.56) and (14.69), we get $(\eta, \chi)=\left(\pi-2 \chi_{\mathrm{s}}, \chi_{\mathrm{s}}\right)$, which is the 2 -sphere representing the surface of the collapsing star at $\eta=\pi-2 \chi_{\mathrm{s}}$.

The trapped surfaces $\mathscr{S}$ are located "above" $\mathscr{T}$, i.e. at $\eta>\pi-2 \chi$. The region containing trapped 2 -spheres with $r=$ const actually extend through the collapsing star's surface up to the event horizon $\mathscr{H}$. Indeed, the spacetime there is a piece of the region $\mathscr{M}_{\text {II }}$ of Schwarzschild spacetime (cf. Sec. 6.2.5), where every 2 -sphere at $\tilde{t}=$ const and $r=$ const is trapped (this is obvious since both ingoing and outgoing radial null geodesics have decreasing areal radius $r$ towards the future in $\mathscr{M}_{\text {II }}$, cf. Fig. 6.3). Outside $\mathscr{H}$, i.e. in the $\mathscr{M}_{\mathrm{I}}$ region of Schwarzschild spacetime, there is no trapped surface.
Remark 7: The trapping horizon $\mathscr{T}$ is not the boundary of the region where there exist trapped surfaces in the Oppenheimer-Snyder collapse, but only the boundary for trapped 2 -spheres $\mathscr{S}$ centered around $\chi=0$. Indeed, since the collapsing stellar interior is homogeneous, the trapped 2 -spheres $\mathscr{S}$ can be translated in $\chi$ at fixed $\eta$, leading to other trapped surfaces. One can then show that such "translated" trapped 2 -spheres exist in all the region $\eta>\pi-\chi_{\mathrm{s}}-\chi$, which extends to the past of $\mathscr{T}$, since for $\chi \in\left[0, \chi_{\mathrm{s}}\right), \pi-\chi_{\mathrm{s}}-\chi<\pi-2 \chi$. Furthermore, there exist more complicated trapped surfaces even below this limit, see Ref. [48] for details.

### 14.4 Observing the black hole formation

Let us consider a remote static observer $\mathscr{O}$ who receives electromagnetic radiation from the surface of a spherically symmetric collapsing star. By static, it is meant that the worldline of $\mathscr{O}$ is a field line of the static Killing vector $\boldsymbol{\xi}=\boldsymbol{\partial}_{t}=\boldsymbol{\partial}_{\tilde{t}}$ in the exterior Schwarzschild region [cf. Eq. (7.28)]. In particular, $\mathscr{O}$ evolves at a fixed value of $\left(r_{\mathscr{O}}, \theta_{\mathscr{O}}, \varphi_{\mathscr{O}}\right)$ of the coordinates $(r, \theta, \varphi)$ (cf. Fig. 14.9; see also Figs. 14.4 and 14.5). Without any loss of generality, we choose $\theta_{\mathscr{O}}=\pi / 2$ and $\varphi_{\mathscr{O}}=0$. Furthermore, we assume that $\mathscr{O}$ is remote: $r_{\mathscr{O}} \gg m$.

### 14.4.1 Apparent collapse freezing

Let us suppose that, at the matter comoving proper time $\tau_{1}$, an electromagnetic signal ("flash") is emitted in the radial direction from the surface of the collapsing star at $\theta=\pi / 2$ and $\varphi=0$ (i.e. towards observer $\mathscr{O}$ ) and that a similar signal is emitted subsequently at proper time $\tau_{2}$. Since each signal is carried by an outgoing radial null geodesic (the green curves in Fig. 14.9), the equation of which is (6.51) with respect to the IEF coordinates, we have

$$
\tilde{t}_{i}^{\text {rec }}-r_{\overparen{O}}-4 m \ln \left(\frac{r_{\overparen{O}}}{2 m}-1\right)=\tilde{t}^{\mathrm{em}}\left(\tau_{i}\right)-r_{\mathrm{s}}\left(\tau_{i}\right)-4 m \ln \left(\frac{r_{\mathrm{s}}\left(\tau_{i}\right)}{2 m}-1\right), \quad i \in\{1,2\}
$$

where $\tilde{t}_{i}^{\text {rec }}$ is the IEF coordinate $\tilde{t}$ of the reception event of signal no. $i$ by observer $\mathscr{O}$ and $\tilde{t} \tilde{t}^{\mathrm{em}}\left(\tau_{i}\right)$ is the IEF coordinate $\tilde{t}$ of the emission event taking place at proper time $\tau_{i} ; \tilde{t} \mathrm{tm}\left(\tau_{i}\right)$ is given by Eq. (14.31) with $\eta$ being the function of $\tau_{i}$ defined implicitly by Eq. (14.30). We deduce from the


Figure 14.9: Spacetime diagram of the Oppenheimer-Snyder collapse, as in the right panel of Fig. 14.2, illustrating the increasing delay in the reception by a remote static observer $\mathscr{O}$ (maroon worldline at $r=10 \mathrm{~m}$ ) of signals emitted radially from the surface of the collapsing star with a constant interval of matter proper time, $\delta \tau=\tau_{\text {end }} / 8$. See the caption of Fig. 14.2 for the legend of the various curves. [Figure generated by the notebook D.6.2]
above relation the $\tilde{t}$-interval separating the receptions of signal 1 and 2 by $\mathscr{O}$ :

$$
\begin{equation*}
\tilde{t}_{2}^{\mathrm{rec}}-\tilde{t}_{1}^{\mathrm{rec}}=\tilde{t}^{\mathrm{em}}\left(\tau_{2}\right)-\tilde{t}^{\mathrm{em}}\left(\tau_{1}\right)+r_{\mathrm{s}}\left(\tau_{1}\right)-r_{\mathrm{s}}\left(\tau_{2}\right)+4 m \ln \left(\frac{r_{\mathrm{s}}\left(\tau_{1}\right)-2 m}{r_{\mathrm{s}}\left(\tau_{2}\right)-2 m}\right) \tag{14.70}
\end{equation*}
$$

Since $\mathscr{O}$ is remote $\left(r_{\mathscr{O}} \gg m\right), \tilde{t}_{2}^{\text {rec }}-\tilde{t}_{1}^{\text {rec }}$ is nothing but the lapse of $\mathscr{O}$ 's proper time between the two reception events. The quantities $\tilde{t^{\mathrm{em}}}\left(\tau_{2}\right)-\tilde{t^{\mathrm{m}}}\left(\tau_{1}\right)$ and $r_{\mathrm{s}}\left(\tau_{1}\right)-r_{\mathrm{s}}\left(\tau_{2}\right)$ are always finite; on the other side, the logarithm term diverges when $r_{\mathrm{s}}\left(\tau_{2}\right)$ approaches $2 m$, i.e. when $\tau_{2}$ approaches $\tau_{*}$ [cf. Eq. (14.55)], so that

$$
\begin{equation*}
\tilde{t}_{2}^{\text {rec }}-\tilde{t}_{1}^{\text {rec }} \rightarrow+\infty \quad \text { when } \quad \tau_{2} \rightarrow \tau_{*} . \tag{14.71}
\end{equation*}
$$

In particular, if a sequence of signals is emitted from the star's surface at a constant rate in terms of the comoving proper time $\tau$, the signals are received by the remote observer $\mathscr{O}$ with an increasing delay as the collapse proceeds. The delay between two successive signals becoming infinite, there exists a very last signal received by $\mathscr{O}$. All subsequent signals of the emitted sequence do not cross the event horizon, i.e. are captured into the black hole.


Figure 14.10: Image of the collapsing star on the screen of the remote observer $\mathscr{O}$, at a given instant $t_{\mathscr{O}}$.

Example 10: Consider Fig. 14.9, which depicts the Oppenheimer-Snyder collapse with $r_{0}=4 m$, or equivalently $\chi_{\mathrm{s}}=\pi / 4$. Starting from $\tau=0$, a uniform sequence of 8 signals is emitted from the star's surface, the proper time separation between two successive signals being $\delta \tau=\tau_{\text {end }} / 8=\pi \sqrt{2} \mathrm{~m} / 4$ (cf. Example 1 on p. 555). One sees graphically that the signals are received by $\mathscr{O}$ with an increasing separation $\delta \tilde{t}$. The last received signal is the 7 th one. The 8 th signal is trapped in the black hole region and ends on the curvature singularity.

We conclude from the above analysis:

## Property 14.8: apparent freeze of the collapse

For a remote static observer, the collapse, as monitored by the reception of signals regularily emitted from the star's surface, appears to slow down and even to freeze completely when the areal radius of the star tends towards $2 m$. In particular, the remote observer never sees the star's surface crossing the event horizon and does not perceive at all the final singularity.

Historical note : The above behavior explains why the name frozen star was given to black holes before the name black hole itself was coined (cf. the historical note on p. 107).

### 14.4.2 Shape and size of the images of the collapse

The image of the collapsing star is formed on the screen of observer's $\mathscr{O}$ by photons emitted from the star's surface and following null geodesics of Schwarzschild spacetime (the spacetime exterior to the star). In Sec. 14.4.1, we have considered only radial null geodesics. Discussing the image requires to consider non-radial null geodesics as well. Such geodesics have been studied in detail in Chap. 8. In particular, it has been shown that they are essentially characterized by a single parameter: the impact parameter $b:=|L| / E$ introduced in Sec. 8.2.3. Radial geodesics are those for which $b=0$. In what follows, we shall work in terms of the Schwarzschild-Droste
coordinates $(t, r, \theta, \varphi)$, as in Chap. 8. These coordinates are regular in the Schwarzschild exterior where the null geodesics propagate to the remote observer $\mathscr{O}$ and they make computations slightly simpler than IEF coordinates do.

Due to spherical symmetry, the image of the star at a given instant $t_{\mathscr{O}}$ of observer $\mathscr{O}^{\prime}$ 's proper time is a disk and is invariant under rotation around the disk center. Since $\mathscr{O}$ is assumed to lie far away in the weak-field region, $t_{\mathscr{O}}$ coincides with the Schwarzschild-Droste time coordinate at the location of $\mathscr{O}$. As discussed in Sec. 8.5.1, the distance of a screen pixel from the disk center is proportional to the impact parameter $b$ of the null geodesic carrying the photon hitting this pixel. Accordingly, all the properties of the image (redshift and intensity at a given point) are functions of the pair $\left(t_{\mathscr{O}}, b\right)$, where $b$ can be identified with the radial coordinate in the screen plane, centered on the image (cf. Fig. 14.10). The pixel at the disk center corresponds to a null geodesic having $b=0$, i.e. traveling radially in the direction $\theta=\theta_{\mathscr{O}}=\pi / 2$ and $\varphi=\varphi_{\mathscr{O}}=0$. The image's rim, i.e. the circle bounding the disk, is located at some maximal value of $b, b_{\star}\left(t_{\odot}\right)$ say. A great amount of information on $b_{\star}\left(t_{\mathscr{O}}\right)$ can be inferred from the effective potential analysis developed in Sec. 8.2.3. Indeed, along a given null geodesic $\mathscr{L}$ of impact parameter $b$, the following constraint must hold in the exterior of the star:

$$
\begin{equation*}
b \leq \frac{1}{\sqrt{U(r)}}=\frac{r}{\sqrt{1-2 m / r}} \tag{14.72}
\end{equation*}
$$

where $U(r)$ is the effective potential (8.14): $U(r):=(1-2 m / r) / r^{2}$. This follows directly from $(\mathrm{d} r / \mathrm{d} \tilde{\lambda})^{2} \geq 0$ in Eq. (8.11). Prior to the collapse, let us assume that the surface of the star is static and located at $r=r_{0}$. Let us then denote by $t_{\mathscr{O}}^{* *}$ the value of $t_{\mathscr{O}}$ at which the disk image starts to shrink. This corresponds to null geodesics emitted from the star's surface at the matter proper time $\tau=0$ arriving at the disk boundary. For $t_{0} \leq t_{\mathscr{\theta}}^{* *}$, one has then $r \geq r_{0}$ all along $\mathscr{L}$. If we assume $r_{0}>3 m$, then $1 / \sqrt{U(r)}$ is increasing with $r$ all along $\mathscr{L}$, given that $U(r)$ is a decreasing function on the interval $(3 m,+\infty)$ (cf. Fig. 8.1). The constraint (14.72) is then equivalent to $b \leq 1 / \sqrt{U\left(r_{0}\right)}$, so that the maximal value of $b$ is $b_{0}:=1 / \sqrt{U\left(r_{0}\right)}$ and we can write:

$$
\begin{equation*}
b_{\star}\left(t_{\mathscr{O}}\right)=b_{0}:=\frac{r_{0}}{\sqrt{1-2 m / r_{0}}} \quad \text { for } \quad t_{\overparen{O}} \leq t_{\overparen{O}}^{* *} \quad \text { and } \quad r_{0}>3 m . \tag{14.73}
\end{equation*}
$$

For $t_{\mathscr{O}} \leq t_{\overparen{O}}^{* *}$, a null geodesic at the image's rim, i.e having $b=b_{\star}\left(t_{\mathscr{O}}\right)$, fullfils thus $U\left(r_{0}\right)=b^{-2}$, which implies $\mathrm{d} r / \mathrm{d} \tilde{\lambda}=0$ at $r=r_{0}$ according to Eq. (8.11). This means that the emission point ( $r=r_{0}$ ) is a periastron of the geodesic: it corresponds to the minimal value of $r$ along $\mathscr{L}$, even if the latter is extended infinitely far in the past. This implies that $\mathscr{L}$ is tangent to the hypersurface $r=r_{0}$ at the emission point, i.e. that the photon is emitted in a direction tangent to the star's surface.

Remark 1: In terms of the compactness angle $\chi_{\mathrm{s}}$ defined by Eq. (14.36), formula (14.73) takes a simple form:

$$
\begin{equation*}
b_{\star}\left(t_{\mathscr{O}}\right)=r_{0} \cos \chi_{\mathrm{s}} \quad \text { for } \quad t_{\mathscr{O}} \leq t_{\mathscr{O}}^{* *} \quad \text { and } \quad r_{0}>3 m . \tag{14.74}
\end{equation*}
$$

In the non-relativistic limit, $\chi_{\mathrm{s}} \rightarrow 0$ and we get $b_{\star}\left(t_{\mathscr{O}}\right)=r_{0}$, as expected (recall that the trully observed quantity through a telescope is the small angle $\hat{b}=b / r_{\mathscr{O}}$ [Eq. (8.118)], so that $\hat{b}=r_{0} / r_{\mathscr{O}}$ at the disk's rim).

One can also use the effective potential analysis to get the value of $b_{\star}\left(t_{\mathscr{\mathscr { C }}}\right)$ at late times, more precisely for images formed by photons emitted after the collapsing star has shrunk below the photon sphere introduced in Sec. 8.2.3, which corresponds to $r_{\mathrm{s}}(\tau)<3 \mathrm{~m}$. Since the function $r \mapsto 1 / \sqrt{U(r)}$ is decreasing on $(2 m, 3 m)$, reaches a minimum at $r=3 m$ and increases on $(3 m,+\infty)$ (cf. the plot of $U(r)$ in Fig. 8.1), the constraint (14.72) becomes $b \leq \min (1 / \sqrt{U(r)})=b_{\mathrm{c}}$, where $b_{\mathrm{c}}=3 \sqrt{3} m$ [Eq. (8.21)]. An example of photon emitted at $r<3 m$ and fulfilling this constraint is represented by the trajectory no. 3 in Fig. 8.1. Furthermore, the constraint is actually a sufficient condition for any photon emitted outward to reach infinity (cf. Fig. 8.1 once again). However, for $b$ close to $b_{\mathrm{c}}$, photons perform a large number of orbits very close to the photon sphere, this number being actually infinite for $b=b_{\text {c }}$ (critical null geodesics), as discussed in Sec. 8.3.2 (cf. Figs. 8.7 to 8.9). As a consequence, the elapsed time coordinate $t$ along the corresponding null geodesic diverges as $b \rightarrow b_{\mathrm{c}}$, so that the image boundary $b_{\star}\left(t_{\mathscr{O}}\right)=b_{\mathrm{c}}$ is reached only for $t_{\mathscr{O}} \rightarrow+\infty$ :

$$
\begin{equation*}
\lim _{t_{\mathscr{O}} \rightarrow+\infty} b_{\star}\left(t_{\mathscr{O}}\right)=3 \sqrt{3} m \tag{14.75}
\end{equation*}
$$

However, one can show (see e.g. Ref. [462] for details) that $b_{\star}\left(t_{\mathscr{O}}\right)$ converges to $b_{\mathrm{c}}$ exponentially fast: $b_{\star}\left(t_{\mathscr{O}}\right)-b_{c} \propto \exp \left(-t_{\mathscr{O}} / b_{c}\right)$.

To summarize:

## Property 14.9: apparent size of the collapsing star

- If the initial star is not ultracompact, i.e. if its areal radius $r_{0}$ is larger than $3 m$, the radius of the disk image shrinks from $b_{0}=r_{0} / \sqrt{1-2 m / r_{0}}$ [Eq. (14.73)] to $b_{\infty}:=3 \sqrt{3} m$ [Eq. (14.75)]. The latter value is reached only asymptotically, i.e. for $t_{\mathscr{O}} \rightarrow+\infty$, but the convergence is exponentially fast, so that, $b_{\star}\left(t_{\mathscr{O}}\right) \simeq 3 \sqrt{3} \mathrm{~m}$ is a very good approximation for $t_{\mathscr{O}}>t_{\mathscr{O}}^{* *}+\alpha m$, where $\alpha \sim 2 b_{\mathrm{c}} / m \sim 10$.
- Collapsing stars that are initially ultracompact $\left(r_{0}<3 m\right)$ generate images of constant size: the radius of the disk image remains fixed at $b_{\star}=3 \sqrt{3} \mathrm{~m}$.

Remark 2: The above results are not specific to pressureless collapse: they hold for any spherically symmetric gravitational collapse.

Example 11: For our favorite example with $r_{0}=4 m$ (Figs. 14.2, 14.3, 14.8 and 14.9), the radius of the image disk evolves from $4 \sqrt{2} m \simeq 5.66 m$ to $3 \sqrt{3} m \simeq 5.20 m$, which constitutes a pretty modest decrease: only $8 \%$. This is of course because such a star has a large compactness. For the neutron star considered in Table 14.1, which has a smaller compactness: $m / r_{0}=0.17$, the shrinking factor is higher: $28 \%$. For a concrete example of images of the gravitational collapse of an unstable neutron star into a black hole computed by means of numerical relativity, see Fig. 4 of Ref. [441], where the modest decrease of the disk image is very apparent.

The photons that form the star's image on $\mathscr{O}$ 's screen at a given instant $t_{\mathscr{O}}$ have impact parameters $b$ in the range $0 \leq b \leq b_{\star}\left(t_{\mathscr{\theta}}\right)$ and have been emitted from the star's surface at various proper times $\tau$, depending on the value of $b$. Indeed, let us evaluate the elapsed

Schwarzschild-Droste time $t$ between along a null geodesic $\mathscr{L}$ of impact parameter $b$ between the photon emission at the star surface and its reception by $\mathscr{O}$. Thanks to spherical symmetry, it suffices to consider photons traveling in the plane $\theta=\pi / 2$. The geodesic equations of motion are then (8.9)-(8.11), from which we get

$$
\begin{align*}
\left.\frac{\mathrm{d} t}{\mathrm{~d} r}\right|_{\mathscr{L}} & =\epsilon_{r}\left(1-\frac{2 m}{r}\right)^{-1}\left(1-b^{2} U(r)\right)^{-1 / 2}  \tag{14.76a}\\
\left.\frac{\mathrm{~d} \varphi}{\mathrm{~d} r}\right|_{\mathscr{L}} & =\epsilon_{r} \epsilon_{L} \frac{b}{r^{2}}\left(1-b^{2} U(r)\right)^{-1 / 2} \tag{14.76b}
\end{align*}
$$

where $\epsilon_{L}= \pm 1$ indicates the sign of the conserved angular momentum $L$ of $\mathscr{L}$ and $\epsilon_{r}= \pm 1$ is +1 (resp. -1) on portions of $\mathscr{L}$ where $r$ increases (resp. decreases) towards the future. Note that $\epsilon_{L}$ is constant along $\mathscr{L}$. Regarding $\epsilon_{r}$, it has to be +1 in the vicinity of observer $\mathscr{O}$. Given that a null geodesic of Schwarzschild spacetime has at most one $r$-turning point (cf. Sec. 8.2.4), one has either $\epsilon_{r}=+1$ along all $\mathscr{L}$ or $\epsilon_{r}=-1$ just around the emission point, switching to +1 after some periastron passage.

Let $\mathscr{E}$ be the event of emission at the star's surface of a photon that reaches $\mathscr{O}$ 's screen at the radial position $b$ at the instant $t_{\mathscr{O}}$. Let us denote by respectively $t_{\mathrm{em}}\left(b, t_{\mathscr{O}}\right), \tau_{\mathrm{em}}\left(b, t_{\mathscr{O}}\right)$ and $r_{\mathrm{s}}^{\mathrm{em}}\left(b, t_{\mathscr{O}}\right)$, the Schwarzschild-Droste time coordinate of $\mathscr{E}$, the infalling matter proper time of $\mathscr{E}$ and the areal coordinate $r$ of $\mathscr{E}$. For a pressureless collapse, $t_{\mathrm{em}}\left(b, t_{\mathscr{O}}\right), \tau_{\mathrm{em}}\left(b, t_{\mathscr{O}}\right)$ and $r_{\mathrm{s}}^{\mathrm{em}}\left(b, t_{\mathscr{O}}\right)$ are related by the free-fall equations (7.41) [or equivalently (14.30)] and (7.42):

$$
\begin{align*}
& t_{\mathrm{em}}\left(b, t_{\mathscr{O}}\right)=2 m\left\{\sqrt{\frac{r_{0}}{2 m}-1}\left[\eta+\frac{r_{0}}{4 m}(\eta+\sin \eta)\right]+\ln \left|\frac{\sqrt{\frac{r_{0}}{2 m}-1}+\tan \frac{\eta}{2}}{\sqrt{\frac{r_{0}}{2 m}-1}-\tan \frac{\eta}{2}}\right|\right\}  \tag{14.77a}\\
& \tau_{\mathrm{em}}\left(b, t_{\mathscr{O}}\right)=\sqrt{\frac{r_{0}^{3}}{8 m}}(\eta+\sin \eta)  \tag{14.77b}\\
& r_{\mathrm{s}}^{\mathrm{em}}\left(b, t_{\mathscr{O}}\right)=\frac{r_{0}}{2}(1+\cos \eta) . \tag{14.77c}
\end{align*}
$$

Note that we have chosen the origin of the Schwarzschild-Droste coordinate $t$ to coincide with the start of the collapse: $t=0 \Longleftrightarrow \tau=0 \Longleftrightarrow \eta=0$.

In terms of the star's areal radius function $r_{\mathrm{s}}(\tau)$, one has of course $r_{\mathrm{s}}^{\mathrm{em}}\left(b, t_{\overparen{ }}\right)=r_{\mathrm{s}}\left(\tau_{\mathrm{em}}\left(b, t_{\overparen{ }}\right)\right)$. The above relations are valid for $\tau_{\mathrm{em}}\left(b, t_{\mathscr{\theta}}\right) \geq 0$, i.e. after the collapse has started. For $\tau_{\mathrm{em}}\left(b, t_{\mathscr{\vartheta}}\right)<0$, we have, instead of (14.77),

$$
\begin{align*}
& t_{\mathrm{em}}\left(b, t_{\mathscr{O}}\right)=\left(1-\frac{2 m}{r_{0}}\right)^{-1 / 2} \tau_{\mathrm{em}}\left(b, t_{\mathscr{O}}\right)<0  \tag{14.78a}\\
& r_{\mathrm{s}}^{\mathrm{em}}\left(b, t_{\mathscr{O}}\right)=r_{0} \tag{14.78b}
\end{align*}
$$

By integrating Eq. (14.76a) between the emission and reception points, we get

$$
\begin{equation*}
t_{\overparen{O}}-t_{\mathrm{em}}\left(b, t_{\mathscr{O}}\right)=\int_{r_{\mathrm{s}}^{\mathrm{em}\left(b, t_{\mathscr{C}}\right)}}^{r_{\mathscr{O}}}\left(1-\frac{2 m}{r}\right)^{-1}\left(1-b^{2} U(r)\right)^{-1 / 2} \mathrm{~d} r+\Delta \tag{14.79}
\end{equation*}
$$

where $\Delta=0$ if there is no $r$-turning point (periastron) along the photon geodesic $\mathscr{L}$ and

$$
\begin{equation*}
\Delta=2 \int_{r_{\mathrm{p}}}^{r_{\mathrm{s}}^{\mathrm{em}}\left(b, t_{\sigma}\right)}\left(1-\frac{2 m}{r}\right)^{-1}\left(1-b^{2} U(r)\right)^{-1 / 2} \mathrm{~d} r \tag{14.80}
\end{equation*}
$$

if there is a one, located at $r=r_{\mathrm{p}}<r_{\mathrm{s}}^{\mathrm{em}}\left(b, t_{\mathscr{O}}\right)$. For a given observation instant $t_{\mathscr{O}}$ and a given position on the screen, measured by $b$, Eq. (14.79) must be solved to get $t_{\mathrm{em}}\left(b, t_{\mathscr{G}}\right)$. In general, this is a difficult problem since the lower boundary of the integral, $r_{\mathrm{s}}^{\mathrm{em}}\left(b, t_{\mathscr{O}}\right)$, depends on $t_{\mathrm{em}}\left(b, t_{\overparen{\sigma}}\right)$ in a complicated way, via the parametric system (14.77). However, for $b=0$ (radial geodesic), one can compute the integral in Eq. (14.79) in an elementary way; taking into account that $\Delta=0$ for $b=0$ (no $r$-turning point along a radial geodesic), we obtain

$$
\begin{equation*}
t_{\mathrm{em}}\left(0, t_{\mathscr{O}}\right)=t_{\mathscr{O}}-r_{\overparen{O}}+r_{\mathrm{s}}^{\mathrm{em}}\left(0, t_{\mathscr{O}}\right)+2 m \ln \left(\frac{r_{\mathrm{s}}^{\mathrm{em}}\left(0, t_{\mathscr{O}}\right)-2 m}{r_{\mathscr{O}}-2 m}\right) \tag{14.81}
\end{equation*}
$$

This equation must still be solved to get $t_{\mathrm{em}}\left(0, t_{\mathscr{C}}\right)$ since $r_{\mathrm{s}}^{\mathrm{em}}\left(0, t_{\mathscr{C}}\right)$ is a function of $t_{\mathrm{em}}\left(0, t_{\mathscr{O}}\right)$ given parametrically by the system (14.77).

Another simplification of the general formula (14.79) occurs for $t_{\mathrm{em}}\left(b, t_{\overparen{O}}\right)<0$ (emission before the start of the collapse), since then $r_{\mathrm{s}}^{\mathrm{em}}\left(b, t_{\mathscr{O}}\right)=r_{0}$ [Eq. (14.78b)]. Equation (14.79) provides then directly the value of $t_{\mathrm{em}}\left(b, t_{\mathscr{O}}\right)$ and we see that this is a decreasing function of $b$. Indeed, at fixed $r, b \mapsto\left(1-b^{2} U(r)\right)^{-1 / 2}$ is an increasing function of $b$, given that $U(r)>0$. Consequently, the first value of $b$ for which $t_{\mathrm{em}}\left(b, t_{\mathscr{O}}\right) \geq 0$, i.e. for which the collapse starts to be perceptible, is $b=0$. In other words, the collapse manifests itself first at the center of the disk image. Let us then denote by $t_{\mathscr{O}}^{*}$ the corresponding value of $t_{\sigma}$. It is obtained by setting $t_{\mathrm{em}}\left(0, t_{\mathscr{O}}\right)=0$ and $r_{\mathrm{s}}^{\mathrm{em}}\left(0, t_{\mathscr{O}}\right)=r_{0}$ in Eq. (14.81):

$$
\begin{equation*}
t_{\mathscr{O}}^{*}=r_{\overparen{O}}-r_{0}+2 m \ln \left(\frac{r_{\overparen{O}}-2 m}{r_{0}-2 m}\right) . \tag{14.82}
\end{equation*}
$$

On the other side, the value of $t_{\sigma}^{* *}$, defined above as the instant when the disk image starts to shrink, is obtained by setting $b=b_{0}$ [the value (14.73)], $t_{\mathrm{em}}\left(b, t_{\mathscr{O}}\right)=0$ and $r_{\mathrm{s}}^{\mathrm{em}}\left(b, t_{\mathscr{O}}\right)=r_{0}$ in Eq. (14.79):

$$
\begin{equation*}
t_{\mathscr{O}}^{* *}=\int_{r_{0}}^{r_{\theta}}\left(1-\frac{2 m}{r}\right)^{-1}\left(1-b_{0}^{2} U(r)\right)^{-1 / 2} \mathrm{~d} r . \tag{14.83}
\end{equation*}
$$

Note that we have set $\Delta=0$ in Eq. (14.79) because the geodesic delimiting the image's rim is precisely tangent to the surface in the static (pre-collapse) case, which implies that the photon's periastron coincides with the emission point.

By subtracting from Eq. (14.83) the integral expression of $t_{\mathscr{O}}^{*}$ deduced from Eq. (14.79) by setting $b=0, t_{\mathrm{em}}\left(b, t_{\mathcal{O}}\right)=0$ and $r_{\mathrm{s}}^{\mathrm{em}}\left(b, t_{\mathscr{O}}\right)=r_{0}$, we get, after substitution of Eq. (8.14) for $U(r)$,

$$
\begin{equation*}
t_{\mathscr{O}}^{* *}-t_{\mathscr{O}}^{*}=b_{0}^{2} \int_{r_{0}}^{r_{\overparen{O}}} \frac{\mathrm{~d} r}{r^{2}-b_{0}^{2}(1-2 m / r)+r \sqrt{r^{2}-b_{0}^{2}(1-2 m / r)}} \tag{14.84}
\end{equation*}
$$

Since $r^{2}-b_{0}^{2}(1-2 m / r) \geq 0$ for $r \geq r_{0}$, this expression shows that the time delay $t_{\mathscr{O}}^{* *}-t_{\mathscr{O}}^{*}$ is positive.

### 14.4.3 Redshift in the image

Let $\mathscr{O}_{\text {em }}$ be an observer at the surface of the star comoving with the infalling matter. In particular the proper time of $\mathscr{O}$ is $\tau$ and the $r$-coordinate of $\mathscr{O}_{\mathrm{em}}$ is $r_{\mathrm{s}}(\tau)$, as given by Eq. (14.30) for a pressureless collapse. One defines the redshift $z$ of a photon hitting the remote observer screen's $\mathscr{O}$ by $z:=\left(\lambda_{\infty}-\lambda_{\mathrm{em}}\right) / \lambda_{\mathrm{em}}$, where $\lambda_{\mathrm{em}}$ is the photon wavelength at emission, i.e. with respect to observer $\mathscr{O}_{\mathrm{em}}$, and $\lambda_{\infty}$ is the photon wavelength measured by $\mathscr{O}$. Thanks to the Planck-Einstein relation (1.39): $E=h \nu=h /(c \lambda)$, we have

$$
\begin{equation*}
1+z=\frac{E_{\mathrm{em}}}{E_{\infty}} \tag{14.85}
\end{equation*}
$$

where $E_{\text {em }}\left(\right.$ resp. $\left.E_{\infty}\right)$ is the photon energy with respect to observer $\mathscr{O}_{\text {em }}$ (resp. $\mathscr{O}$ ).

## Frame of the comoving surface observer

The 4-velocity of the surface observer $\mathscr{O}_{\mathrm{em}}$ is $\boldsymbol{u}_{\mathrm{s}}=u_{\mathrm{s}}^{t} \boldsymbol{\partial}_{t}+u_{\mathrm{s}}^{r} \boldsymbol{\partial}_{r}$. In any pressureless collapse from rest, like the Oppenheimer-Snyder one, $\mathscr{O}_{\text {em }}$ is in radial free fall from rest, so that $u_{\mathrm{s}}^{t}=\mathrm{d} t / \mathrm{d} \tau$ is given by Eq. (7.34) with $\varepsilon=\sqrt{1-2 m / r_{0}}$ [Eq. (7.40)] and $u_{\mathrm{s}}^{r}=\mathrm{d} r / \mathrm{d} \tau$ is given by Eq. (7.36) with $\varepsilon^{2}-1=-2 m / r_{0}$. Hence we get

$$
\begin{equation*}
\boldsymbol{u}_{\mathrm{s}}=\sqrt{1-\frac{2 m}{r_{0}}}\left(1-\frac{2 m}{r_{\mathrm{s}}}\right)^{-1} \boldsymbol{\partial}_{t}-\sqrt{\frac{2 m}{r_{\mathrm{s}}}-\frac{2 m}{r_{0}}} \boldsymbol{\partial}_{r} \tag{14.86}
\end{equation*}
$$

where $r_{\mathrm{s}}$ is a shortcut for $r_{\mathrm{s}}(\tau)$. It is useful to expand $\boldsymbol{u}_{\mathrm{s}}$ onto the frame of the local static observer whose position coincides with the star surface at a given instant. The orthonormal frame of the static observer is

$$
\begin{equation*}
\boldsymbol{e}_{(t)}=\left(1-\frac{2 m}{r}\right)^{-1 / 2} \boldsymbol{\partial}_{t}, \quad \boldsymbol{e}_{(r)}=\left(1-\frac{2 m}{r}\right)^{1 / 2} \boldsymbol{\partial}_{r}, \quad \boldsymbol{e}_{(\theta)}=\frac{1}{r} \boldsymbol{\partial}_{\theta}, \quad \boldsymbol{e}_{(\varphi)}=\frac{1}{r \sin \theta} \boldsymbol{\partial}_{\varphi} \tag{14.87}
\end{equation*}
$$

We deduce then from (14.86) that

$$
\begin{equation*}
\boldsymbol{u}_{\mathrm{s}}=\Gamma\left(\boldsymbol{e}_{(t)}-V \boldsymbol{e}_{(r)}\right), \tag{14.88}
\end{equation*}
$$

with

$$
\begin{equation*}
V:=\sqrt{\frac{\frac{2 m}{r_{\mathrm{s}}}-\frac{2 m}{r_{0}}}{1-\frac{2 m}{r_{0}}}} \quad \text { and } \quad \Gamma:=\frac{1}{\sqrt{1-V^{2}}}=\sqrt{\frac{1-\frac{2 m}{r_{0}}}{1-\frac{2 m}{r_{\mathrm{s}}}}} \tag{14.89}
\end{equation*}
$$

By comparing with the generic formulas (1.35)-(1.36), we conclude that $V$ is the norm of the velocity $\boldsymbol{V}=-V \boldsymbol{e}_{(r)}$ of $\mathscr{O}_{\mathrm{em}}$ with respect to the local static observer and $\Gamma$ is the corresponding Lorentz factor.
Remark 3: Formula (14.89) implies $\lim _{r_{\mathrm{s}} \rightarrow 2 m} V=1$. We recover then a well known result: with respect to a static observer located just outside the event horizon, a radially free-falling body is falling at the speed of light.

Observer $\mathscr{O}_{\mathrm{em}}$ is endowed with an orthonormal frame $\left(\boldsymbol{u}_{\mathrm{s}}, \boldsymbol{n}_{\mathrm{s}}, \boldsymbol{e}_{2}^{\mathrm{s}}, \boldsymbol{e}_{3}^{\mathrm{s}}\right)$, where $\boldsymbol{n}_{\mathrm{s}}=n_{\mathrm{s}}^{(t)} \boldsymbol{e}_{(t)}+$ $n_{\mathrm{s}}^{(r)} \boldsymbol{e}_{(r)}$ is a unit spacelike vector normal to the star surface and oriented towards the exterior,
while the vectors $\left(\boldsymbol{e}_{2}^{\mathrm{s}}, \boldsymbol{e}_{3}^{\mathrm{s}}\right)$ are unit spacelike vectors tangent to the star surface. The components $\left(n_{\mathrm{s}}^{(t)}, n_{\mathrm{s}}^{(r)}\right)$ of $\boldsymbol{n}_{\mathrm{s}}$ are obtained from the two conditions $\boldsymbol{u}_{\mathrm{s}} \cdot \boldsymbol{n}_{\mathrm{s}}=0$ and $\boldsymbol{n}_{\mathrm{s}} \cdot \boldsymbol{n}_{\mathrm{s}}=1$, along with (14.88):

$$
\begin{equation*}
\boldsymbol{n}_{\mathrm{s}}=\Gamma\left(-V \boldsymbol{e}_{(t)}+\boldsymbol{e}_{(r)}\right) \tag{14.90}
\end{equation*}
$$

Remark 4: Equations (14.88) and (14.90) simply express that the orthonormal pairs ( $\boldsymbol{u}_{\mathrm{s}}, \boldsymbol{n}_{\mathrm{s}}$ ) and $\left(\boldsymbol{e}_{(t)}, \boldsymbol{e}_{(r)}\right)$ are connected by a Lorentz boost of velocity parameter $-V$.

## General formula for the redshift

Let us consider a photon emitted from the surface of the collapsing star. The photon's energymomentum vector $\boldsymbol{p}$ can be decomposed with respect to $\mathscr{O}_{\mathrm{em}}$ 's frame according to Eqs. (1.31) and (1.30):

$$
\begin{equation*}
\boldsymbol{p}=E_{\mathrm{em}} \boldsymbol{u}_{\mathrm{s}}+\boldsymbol{P}_{\mathrm{em}} \tag{14.91}
\end{equation*}
$$

where $\boldsymbol{P}_{\mathrm{em}}$ is a vector orthogonal to $\boldsymbol{u}_{\mathrm{s}}$ representing the photon's linear momentum as measured by $\mathscr{O}_{\mathrm{em}}$. The energy $E_{\text {em }}$ is then obtained as [cf. Eq. (1.22)]

$$
\begin{equation*}
E_{\mathrm{em}}=-\boldsymbol{u}_{\mathrm{s}} \cdot \boldsymbol{p} \tag{14.92}
\end{equation*}
$$

Due to spherical symmetry, we may restrict the study to photons travelling in the equatorial plane $\theta=\pi / 2$. The photon's energy-momentum vector $\boldsymbol{p}$ is then given by Eq. (8.121), which involves the impact parameter $b$. Once re-expressed in terms of the static observer frame (14.87), this formula becomes

$$
\begin{equation*}
\boldsymbol{p}=E_{\infty}\left[\left(1-\frac{2 m}{r}\right)^{-1 / 2}\left(\boldsymbol{e}_{(t)}+\epsilon_{r} \sqrt{1-b^{2} U(r)} \boldsymbol{e}_{(r)}\right)+\epsilon_{L} \frac{b}{r} \boldsymbol{e}_{(\varphi)}\right] \tag{14.93}
\end{equation*}
$$

where $\epsilon_{r}= \pm 1$ and $\epsilon_{L}= \pm 1$. Far from the star, one has of course $\epsilon_{r}=+1$, but, as we shall see below, $\epsilon_{r}=-1$ may occur close to the star, which corresponds to a photon emitted in the inward direction (decreasing $r$ ); in this case, the photon will reach a periastron, where $\epsilon_{r}$ is switched to +1 .

The scalar product in Eq. (14.92) is easily evaluated from expressions (14.88) and (14.93), owing to the orthonormality of the frame $\left(\boldsymbol{e}_{(\alpha)}\right)$; one gets

$$
\begin{equation*}
1+z=\frac{E_{\mathrm{em}}}{E_{\infty}}=\Gamma\left(1-\frac{2 m}{r_{\mathrm{s}}}\right)^{-1 / 2}\left(1+\epsilon_{r} V \sqrt{1-b^{2} U\left(r_{\mathrm{s}}\right)}\right) \tag{14.94}
\end{equation*}
$$

Substituting expressions (14.89) for $V$ and $\Gamma$, as well as (8.14) for $U(r)$, yields

$$
\begin{equation*}
1+z=\left(1-\frac{2 m}{r_{\mathrm{s}}}\right)^{-1}\left[\sqrt{1-\frac{2 m}{r_{0}}}+\epsilon_{r} \sqrt{\left.\frac{2 m}{r_{\mathrm{s}}}-\frac{2 m}{r_{0}} \sqrt{1-\frac{b^{2}}{r_{\mathrm{s}}^{2}}\left(1-\frac{2 m}{r_{\mathrm{s}}}\right)}\right]}\right. \text {. } \tag{14.95}
\end{equation*}
$$

This formula gives the redshift of a photon that hits the screen of the remote observer $\mathscr{O}$ at the impact parameter $b$ at the instant $t_{\theta}$. The quantity $r_{\mathrm{s}}$ has to be replaced by $r_{\mathrm{s}}^{\mathrm{em}}\left(b, t_{\mathscr{\theta}}\right)$ as given by the system (14.77) for the pressureless collapse, where $t_{\mathrm{em}}\left(b, t_{\varnothing}\right)$ is given by Eq. (14.79).

Remark 5: Equation (14.94) is valid for any spherically symmetric gravitational collapse, provided that $V$ is the velocity of the surface with respect to the local static observer as defined by Eq. (14.88) and $\Gamma$ is the corresponding Lorentz factor. On the contrary, Eq. (14.95) holds only for a pressureless collapse starting from rest.

## Emission angle

The direction of emission in the frame of the comoving observer $\mathscr{O}_{\text {em }}$ is characterized by the angle $\Theta_{\mathrm{em}}$ between the photon's linear momentum $\boldsymbol{P}_{\mathrm{em}}$ and the normal to the surface $\boldsymbol{n}_{\mathrm{s}}$. Considering that the collapsing matter is opaque to radiation, the maximum inclination of an emitted photon capable to reach the remote observer $\mathscr{O}$ is $\Theta_{\mathrm{em}}=\pi / 2$ (emission tangent to the surface). Hence any photon received by $\mathscr{O}$ has necessarily

$$
\begin{equation*}
0 \leq \Theta_{\mathrm{em}} \leq \frac{\pi}{2} \tag{14.96}
\end{equation*}
$$

By definition, $\Theta_{\mathrm{em}}$ is given by

$$
\begin{equation*}
\cos \Theta_{\mathrm{em}}=\frac{\boldsymbol{n}_{\mathrm{s}} \cdot \boldsymbol{P}_{\mathrm{em}}}{\sqrt{\boldsymbol{P}_{\mathrm{em}} \cdot \boldsymbol{P}_{\mathrm{em}}}} \tag{14.97}
\end{equation*}
$$

Now, from Eq. (14.91), we have $\sqrt{\boldsymbol{P}_{\mathrm{em}} \cdot \boldsymbol{P}_{\mathrm{em}}}=E_{\text {em }}$ (using that $\boldsymbol{p}$ is a null vector) and $\boldsymbol{n}_{\mathrm{s}} \cdot \boldsymbol{P}_{\mathrm{em}}=$ $\boldsymbol{n}_{\mathrm{s}} \cdot \boldsymbol{p}$. Evaluating this last scalar product by means of Eqs. (14.90) and (14.93) and substituting expression (14.94) for $E_{\text {em }} / E_{\infty}$, we get

$$
\begin{equation*}
\cos \Theta_{\mathrm{em}}=\frac{V+\epsilon_{r} \sqrt{1-b^{2} U\left(r_{\mathrm{s}}\right)}}{1+\epsilon_{r} V \sqrt{1-b^{2} U\left(r_{\mathrm{s}}\right)}} . \tag{14.98}
\end{equation*}
$$

This relation can be easily inverted to get

$$
\begin{equation*}
\epsilon_{r} \sqrt{1-b^{2} U\left(r_{\mathrm{s}}\right)}=\frac{\cos \Theta_{\mathrm{em}}-V}{1-V \cos \Theta_{\mathrm{em}}}, \tag{14.99}
\end{equation*}
$$

which allows us to express $b$ in terms of $\Theta_{\text {em }}$ :

$$
\begin{equation*}
b=\frac{\sqrt{1-V^{2}} \sin \Theta_{\mathrm{em}}}{\sqrt{U\left(r_{\mathrm{s}}\right)}\left(1-V \cos \Theta_{\mathrm{em}}\right)} . \tag{14.100}
\end{equation*}
$$

Remark 6: For $V=0$, i.e. when the comoving observer coincides with the local static observer (prior to the start of the collapse), Eqs. (14.98) and (14.100) reduce respectively to Eqs. (8.126) and (8.127) taking into account the change of notations $r_{\mathrm{s}} \leftrightarrow r_{\mathrm{em}}$ and $\Theta_{\mathrm{em}} \leftrightarrow|\eta|$.

We may also substitute Eq. (14.99) into Eq. (14.94) to get an expression of the redshift in terms of $\Theta_{\mathrm{em}}$ :

$$
\begin{equation*}
1+z=\left(1-\frac{2 m}{r_{\mathrm{s}}}\right)^{-1 / 2} \frac{1}{\Gamma\left(1-V \cos \Theta_{\mathrm{em}}\right)} \tag{14.101}
\end{equation*}
$$

For a pressureless collapse, $\Gamma$ and $V$ are given by Eq. (14.89) and the above relation simplifies to

$$
\begin{equation*}
1+z=\frac{1}{\sqrt{1-\frac{2 m}{r_{0}}}-\sqrt{\frac{2 m}{r_{\mathrm{s}}}-\frac{2 m}{r_{0}}} \cos \Theta_{\mathrm{em}}} . \tag{14.102}
\end{equation*}
$$

## Central redshift

The redshift $z_{\mathrm{c}}$ at the center of the image of a pressureless collapse is obtained by setting $b=0$ (which implies $\epsilon_{r}=+1$ ) in Eq. (14.95):

$$
\begin{equation*}
1+z_{\mathrm{c}}=\left(1-\frac{2 m}{r_{\mathrm{s}}^{\mathrm{em}}\left(0, t_{\overparen{O}}\right)}\right)^{-1}\left[\sqrt{1-\frac{2 m}{r_{0}}}+\sqrt{\frac{2 m}{r_{\mathrm{s}}^{\mathrm{em}}\left(0, t_{\overparen{O}}\right)}-\frac{2 m}{r_{0}}}\right] \tag{14.103}
\end{equation*}
$$

where we have used $r_{\mathrm{s}}^{\mathrm{em}}\left(0, t_{\mathscr{O}}\right)$ for $r_{\mathrm{s}}$. One obtains an equivalent expression if one set $\Theta_{\mathrm{em}}=0$ (radial emission) in Eq. (14.102), in agreement with the property $b=0 \Longleftrightarrow \Theta_{\mathrm{em}}=0$, which follows from relation (14.100).

For $t_{\mathrm{em}}\left(0, t_{\mathscr{O}}\right) \leq 0, r_{\mathrm{s}}^{\mathrm{em}}\left(0, t_{\mathscr{O}}\right)=r_{0}$ and formula (14.103) reduces to $1+z_{\mathrm{c}}=\left(1-2 m / r_{0}\right)^{-1 / 2}$, which is the standard expression for the redshift at infinity of a photon emitted by a static observer at $r=r_{0}$ in the Schwarzschild spacetime.

For $r_{\mathrm{s}}^{\mathrm{em}}\left(0, t_{\mathscr{O}}\right) \rightarrow 2 m$, formula (14.103) yields

$$
\begin{equation*}
1+z_{\mathrm{c}} \underset{r_{\mathrm{s}} \rightarrow 2 m}{\sim} 2 \sqrt{1-\frac{2 m}{r_{0}}}\left(1-\frac{2 m}{r_{\mathrm{s}}\left(0, t_{\mathcal{O}}\right)}\right)^{-1} \tag{14.104}
\end{equation*}
$$

which implies $z \rightarrow+\infty$ for $r_{\mathrm{s}}^{\mathrm{em}}\left(0, t_{\mathscr{\theta}}\right) \rightarrow 2 m$.
The elapsed proper time of observer $\mathscr{O}$ since the reception of the central photon emitted at $\tau=0$ (start of the collapse) is $t_{\mathscr{O}}-t_{\mathscr{O}}^{*}$. We get, from Eqs. (14.81) and (14.82),

$$
t_{\mathscr{O}}-t_{\mathscr{O}}^{*}=t_{\mathrm{em}}\left(0, t_{\mathscr{O}}\right)-r_{\mathrm{s}}^{\mathrm{em}}\left(0, t_{\mathscr{O}}\right)+r_{0}+2 m \ln \left(\frac{r_{0}}{2 m}-1\right)-2 m \ln \left(\frac{r_{\mathrm{s}}^{\mathrm{em}}\left(0, t_{\mathscr{O}}\right)}{2 m}-1\right)
$$

When $r_{\mathrm{s}}^{\mathrm{em}}\left(0, t_{\mathscr{O}}\right) \rightarrow 2 m$, two terms in the right-hand side of the above equation diverge: the last logarithm and the first term, $t_{\mathrm{em}}\left(0, t_{\mathscr{O}}\right)$, due to the singularity of Schwarzschild-Droste coordinates at $r=2 \mathrm{~m}$. We can express the latter divergence in terms of a logarithm involving $r_{\mathrm{s}}^{\mathrm{em}}\left(0, t_{\mathscr{O}}\right)$ thanks to Eq. (6.32): $t_{\mathrm{em}}\left(0, t_{\mathscr{O}}\right)=\tilde{t}_{\mathrm{em}}\left(0, t_{\mathscr{O}}\right)-2 m \ln \left[r_{\mathrm{s}}^{\mathrm{em}}\left(0, t_{\mathscr{O}}\right) / 2 m-1\right]+K$, where $\tilde{t}_{\mathrm{em}}\left(0, t_{\mathscr{O}}\right)$ is the IEF coordinate of the emission event of the photon that reaches the center of $\mathscr{O}$ 's screen at the instant $t_{\mathscr{O}}$ and $K$ is a constant. $\tilde{t}_{\mathrm{em}}\left(0, t_{\mathscr{O}}\right)$ is finite (cf. Fig. 14.9) and we get

$$
t_{\mathscr{O}}-t_{\mathscr{O}}^{*}=\underbrace{\tilde{t}_{\mathrm{em}}\left(0, t_{\mathscr{O}}\right)-r_{\mathrm{s}}^{\mathrm{em}}\left(0, t_{\mathscr{O}}\right)+r_{0}+2 m \ln \left(\frac{r_{0}}{2 m}-1\right)+K}_{A}-4 m \ln \left(\frac{r_{\mathrm{s}}^{\mathrm{em}}\left(0, t_{\mathscr{O}}\right)}{2 m}-1\right) .
$$

The terms denoted by $A$ are bounded when $r_{\mathrm{s}}^{\mathrm{em}}\left(0, t_{\mathscr{O}}\right) \rightarrow 2 m$, so that

$$
t_{\mathscr{O}}-t_{\mathscr{O}}^{*} \underset{r_{\mathrm{s}} \rightarrow 2 m}{\sim}-4 m \ln \left(\frac{r_{\mathrm{s}}^{\mathrm{em}}\left(0, t_{\mathscr{O}}\right)}{2 m}-1\right) \Longleftrightarrow 1-\frac{2 m}{r_{\mathrm{s}}^{\mathrm{em}}\left(0, t_{\mathscr{O}}\right)} \underset{t_{\mathscr{O}} \rightarrow+\infty}{\sim} \mathrm{e}^{-\left(t_{\mathscr{O}}-t_{\mathscr{O}}^{*}\right) /(4 m)} .
$$

Combining with Eq. (14.104), we obtain the expression of the central redshift at late times:

$$
\begin{equation*}
1+z_{\mathrm{c}} \underset{t_{\theta} \rightarrow+\infty}{\sim} 2 \sqrt{1-\frac{2 m}{r_{0}}} \mathrm{e}^{\left(t_{\theta}-t_{\theta}^{*}\right) /(4 m)} . \tag{14.105}
\end{equation*}
$$

Hence we conclude:

## Property 14.10: exponential growth of the central redshift

The photons arriving at the center of the image $(b=0)$ suffer an increasing redshift. At late times, the redshift grows exponentially with a characteristic time scale $4 m$. Equivalently, the energies of the central photons vanish exponentially fast.

## Redshift at the image's rim

We have the following characterization of the image's rim:

## Property 14.11: photons forming the image's rim

The image's rim, or limb, at $b=b_{\star}\left(t_{\odot}\right)$ (cf. Sec. 14.4.2), is formed by photons emitted tangentially to the star's surface. In other words, the image's rim is formed by photons emitted in the direction $\Theta_{\text {em }}=\pi / 2$ with respect to the normal in the frame of the comoving observer $\mathscr{O}_{\text {em }}$.

We have demonstrated this property for $t_{\overparen{O}} \leq t_{\overparen{\sigma}}^{* *}$, i.e. prior to the collapse, in Sec. 14.4.2. We shall admit that it remains true for $t_{\theta}>t_{\theta}^{* *}$.

One has then $\cos \Theta_{\mathrm{em}}=0$ for $b=b_{\star}\left(t_{\odot}\right)$ and Eq. (14.98) implies $\epsilon_{r}=-1$ as soon as $V>0$, i.e. when the collapse has started. Hence these photons are emitted in the inward direction. Their geodesics have then necessarily a $r$-turning point (periastron), after which $r$ is increasing monotonically $\left(\epsilon_{r}=+1\right)$ until reaching observer $\mathscr{O}$.

The redshift $z_{\star}$ at the image's rim is obtained by setting $\Theta_{\text {em }}=\pi / 2$ in Eq. (14.101):

$$
\begin{equation*}
1+z_{\star}=\Gamma^{-1}\left(1-\frac{2 m}{r_{\mathrm{s}}^{\mathrm{em}}\left(b_{\star}, t_{\vartheta}\right)}\right)^{-1 / 2} \tag{14.106}
\end{equation*}
$$

where $b_{\star}$ stands for $b_{\star}\left(t_{\mathscr{O}}\right)$. For pressureless collapse, $\Gamma$ can be substituted by expression (14.89); this makes the terms involving $r_{\mathrm{s}}^{\mathrm{em}}\left(b_{\star}, t_{\varnothing}\right)$ cancel out. Hence

## Property 14.12: constant redshift at the image's rim

For a pressureless collapse starting from rest, the redshift at the image's rim keeps a constant value:

$$
\begin{equation*}
1+z_{\star}=\left(1-\frac{2 m}{r_{0}}\right)^{-1 / 2} \tag{14.107}
\end{equation*}
$$

This rather surprising result can be understood by considering the general expression (14.106): $1+z_{\star}$ is the product of two competing factors: the "static" gravitational redshift $\left(1-2 m / r_{\mathrm{s}}\right)^{-1 / 2}$, which is always larger than one and diverges as $r_{\mathrm{s}} \rightarrow 2 m$, and the Doppler blueshift factor $\Gamma^{-1}$, which is always lower than one and tends to zero as $r_{\mathrm{s}} \rightarrow 2 m$ (since $V \rightarrow 1$ in that limit). The Doppler blueshift is of course due to the rim's photons being emitted inward, which is the direction of the matter motion.

## Redshift profile

The redshift across the image, i.e. $z$ as a function of $b$ at fixed $t_{\mathscr{G}}$, is given by Eq. (14.94) for a generic collapse and by Eq. (14.95) for a pressureless collapse from rest. However, one has to solve for $r_{\mathrm{s}}\left(b, t_{\mathscr{O}}\right)$ to make these formulas fully explicit. Doing so (see e.g. Fig. 2 of Ref. [299] or Fig. 6 of Ref. [462]), one obtains a redshift which is maximal at the image's center $(b=0)$, where it is given by formulas (14.103), and increases exponentially with time [Eq. (14.105)]. The redshift decreases with $b$ until a small annulus near the image's rim $\left(b=b_{\star}\left(t_{\mathscr{O}}\right)\right)$, where it takes the constant value (14.107). The width of this annulus decays to zero with time.

### 14.4.4 Image brightness

Beside the redshift, the image is characterized by its brightness. Each point in the image corresponds to a direction in observer $\mathscr{O}$ 's sky. We may then think of a small solid angle $\mathrm{d} \Omega$ around this direction as a "pixel" in the image. The brightness of this pixel in the frequency bandwidth $[\nu, \nu+\mathrm{d} \nu]$ is represented by the energy flux (energy per unit time per unit area) $\mathrm{d} F$ given by

$$
\begin{equation*}
\mathrm{d} F=I_{\nu} \mathrm{d} \Omega \mathrm{~d} \nu \tag{14.108}
\end{equation*}
$$

where $I_{\nu}$ is the specific intensity of the electromagnetic radiation from the collapsing star ${ }^{7}$. The specific intensity $I_{\nu}$ depends on the radiation frequency $\nu$ as measured by observer $\mathscr{O}$, as well as on $\mathscr{O}$ 's proper time $t_{\mathscr{O}}$ and the direction in $\mathscr{O}$ 's sky. Taking the origin at the center of the image, the direction is defined by the small angle $\hat{b}=b / r_{\mathscr{O}}$ and some azimuthal angle $\phi \in[0,2 \pi)$. The solid angle increment $\mathrm{d} \Omega$ can be then written $\mathrm{d} \Omega=\sin \hat{b} \mathrm{~d} \hat{b} \mathrm{~d} \phi \simeq \hat{b} \mathrm{~d} \hat{b} \mathrm{~d} \phi$. Due to the rotation symmetry of the image, $I_{\nu}$ is independent of $\phi$. We may then write $I_{\nu}=I_{\nu}\left(b, t_{\mathscr{O}}, \nu\right)$, using $b$ to represent $\hat{b}=b / r_{\mathscr{\theta}}$.

A fundamental property of the specific intensity is that the ratio $I_{\nu} / \nu^{3}$ is constant along a given light ray. In particular, it does not depend on the distance between the source and the observer. This property follows from Etherington's reciprocity theorem which basically states that, in any spacetime, identical area elements carried by two observers in arbitrary motion subtend identical solid angles when seen by the other observer, up to some redshift factor $(1+z)^{2}$. This theorem can be proven in the framework of geometrical optics in curved spacetime (cf. e.g. Sec. 3.6 of Ref. [400], Sec. 6 of Ref. [166] or Sec. 2 of Ref. [370]) or by applying Liouville's theorem expressing the constancy of the photon distribution function $f$ along a photon trajectory in phase space, given that $I_{\nu} / \nu^{3}=h^{4} f$, where $h$ is Planck constant (see e.g. Sec. 22.6 of Ref. [331]). We deduce from the constancy of $I_{\nu} / \nu^{3}$ that

$$
\begin{equation*}
I_{\nu}\left(b, t_{\mathscr{O}}, \nu\right)=(1+z)^{-3} I_{\nu}^{\mathrm{em}}\left(\Theta_{\mathrm{em}}, t_{\mathrm{em}}, \nu_{\mathrm{em}}\right), \tag{14.109}
\end{equation*}
$$

where $z=z\left(b, t_{\mathscr{O}}\right)$ is the redshift at the location $b$ on the image at time $t_{\mathscr{O}}$ as given by Eq. (14.94) or (14.95), $\Theta_{\text {em }}$ is the emission angle expressed in terms of $\left(b, t_{\mathscr{O}}\right)$ by Eq. (14.98), $t_{\mathrm{em}}=t_{\mathrm{em}}\left(b, t_{\mathscr{O}}\right)$ is the emission coordinate time expressed via Eq. (14.79) and $\nu_{\mathrm{em}}$ is the emission frequency. By the very definition of the redshift, $\nu_{\mathrm{em}}$ is related to $\nu$ by $\nu_{\mathrm{em}}=(1+z) \nu$ [cf. Eq. (14.85)]. The

[^137]function $I_{\nu}^{\mathrm{em}}\left(\Theta_{\mathrm{em}}, t_{\mathrm{em}}, \nu_{\mathrm{em}}\right)$ - the specific intensity at the source - depends on the model of emission assumed for the surface of the collapsing star.

The intensity $I$ is the specific intensity integrated over all the frequencies:

$$
\begin{equation*}
I\left(b, t_{\mathscr{O}}\right)=\int_{0}^{+\infty} I_{\nu}\left(b, t_{\mathscr{O}}, \nu\right) \mathrm{d} \nu \tag{14.110}
\end{equation*}
$$

Given expression (14.109) and $\nu=(1+z)^{-1} \nu_{\mathrm{em}}$, we get

$$
\begin{equation*}
I\left(b, t_{\odot}\right)=(1+z)^{-4} \int_{0}^{+\infty} I_{\nu}^{\mathrm{em}}\left(\Theta_{\mathrm{em}}, t_{\mathrm{em}}, \nu_{\mathrm{em}}\right) \mathrm{d} \nu_{\mathrm{em}} . \tag{14.111}
\end{equation*}
$$

In view of the central redshift behavior (14.105), we deduce from this formula that the intensity at the center of the image decreases exponentially with a characteristic time equal to $m$ :

$$
\begin{equation*}
I\left(0, t_{\mathscr{O}}\right) \underset{t_{\mathscr{O}} \rightarrow+\infty}{\sim} I_{0} \mathrm{e}^{-\left(t_{\mathscr{O}}-t_{\mathscr{O}}^{*}\right) / m} . \tag{14.112}
\end{equation*}
$$

The specific flux of the image is obtained by integrating the flux element (14.108) over the solid angle $\mathrm{d} \Omega$. Using $\mathrm{d} \Omega=\hat{b} \mathrm{~d} \hat{b} \mathrm{~d} \phi=b / r_{\mathscr{O}}^{2} \mathrm{~d} b \mathrm{~d} \phi$, we get

$$
\begin{equation*}
F_{\nu}\left(t_{\mathscr{C}}, \nu\right)=\frac{2 \pi}{r_{\mathscr{O}}^{2}} \int_{0}^{b_{\star}} I_{\nu}\left(b, t_{\mathscr{O}}, \nu\right) b \mathrm{~d} b . \tag{14.113}
\end{equation*}
$$

The flux of the image is the specific flux integrated over all the frequencies:

$$
\begin{equation*}
F\left(t_{\mathscr{O}}\right)=\int_{0}^{+\infty} F_{\nu}\left(t_{\mathscr{O}}, \nu\right) \mathrm{d} \nu=\frac{2 \pi}{r_{\mathscr{O}}^{2}} \int_{0}^{b_{\star}} I\left(b, t_{\mathscr{O}}\right) b \mathrm{~d} b . \tag{14.114}
\end{equation*}
$$

It can be shown (see e.g. Refs. [11, 407]) that, independently of the emission model, the flux is decaying exponentially according to

$$
\begin{equation*}
F\left(t_{\mathscr{O}}\right) \underset{t_{\mathscr{O}} \rightarrow+\infty}{\sim} F_{0} \mathrm{e}^{-\left(t_{\mathscr{O}}-t_{\theta}^{*}\right) /(3 \sqrt{3} m)} . \tag{14.115}
\end{equation*}
$$

Historical note : The first computation of the appearance of a gravitational collapse as seen by a remote observer has been performed by Mikhail A. Podurets in 1964 [373]. He obtained the exponential decay formula (14.115) for the flux, up to an erroneous factor 2 in factor of $t_{\mathscr{O}}-t_{\mathscr{O}}^{*}$. This has been corrected by William L. Ames and Kip S. Thorne in 1968 [11]. Podurets considered only the image flux, which is relevant for a remote observer who cannot resolve the collapsing star. The intensity at the center of the image has been derived by Yakov B. Zeldovich and Igor D. Novikov in 1964 [464], who obtained the exponential decay formula (14.112). The computation of the intensity at each point of the image has been achieved by Ames and Thorne in their 1968 study [11], who showed that (i) the image is brightest at its rim, (ii) the redshift is constant there and (iii) the width of this peripheral bright region is decaying exponentially with time. In 1969, Jack Jaffe [264] pointed out that Ames and Thorne considered only photons with an emission angle $\Theta_{\text {em }}^{\prime} \leq \pi / 2$ in the local static observer frame, while the limiting condition should be $\Theta_{\mathrm{em}} \leq \pi / 2$ in the comoving observer frame [Eq. (14.96)]. This encompasses extra photons: those that are emitted inward, as shown above. In 1979, Kayll Lake and R. C. Roeder [299] recomputed the intensity with this hypothesis and concluded that the main properties found by Podurets, Ames and Thorne are not significantly altered.

### 14.5 Going further

This chapter dealt with the collapse of a spherically symmetric and homogeneous ball of some pressureless fluid ("dust"). A first generalization amounts to allowing for non-homogeneous density profiles, keeping the vanishing pressure, see e.g. Ref. [372]. More realistic models shall take into account pressure, rotation and possibly other physical processes, like neutrino emission. Although very relevant from an astrophysical point of view, rotation significantly complicates the problem of gravitational collapse, since gravitational waves are emitted in this case. This prevents the exterior spacetime to be described by an exact solution, such as the Schwarzschild one ${ }^{8}$. Only numerical solutions are known; see e.g. Chap. 9 of Ref. [408] or Chaps. 8, 10 and 14 of Ref. [38].
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## Black hole formation 2: Vaidya collapse
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### 15.1 Introduction

Having investigated the gravitational collapse of a star, modelled as a ball of dust, in the preceding chapter, we move to a much less astrophysical scenario: the formation of a black hole by the collapse of a spherical shell of pure radiation (no matter!). Albeit quite academic, this process illustrates various features of black hole birth and dynamics, in a way somewhat complementary to the collapse of a dust ball. The model is based on an exact solution of the Einstein equation sourced by a pure radial electromagnetic flux, known as Vaidya metric, which we present first (Sec. 15.2). Then, we introduce the model describing the implosion of a radiation shell and study the black hole formation via such a process (Sec. 15.3). Finally, we focus on a subclass of models giving birth a naked singularity, i.e. such that the central curvature singularity is visible to remote observers located outside the black hole region (Sec. 15.4).

### 15.2 The ingoing Vaidya metric

### 15.2.1 General expression

Let us consider a spherically symmetric spacetime $(\mathscr{M}, \boldsymbol{g})$ described by coordinates $(v, r, \theta, \varphi)$ such that $v \in \mathbb{R}, r \in(0,+\infty), \theta \in(0, \pi)$ and $\varphi \in(0,2 \pi),(\theta, \varphi)$ being standard spherical
coordinates on $\mathbb{S}^{2}$ and $r$ being the areal radius associated with spherical symmetry (cf. Sec. 6.2.2). The ingoing Vaidya metric is the metric tensor

$$
\begin{equation*}
\boldsymbol{g}=-\left(1-\frac{2 M(v)}{r}\right) \mathbf{d} v^{2}+2 \mathbf{d} v \mathbf{d} r+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{15.1}
\end{equation*}
$$

where $M(v)$ is a real-valued function of $v$. We immediately notice that this expression strongly resembles that of the Schwarzschild metric expressed in the null ingoing Eddington-Finkelstein coordinates, as given by Eq. (6.29). Actually, the only difference is the constant $m$ in Eq. (6.29) replaced by the function $M(v)$ in Eq. (15.1). We may even say that the Schwarzschild metric is the special case $M(v)=$ const of the ingoing Vaidya metric.

A key property of the ingoing Vaidya metric is

## Property 15.1: null hypersurfaces $\boldsymbol{v}=$ const and their normals

The hypersurfaces $v=$ const are null (i.e. $v$ is a null coordinate); a normal to them is the null vector ${ }^{a}$ :

$$
\begin{equation*}
\boldsymbol{k}:=-\overrightarrow{\mathbf{d} v}=-\vec{\nabla} v \quad \Longleftrightarrow \quad \underline{\boldsymbol{k}}:=-\mathbf{d} v \tag{15.2}
\end{equation*}
$$

Moreover, $\boldsymbol{k}$ is equal to minus the vector $\boldsymbol{\partial}_{r}$ of coordinates $(v, r, \theta, \varphi)$ :

$$
\begin{equation*}
\boldsymbol{k}=-\left.\frac{\partial}{\partial r}\right|_{v, \theta, \varphi} \tag{15.3}
\end{equation*}
$$

where we have rewritten $\boldsymbol{\partial}_{r}$ as $\partial /\left.\partial r\right|_{v, \theta, \varphi}$ to distinguish it from the vector $\boldsymbol{\partial}_{r}$ of the IEF coordinates, to be introduced in Sec. 15.2.2.
${ }^{a_{\text {in }} \text { index notation: }} k^{\alpha}:=-g^{\alpha \mu} \partial_{\mu} v=-\nabla^{\alpha} v \Longleftrightarrow k_{\alpha}:=-\partial_{\alpha} v$.
Proof. Let $\Sigma_{v}$ be a hypersurface defined by $v=$ const. The metric induced by $\boldsymbol{g}$ on $\Sigma_{v}$ is obtained by setting $\mathbf{d} v=0$ in Eq. (15.1): $\left.\boldsymbol{g}\right|_{\Sigma_{v}}=r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)$. This metric has clearly the signature $(0,+,+)$, i.e. it is degenerate, hence $\Sigma_{v}$ is a null hypersurface (cf. Sec. 2.2.2). By construction, $\boldsymbol{k}$ is normal to $\Sigma_{v}$. It is thus a null vector. Besides, the metric dual of the coordinate vector field $\boldsymbol{\partial}_{r}$ is the 1-form $\boldsymbol{\partial}_{\boldsymbol{r}}=g_{\mu r} \mathbf{d} x^{\mu}=g_{v r} \mathbf{d} v=\mathbf{d} v=-\underline{\boldsymbol{k}}$, which proves Eq. (15.3).

## Property 15.2: time orientation of spacetime

Since $\mathbf{d} v$ is nowhere vanishing, $\boldsymbol{k}$ is a nonzero null vector field on $\mathscr{M}$. We may use it to set the time orientation of $(\mathscr{M}, \boldsymbol{g})$ by declaring that $\boldsymbol{k}$ is future-oriented (cf. Sec. 1.2.2).

As shown in the notebook D.6.4, the Ricci tensor of $\boldsymbol{g}$ takes a simple form:

$$
\begin{equation*}
\boldsymbol{R}=\frac{2 M^{\prime}(v)}{r^{2}} \mathbf{d} v \otimes \mathbf{d} v \tag{15.4}
\end{equation*}
$$

where $M^{\prime}(v)$ stands for the derivative of the function $M(v)$. The Ricci scalar $R=g^{\mu \nu} R_{\mu \nu}=$ $\left(2 M^{\prime}(v) / r^{2}\right) \nabla_{\mu} v \nabla^{\mu} v=\left(2 M^{\prime}(v) / r^{2}\right) k_{\mu} k^{\mu}$ is identically zero, since $\boldsymbol{k}$ is a null vector. A consequence is

## Property 15.3: Vaidya metric as a solution of the Einstein equation

The ingoing Vaidya metric (15.1) is a solution of the Einstein equation (1.40) with $\Lambda=0$ and with the energy-momentum tensor

$$
\begin{equation*}
\boldsymbol{T}=\frac{M^{\prime}(v)}{4 \pi r^{2}} \underline{\boldsymbol{k}} \otimes \underline{\boldsymbol{k}} . \tag{15.5}
\end{equation*}
$$

Remark 1: We have already noticed that Vaidya metric reduces to Schwarzschild metric for $M(v)=$ const. This corresponds to $M^{\prime}(v)=0$, so that Eq. (15.5) reduces to $\boldsymbol{T}=0$ and we recover that Schwarzschild metric is a solution of the vacuum Einstein equation.

The tensor (15.5) has the same structure as the energy-momentum tensor of the dust model considered in Chap. 14: $\boldsymbol{T}_{\text {dust }}=\rho \underline{\boldsymbol{u}} \otimes \underline{\boldsymbol{u}}$ [Eq. (14.2)]. The main difference is that $\boldsymbol{u}$ is a timelike vector (the dust 4 -velocity), while $k$ is a null vector. For this reason, the energymomentum tensor (15.5) is sometimes referred to as a null dust model [374]. It corresponds physically to the energy-momentum tensor of some monochromatic electromagnetic radiation in the geometrical optics approximation (see Box 22.4 of Ref. [331]): $\boldsymbol{T}_{\mathrm{rad}}=q \underline{\boldsymbol{K}} \otimes \underline{\boldsymbol{K}}$, where $q \geq 0$ and $\boldsymbol{K}:=\vec{\nabla} \Phi$ is the wave vector, $\Phi$ being the rapidly-varying phase in the geometrical optics decomposition $\boldsymbol{A}=\operatorname{Re}\left(\mathrm{e}^{\mathrm{i} \Phi} \boldsymbol{a}\right)$ of the electromagnetic potential 1-form $\boldsymbol{A}$. The quantity $q$ is related to the energy density $\varepsilon$ of the electromagnetic field as measured by an observer $\mathscr{O}$ of 4-velocity $\boldsymbol{u}$ by $\varepsilon=\omega^{2} q$, where $\omega=-\boldsymbol{K} \cdot \boldsymbol{u}$ is the frequency of the electromagnetic radiation as measured by $\mathscr{O}$. Maxwell equations imply that $\boldsymbol{K}$ is a null vector and that it is geodesic: $\nabla_{\boldsymbol{K}} \boldsymbol{K}=0$. The geodesic integral curves of $\boldsymbol{K}$ are nothing but the light rays of the geometrical optics framework. The geodesic character also holds for $\boldsymbol{k}$ as defined by Eq. (15.2), since $\boldsymbol{k}$ is normal to the null hypersurfaces $v=$ const: the integral curves of $\boldsymbol{k}$ are the null geodesic generators of these hypersurfaces (cf. Sec. 2.3.3); actually, we have exactly

$$
\begin{equation*}
\nabla_{k} k=0 \tag{15.6}
\end{equation*}
$$

This follows from Eq. (2.22) with $\boldsymbol{\ell}=\boldsymbol{k}$ and $\kappa=0$ by virtue of Eq. (2.21) with $\rho=0$ implied by Eq. (2.11) given that $u=v$ and $\boldsymbol{k}=-\vec{\nabla} v$ [Eq. (15.2)]. Equations (15.6) and (15.3) imply that the curves $(v, \theta, \varphi)=$ const are null geodesics, $\lambda:=-r$ is an affine parameter along them and $\boldsymbol{k}$ is the corresponding tangent vector.

Another condition for the identification of $\boldsymbol{T}$ with $\boldsymbol{T}_{\text {rad }}$ is that the coefficient in front of $\underline{\boldsymbol{k}} \otimes \underline{\boldsymbol{k}}$ in (15.5) is non-negative, since $q \geq 0$ in $\boldsymbol{T}_{\text {rad }}$. This constraint can also be seen as the null energy condition (2.95) introduced in Sec. 2.4.2: for any null vector $\ell$, we have $\boldsymbol{T}(\boldsymbol{\ell}, \boldsymbol{\ell})=M^{\prime}(v) /\left(4 \pi r^{2}\right)(\boldsymbol{k} \cdot \boldsymbol{\ell})^{2}$ and hence $\boldsymbol{T}(\boldsymbol{\ell}, \boldsymbol{\ell}) \geq 0 \Longleftrightarrow M^{\prime}(v) \geq 0$. In other words, the function $M(v)$ must be monotically increasing. Then, we can set $\boldsymbol{k}=\alpha \boldsymbol{K}$, where $\alpha$ is a constant, to have a perfect match of (15.5) with the electromagnetic radiation energy-momentum tensor $\boldsymbol{T}_{\text {rad }}$. To summarize:

## Property 15.4: Vaidya metric sourced by electromagnetic radiation

Provided that $M(v)$ is an increasing function ${ }^{a}$, the ingoing Vaidya spacetime $(\mathscr{M}, \boldsymbol{g})$ is generated by a spherical symmetric electromagnetic radiation within the geometrical optics approximation. The corresponding light rays are the ingoing radial null geodesics $\mathscr{L}_{(v, \theta, \varphi)}^{\text {in }}$ defined by $v=$ const, $\theta=$ const and $\varphi=$ const. These geodesics admit $\boldsymbol{k}$ as the tangent vector associated with their affine parameter $\lambda:=-r$.
${ }^{a}$ by increasing, it is meant strictly increasing $\left(M^{\prime}(v)>0\right)$ or locally constant $\left(M^{\prime}(v)=0\right)$.

Historical note : The Vaidya metric has been actually first derived by Henri Mineur in 1933 [328], as the solution of the Einstein equation for the exterior of a spherically symmetric body, the "mass" of which "is varying" due to the radiation of an "energy flux of light". It thus corresponds to the outgoing version of the Vaidya metric, while the version (15.1) considered here is ingoing. More precisely, the solution given by Mineur reads ${ }^{1}$

$$
\begin{equation*}
-\mathrm{d} s^{2}=2 \mathrm{~d} x \mathrm{~d} r+r^{2} \frac{\mathrm{~d} u^{2}-\mathrm{d} v^{2}}{u^{2}}-\left(1-\frac{2 M(x)}{r}\right) \mathrm{d} x^{2} . \tag{15.7}
\end{equation*}
$$

The coordinate $x$ is the opposite of a retarded time ( $x=-u$ in our notations), while $(u, v$ ) are coordinates on the 2 -sphere $\mathbb{S}^{2}$ (submanifold ( $x, r$ ) = const) such that the standard (round) metric of $\mathbb{S}^{2}$ is $\boldsymbol{q}=$ $u^{-2}\left(-\mathbf{d} u^{2}+\mathbf{d} v^{2}\right)$ (cf. the unnumbered equation at the top of p .35 of Mineur's article [328]). This looks quite surprising, given that $u^{-2}\left(-\mathbf{d} u^{2}+\mathbf{d} v^{2}\right)$ is rather the metric of the 2 -dimensional anti-de Sitter space expressed in a variant of Poincaré coordinates (compare Eq. (13.66) with $T=v$ and $R=1 / u$ ). In particular the signature is $(-,+)$, while it should be $(+,+)$ for $\mathbb{S}^{2}!$ It turns out that the coordinate $u$ used by Mineur is pure imaginary, i.e. Mineur wrote the metric of $\mathbb{S}^{2}$ via a kind of Wick rotation of the metric of the hyperbolic plane ${ }^{2} \mathbb{H}^{2}$, the latter being $\left(\mathbf{d} X^{2}+\mathbf{d} Y^{2}\right) / Y^{2}$ : setting $v=X$ and $u=\mathrm{i} Y$, one gets $-\boldsymbol{q}=u^{-2}\left(\mathbf{d} u^{2}-\mathbf{d} v^{2}\right)$. If one restores the standard spherical coordinates $(\theta, \varphi)$ on $\mathbb{S}^{2}$ and uses the modern notation $u=-x$ as well as the metric signature (,,,-+++ ), one can rewrite Mineur's solution as ${ }^{3}$

$$
\begin{equation*}
\boldsymbol{g}=-\left(1-\frac{2 M(u)}{r}\right) \mathbf{d} u^{2}-2 \mathbf{d} u \mathbf{d} r+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) . \tag{15.8}
\end{equation*}
$$

This ressembles the metric (15.1). The only difference is the $-\operatorname{sign}$ in front of $\mathbf{d} u \mathbf{d} r$, while there is a + sign in front $\mathbf{d} v \mathbf{d} r$ in (15.1). This results from Mineur's version being outgoing, given that he considered a radiating body. On the contrary, the version (15.1) is ingoing, since we are interested in gravitational collapse and black hole formation.

Twenty years later, in 1953, Prahalad Chunnilal Vaidya presented the metric that bears his name in the form (15.8) [437]. Previously, in 1943 [435] and in 1951 [436], Vaidya presented the metric outside a

[^139]spherically symmetric radiating star in an equivalent, but more complicated form:
\[

$$
\begin{equation*}
\boldsymbol{g}=-\frac{1}{f(M)^{2}}\left(\frac{\partial M}{\partial T}\right)^{2}\left(1-\frac{2 M}{r}\right) \mathbf{d} T^{2}+\left(1-\frac{2 M}{r}\right)^{-1} \mathbf{d} r^{2}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{15.9}
\end{equation*}
$$

\]

where $f$ is an arbitrary function and $M=M(T, r)$ fulfills the differential equation $\partial M / \partial r(1-$ $2 M / r)=f(M)$. By introducing the scalar field $u$ such that $\mathbf{d} u=-f(M)^{-1} \mathbf{d} M$ and promoting it as a coordinate, one can bring this solution to Mineur's form (15.8). In a foreword to Vaidya's 1951 article [436], Vishnu Vasudev Narlikar, who was Vaidya's PhD advisor, wrote: "The treatment as given here is essentially different from that of Professor H. Mineur as it appears in Ann. de l'Ecole Normal Superieure, Ser. 3, 5, 1, 1933 (our Ref. [328]). Our attention was kindly drawn to it by Professor Mineur some years ago." In a common article by Narlikar and Vaidya published in 1947 [338], one can also read "The line element (5) [our Eq. (15.9)] was first published by one of us some years ago. A line element equivalent to (5) but not obviously so was obtained by Mineur several years earlier." It would probably be fair to call the metric (15.8) the Mineur-Vaidya metric; we shall however keep here the usual name of Vaidya metric. The metric (15.8) was popularized and further studied by Richard W. Lindquist, Robert A. Schwartz and Charles W. Misner in 1965 [311], who apparently were not aware of Mineur's work.

### 15.2.2 Expression in ingoing Eddington-Finkelstein coordinates

To deal with black hole formation in Vaidya spacetime, it is quite convenient to work with the ingoing Eddington-Finkelstein (IEF) coordinates ( $t, r, \theta, \varphi$ ), which are defined from the null coordinates $(v, r, \theta, \varphi)$ in the same way as in the Schwarzschild case, i.e. by considering that $v$ is the advanced time with respect to $t$ [cf. Eq. (6.30)]:

$$
\begin{equation*}
t:=v-r \Longleftrightarrow v=t+r \text {. } \tag{15.10}
\end{equation*}
$$

Remark 2: The coordinate $t$ was denoted by $\tilde{t}$ in Chap. 6, where $t$ was reserved for the SchwarzschildDroste time coordinate.

We have $\mathbf{d} v=\mathbf{d} t+\mathbf{d} r$, from which the IEF expression of the metric tensor is immediately deduced from Eq. (15.1):

$$
\begin{align*}
\boldsymbol{g}= & -\left(1-\frac{2 M(t+r)}{r}\right) \mathbf{d} t^{2}+\frac{4 M(t+r)}{r} \mathbf{d} t \mathbf{d} r+\left(1+\frac{2 M(t+r)}{r}\right) \mathbf{d} r^{2}  \tag{15.11}\\
& +r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) .
\end{align*}
$$

The expression of $\boldsymbol{k}$ in terms of the IEF coordinate frame is deduced from Eq. (15.3) and the chain rule:

$$
\begin{equation*}
\boldsymbol{k}=\partial_{t}-\partial_{r} . \tag{15.12}
\end{equation*}
$$

Remark 3: The analog equation in Schwarzschild spacetime is Eq. (6.48).

### 15.2.3 Outgoing radial null geodesics

Let us determine the radial null directions at each point by searching for null vectors of the form $\boldsymbol{\ell}=\boldsymbol{\partial}_{t}+V \boldsymbol{\partial}_{r}$. The condition $\boldsymbol{g}(\ell, \ell)=0$ with the expression (15.11) for $\boldsymbol{g}$ yields immediately a quadratic equation for $V$ :

$$
\left(1+\frac{2 M(t+r)}{r}\right) V^{2}+\frac{4 M(t+r)}{r} V+1-\frac{2 M(t+r)}{r}=0 .
$$

The two solutions are $V=-1$ and $V=[r-2 M(t+r)] /[r+2 M(t+r)]$. The first solution gives back the ingoing null vector $\boldsymbol{k}$ introduced in Sec. 15.2.1 [cf. Eq. (15.12)]. The null vector $\boldsymbol{\ell}$ corresponding to the second solution is

$$
\begin{equation*}
\ell=\boldsymbol{\partial}_{t}+\frac{r-2 M(t+r)}{r+2 M(t+r)} \boldsymbol{\partial}_{r} \tag{15.13}
\end{equation*}
$$

## Property 15.5: radial null geodesics

The integral curves of the vector fields $\boldsymbol{k}$ and $\boldsymbol{\ell}$ are null geodesics. Those of $\boldsymbol{k}$ are the ingoing radial null geodesics $\mathscr{L}_{(v, \theta, \varphi)}^{\mathrm{in}}$ already discussed in Sec. 15.2.1, while those of $\ell$ are called the outgoing radial null geodesics.

Proof. A direct computation shows that $\ell$ is a pregeodesic vector field: $\nabla_{\ell} \ell=\kappa \ell$, with $\kappa=-4\left[r M^{\prime}(t+r)-M(t+r)\right] /[r+2 M(t+r)]^{2}$ (cf. the notebook D.6.4). It follows that the integral curves of $\ell$ are geodesics (cf. Sec. B.2.2).

The differential equation governing the outgoing radial null geodesics is obtained by demanding that $\ell$ is their tangent vector:

$$
\begin{equation*}
\frac{\mathrm{d} r}{\mathrm{~d} t}=\frac{r-2 M(t+r)}{r+2 M(t+r)} \tag{15.14}
\end{equation*}
$$

In what follows, we shall get exact solutions of this equation for $M(v)$ piecewise linear.
Remark 4: As in the Schwarzschild case (cf. Remark 1 on p. 187), the outgoing radial null geodesics are actually ingoing, i.e. have $r$ decreasing towards the future, as soon as $r<2 M(t+r)$. This corresponds to the region bounded by the red curve in Fig. 15.1, to be discussed in Sec. 15.3.5.

### 15.3 Imploding shell of radiation

### 15.3.1 The imploding shell model

An imploding shell of radiation is defined by the ingoing Vaidya metric with the function $M(v)$ obeying $M^{\prime}(v) \neq 0$ only on a finite interval of $v$. By choosing properly the origin of $v$, we may consider this interval to be $\left[0, v_{0}\right]$, where the parameter $v_{0}>0$ governs the shell's
thickness. The function $M(v)$ is thus constant outside the interval $\left[0, v_{0}\right]$. In order to describe the formation of a black hole, we choose $M(v)=0$ for $v<0$. This corresponds to a piece of Minkowski spacetime, since the metric (15.11) clearly reduces to Minkowski metric (4.3) wherever $M(v)=0$. Denoting by $m>0$ the constant value of $M(v)$ for $v>v_{0}$, we have then

$$
M(v)= \begin{cases}0 \text { for } v<0 & \left(\text { Minkowski region, } \mathscr{M}_{\mathrm{Min}}\right)  \tag{15.15}\\ m S\left(v / v_{0}\right) \text { for } 0 \leq v \leq v_{0} & \text { (radiation region, } \left.\mathscr{M}_{\mathrm{rad}}\right) \\ m \text { for } v>v_{0} & \text { (Schwarzschild region, } \left.\mathscr{M}_{\mathrm{Sch}}\right)\end{cases}
$$

where $S:[0,1] \rightarrow[0,1], x \mapsto S(x)$ is an increasing function obeying $S(0)=0$ and $S(1)=1$. The region with $v>v_{0}$ is qualified as Schwarzschild since for $M(v)=m=$ const, the Vaidya metric reduces to Schwarzschild metric, as noticed in Sec. 15.2.1. The three regions are shown in terms of coordinates $(t, r)$ on Fig. 15.1: $\mathscr{M}_{\text {rad }}$ (the imploding shell) is the yellow region, $\mathscr{M}_{\text {Min }}$ lies below it and $\mathscr{M}_{\text {sch }}$ lies above it.

The simplest example of a function $M(v)$ obeying (15.15) is obtained for $S(x)=x$ :

$$
\begin{equation*}
S(x)=x \quad \Longleftrightarrow \quad M(v)=m \frac{v}{v_{0}} \quad\left(0 \leq v \leq v_{0}\right) \tag{15.16}
\end{equation*}
$$

It is shown as the blue curve in Fig. 15.2. This choice of $S$ makes $M(v)$ piecewise linear. The resulting metric tensor (15.1) is continuous but not $C^{1}$ at $v=0$ and $v=v_{0}$. A choice of $S$ that yields a $C^{2}$ metric tensor is $S(x)=6 x^{5}-15 x^{4}+10 x^{3}$. This choice is depicted by the red curve in Fig. 15.2.
Historical note : The imploding shell model (15.15) has been introduced by William A. Hiscock, Leslie G. Williams and Douglas M. Eardley in 1982 [254], as well as by Achilles Papapetrou in 1985 [360]. Both studies regarded the specific case $S(x)=x$. Hiscock et al. considered the ingoing Vaidya metric in the form (15.1) (coordinates $(v, r, \theta, \varphi)$ ), while Papapetrou made use of the form (15.11) (coordinates $(t, r, \theta, \varphi))$.

### 15.3.2 Solution for $M(v)$ piecewise linear

Let us consider the simplest choice for $M(v)$, i.e. Eq. (15.16). In the radiation region, the metric tensor (15.1) takes the form

$$
\begin{equation*}
\boldsymbol{g}=-\left(1-\alpha \frac{v}{r}\right) \mathbf{d} v^{2}+2 \mathbf{d} v \mathbf{d} r+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \quad\left(0 \leq v \leq v_{0}\right) \tag{15.17}
\end{equation*}
$$

where $\alpha$ is the positive constant defined by

$$
\begin{equation*}
\alpha:=\frac{2 m}{v_{0}} \text {. } \tag{15.18}
\end{equation*}
$$

It is immediately apparent on (15.17) that for any $\lambda>0$, the homothety $H_{\lambda}:(v, r) \mapsto(\lambda v, \lambda r)$ maps $\boldsymbol{g}$ to $\lambda^{2} \boldsymbol{g}$. Hence $H_{\lambda}$ is a conformal isometry of $\left(\mathscr{M}_{\mathrm{rad}}, \boldsymbol{g}\right)$ with a constant conformal factor $\lambda^{2}$. The homotheties $\left(H_{\lambda}\right)_{\lambda \in \mathbb{R}>0}$ form a 1-dimensional group, the generator of which is


Figure 15.1: Spacetime diagram of the Vaidya collapse based on the IEF coordinates $(t, r)$ and for the linear mass function $M(v)=m v / v_{0}$ with $v_{0}=3 m$ (homothetic model with $\alpha=2 / 3$ ). The yellow area is the radiation region $\mathscr{M}_{\text {rad }}$ [cf. Eq. (15.15)], below it lies the Minkowski region $\mathscr{M}_{\text {Min }}$ and above it, the Schwarzschild region $\mathscr{M}_{\text {Sch }}$. The solid (resp. dashed) green curves are outgoing (resp. ingoing) radial null geodesics. The thick black line marks the event horizon $\mathscr{H}$ (Sec. 15.3.3) and the red one the future outer trapping horizon $\mathscr{T}$ (Sec. 15.3.5). Note that $\mathscr{H}$ and $\mathscr{T}$ coincide in $\mathscr{M}_{\text {Sch }}$. The curvature singularity is indicated by the orange zigzag line. The part of the figure corresponding to $\mathscr{M}_{\text {Min }}$ can be compared with Fig. 4.1, while that corresponding to $\mathscr{M}_{\text {Sch }}$ can be compared with Fig. 6.3. [Figure generated by the notebook D.6.4]
obtained by considering infinitesimal transformations, i.e. homotheties of ratio $\lambda=1+\mathrm{d} \lambda$ where $\mathrm{d} \lambda$ is infinitely small. The components of the corresponding displacement vector are $\mathrm{d} v=\mathrm{d} \lambda v$ and $\mathrm{d} r=\mathrm{d} \lambda r$, so that formula (3.14) (with $t \leftrightarrow \lambda$ ) leads to the generator

$$
\begin{equation*}
\boldsymbol{\xi}=v \boldsymbol{\partial}_{v}+\left.r \boldsymbol{\partial}_{r}\right|_{v, \theta, \varphi}=t \boldsymbol{\partial}_{t}+r \boldsymbol{\partial}_{r} \tag{15.19}
\end{equation*}
$$

The second equality follows form the change of coordinates (15.10). That $\boldsymbol{\xi}$ has the same expression with respect to $(v, r)$ and $(t, r)$ coordinates should not be surprising since the homothety $H_{\lambda}$ has the same expression in both coordinate systems: $H_{\lambda}:(t, r) \mapsto(\lambda t, \lambda r)$, given that $\lambda v=\lambda(t+r)=\lambda t+\lambda r$. The vector field $\boldsymbol{\xi}$ is called a homothetic Killing vector. The Lie derivative of $\boldsymbol{g}$ along $\boldsymbol{\xi}$ is twice $\boldsymbol{g}$ (cf. the notebook D.6.4 for the computation):

$$
\begin{equation*}
\mathcal{L}_{\xi} \boldsymbol{g}=2 \boldsymbol{g} \tag{15.20}
\end{equation*}
$$



Figure 15.2: Function $M(v)$ for the imploding shell model, for $v_{0}=3 m$ and two different choices of $S(x)$ in formula (15.15).

We shall refer to the choice $M(v)$ piecewise linear as the homothetic radiation shell model.
Remark 1: The denomination self-similar, in place of homothetic, is also used in the literature (e.g. [343, 344]).

Remark 2: A homothetic Killing vector is not a Killing vector, for the right-hand side of Eq. (15.20) would be zero if $\boldsymbol{\xi}$ were a Killing vector [cf. Eq. (3.18)]. In other words, except for $\lambda=1$, the homotheties $H_{\lambda}$ are not isometries, but only conformal isometries. Generally, vector fields generating conformal isometries are called conformal Killing vectors. They fulfill $\mathcal{L}_{\xi} \boldsymbol{g}=\sigma \boldsymbol{g}$, where $\sigma$ is a scalar field. Equation (15.20) constitutes the particular case $\sigma=2$.

Let us introduce the variable

$$
\begin{equation*}
x:=\frac{v}{r}, \tag{15.21}
\end{equation*}
$$

which is invariant under the homotheties $H_{\lambda}$. The differential equation governing the outgoing radial null geodesics, Eq. (15.14), can be rewritten as $\mathrm{d} t / \mathrm{d} r=(1+\alpha x) /(1-\alpha x)$ [cf. Eq. (15.18)]. Given that $t=v-r=r(x-1)$ implies $\mathrm{d} t / \mathrm{d} r=x-1+r \mathrm{~d} x / \mathrm{d} r$, we get the equivalent form

$$
\begin{equation*}
r \frac{\mathrm{~d} x}{\mathrm{~d} r}=\frac{\alpha x^{2}-x+2}{1-\alpha x} \tag{15.22}
\end{equation*}
$$

Fortunately, this ordinary differential equation is separable, so that its solutions are easily obtained by quadrature. They depend on whether the quadratic polynomial $P_{\alpha}(x):=\alpha x^{2}-x+2$ admits real roots or not. Let us first focus on the case where $P_{\alpha}$ has no real root. The discriminant being $1-8 \alpha$, this occurs if, and only if,

$$
\begin{equation*}
\alpha>\frac{1}{8} \Longleftrightarrow v_{0}<16 \mathrm{~m} \tag{15.23}
\end{equation*}
$$

By considering the energy-momentum tensor (15.5) with expression (15.16) substituted for $M(v)$, we get

$$
\begin{equation*}
\boldsymbol{T}=\frac{\alpha}{8 \pi r^{2}} \underline{\boldsymbol{k}} \otimes \underline{\boldsymbol{k}} . \tag{15.24}
\end{equation*}
$$

Consequently, we may say that the case $\alpha>1 / 8$ corresponds to a large radiation energy density. We shall discuss the low radiation energy density case ( $\alpha<1 / 8$ ) in Sec. 15.4. For the moment, assuming (15.23), we have $P_{\alpha}(x)>0$ for any $x \in \mathbb{R}$ and we may rewrite Eq. (15.22) as

$$
\begin{equation*}
\mathrm{d} \ln r=\frac{1-\alpha x}{\alpha x^{2}-x+2} \mathrm{~d} x, \tag{15.25}
\end{equation*}
$$

the solution of which is $r=r_{0} f_{\alpha}(x)$, where

$$
\begin{equation*}
\ln f_{\alpha}(x):=\int_{0}^{x} \frac{1-\alpha x^{\prime}}{\alpha x^{\prime 2}-x^{\prime}+2} \mathrm{~d} x^{\prime} \tag{15.26}
\end{equation*}
$$

and the integration constant $r_{0}>0$ is the value of $r$ at $x=0$, or equivalently at $v=0$, since $f_{\alpha}(0)=1$. Explicitly,

$$
\begin{equation*}
f_{\alpha}(x)=\frac{\sqrt{2}}{\sqrt{\alpha x^{2}-x+2}} \exp \left\{\frac{1}{\sqrt{8 \alpha-1}}\left[\arctan \left(\frac{2 \alpha x-1}{\sqrt{8 \alpha-1}}\right)+\arctan \left(\frac{1}{\sqrt{8 \alpha-1}}\right)\right]\right\}, \tag{15.27}
\end{equation*}
$$

Introducing the dimensionless parameter $u:=-\ln \left(r_{0} / m\right)$, we conclude:

## Property 15.6: outgoing radial null geodesics for the $\alpha>1 / 8$ homothetic shell

For the homothetic model with $\alpha>1 / 8$, the outgoing radial null geodesics in $\mathscr{M}_{\mathrm{rad}}$ form a 3-parameter family of curves $\left(\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}\right)$, where the parameter $u \in \mathbb{R}$ is related to the value $r_{0}$ of $r$ at the inner edge of the radiation shell $(v=0)$ by $r_{0}=m \mathrm{e}^{-u}$. The parametric equation of $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}$ in terms of the IEF coordinates is

$$
\left\{\begin{array}{l}
t=m \mathrm{e}^{-u}(x-1) f_{\alpha}(x)  \tag{15.28}\\
r=m \mathrm{e}^{-u} f_{\alpha}(x) \\
\theta=\text { const }, \varphi=\text { const }
\end{array} \quad 0 \leq x \leq x_{\max }\right.
$$

where the function $f_{\alpha}(x)$ is defined by Eq. (15.27) and either $x_{\max }=+\infty\left(\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}\right.$, reaches $r=0$ for some $\left.v<v_{0}\right)$ or $x_{\text {max }}$ is the solution of $m \mathrm{e}^{-u} x_{\max } f_{\alpha}\left(x_{\max }\right)=v_{0}\left(\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}\right.$ out $)$ reaches the outer edge of the radiation shell).

The function $f_{\alpha}(x)$ is plotted in Fig. 15.3. It increases from 1 at $x=0$ to some maximum reached for $x=\alpha^{-1}$ and then decreases to 0 as $x \rightarrow+\infty$. This behavior follows directly from the sign of the numerator $1-\alpha x$ in Eq. (15.25), given that the denominator $\alpha x^{2}-x+2$ is always positive for $\alpha>1 / 8$. Note that it could be that $x_{\max }<\alpha^{-1}$ so that the maximum of $f_{\alpha}(x)$ is actually not reached along $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}$. In that case, $r$ increases monotonically along $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}$ in $\mathscr{M}_{\text {rad }}$, from $r_{0}$ to $r_{0} f_{\alpha}\left(x_{\text {max }}\right)$.

It appears clearly on Eq. (15.28) that the homothety $H_{\lambda}:(t, r) \mapsto(\lambda t, \lambda r)$ transforms the geodesic $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}$ into the geodesic $\mathscr{L}_{\left(u^{\prime}, \theta, \varphi\right)}^{\text {out }}$, with $u^{\prime}=u-\ln \lambda$, in agreement with the homothetic symmetry of $\left(\mathscr{M}_{\mathrm{rad}}, \boldsymbol{g}\right)$ discussed above.


Figure 15.3: Function $f_{\alpha}(x)$, defined by Eq. (15.27), for some selected values of $\alpha>1 / 8$. For each value of $\alpha$, the maximum of $f_{\alpha}(x)$ is achieved for $x=\alpha^{-1}$. [Figure generated by the notebook D.6.5]

Some outgoing radial null geodesics are depicted as solid green lines in Fig. 15.1. In $\mathscr{M}_{\text {rad }}$, they obey Eq. (15.28). Note that the homothetic symmetry appears clearly on the figure. If a geodesic $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}$, has a $r$-turning point in $\mathscr{M}_{\text {rad }}$, it must located at $x=\alpha^{-1}$, i.e. at $t / r=\alpha^{-1}-1$, or equivalently at

$$
\begin{equation*}
t=\left(\frac{v_{0}}{2 m}-1\right) r . \tag{15.29}
\end{equation*}
$$

The above equation defines a straight line through $(t, r)=(0,0)$, whose intersection with $\mathscr{M}_{\text {rad }}$ is depicted by a red segment in Fig. 15.1.
Remark 3: The turning point value (15.29) can be obtained directly by setting $\mathrm{d} r / \mathrm{d} t=0$ in Eq. (15.14) and using the value (15.16) for $M(v)$.

In the Minkowski region, the outgoing radial null geodesics are straight line segments inclined at $+45^{\circ}$ in Fig. 15.1, while in the Schwarzschild region, they are curves obeying Eq. (6.51) (with the change of notation $\tilde{t} \leftrightarrow t$ ).

### 15.3.3 Black hole formation

In spherical symmetry, the inspection of radial null geodesics provides a direct access to the black hole event horizon $\mathscr{H}$. Since we have at disposal the exact solution (15.28) for the outgoing radial null geodesics, let us determine the location of $\mathscr{H}$ for the homothetic shell collapse. We arrive at the following result:

## Property 15.7: black hole formation for the $\alpha>1 / 8$ homothetic shell

The homothetic imploding radiation shell with $\alpha:=2 m / v_{0}>1 / 8$ generates a black hole. The black hole event horizon $\mathscr{H}$ is the future light cone of the point of IEF coordinates


Figure 15.4: Value $t_{\mathrm{hb}}$ of the coordinate $t$ at the black hole birth [Eq. (15.30)] as a function of the radiation shell thickness $v_{0}$, for the homothetic shell collapse [Eq. (15.16)].

$$
(t, r)=\left(t_{\mathrm{hb}}, 0\right), \text { with }^{a}
$$

$$
\begin{equation*}
t_{\mathrm{hb}}=-4 m \exp \left[-\frac{2}{\sqrt{8 \alpha-1}} \arctan \left(\frac{1}{\sqrt{8 \alpha-1}}\right)\right] \tag{15.30}
\end{equation*}
$$

Outside the radiation shell, $\mathscr{H}$ coincides with the Killing horizon of Schwarzschild spacetime located at $r=2 m$.
${ }^{a}$ As in Chap. 14, the subscript ' hb ' stands for horizon birth.

Proof. In the Schwarzschild region $\mathscr{M}_{\text {Sch }}$, the Killing horizon is the hypersurface $r=2 m$. It is generated by the null geodesics $\mathscr{L}_{(\theta, \varphi)}^{\text {out, } \mathscr{H}}$ discussed in Sec. 6.3.5 [cf. Eq. (6.52)]. Let us consider one such geodesic, $\hat{\mathscr{L}}$ say. It has a fixed value of $(\theta, \varphi)$ and, when followed in the past direction, it encounters the outer edge of the radiation region $\mathscr{M}_{\text {rad }}$ (hypersurface $v=v_{0}$ ) at the point $A$ such that $r_{A}=2 m$ and $t_{A}=v_{0}-2 m$ (cf. Fig. 15.1, where $\hat{\mathscr{L}}$ can be identified with the black curve). If $\hat{\mathscr{L}}$ is prolonged into $\mathscr{M}_{\text {rad }}$, still in the past direction, it encounters the inner edge of $\mathscr{M}_{\text {rad }}$ (hypersurface $v=0$ ) at the point $B$ (cf. Fig. 15.1). The portion $A B$ of $\hat{\mathscr{L}}$ coincides with the geodesic $\mathscr{L}_{\left(u_{B}, \theta, \varphi\right)}^{\text {out }}$ of the outgoing radial null family given by Eq. (15.28), with $u_{B}=-\ln \left(r_{B} / m\right)$ (since $f_{\alpha}\left(x_{B}\right)=1$, given that $x_{B}=0$ ). We have then $r_{A}=r_{B} f_{\alpha}\left(x_{A}\right)$. Now, by definition of $x$ [Eq. (15.21)] and $\alpha$ [Eq. (15.18)], $x_{A}=v_{A} / r_{A}=v_{0} /(2 m)=\alpha^{-1}$. We have thus $2 m=r_{B} f_{\alpha}\left(\alpha^{-1}\right)$. In view of expression (15.27) for $f_{\alpha}(x)$, there comes

$$
r_{B}=2 m \exp \left[-\frac{2}{\sqrt{8 \alpha-1}} \arctan \left(\frac{1}{\sqrt{8 \alpha-1}}\right)\right] .
$$

Since $B$ is located on the hypersurface $v=0$, we have $t_{B}=-r_{B}$. If the radial null geodesic $\hat{\mathscr{L}}$ is prolonged further to the past in the Minkowski region $\mathscr{M}_{\text {Min }}$, it becomes the straight line of equation $t=r-2 r_{B} . \hat{\mathscr{L}}$ thus reaches $r=0$ at some event $C$ of coordinate $t=t_{\mathrm{hb}}=-2 r_{B}$, hence Eq. (15.30).

There remains to prove that the null hypersurface generated by $\hat{\mathscr{L}}$ when $(\theta, \varphi)$ varies, i.e. the future light cone $\mathscr{H}$ of the point $(t, r)=\left(t_{\mathrm{hb}}, 0\right)$, is indeed the black hole event horizon. To this aim, let us consider an outgoing radial null geodesic $\mathscr{L}$ in $\mathscr{M}_{\text {Min }}$ such that $\mathscr{L}$ crosses $r=0$ at $t<t_{\text {hb }}$, i.e. outside $\mathscr{H} . \mathscr{L}$ arrives then at the inner edge of $\mathscr{M}_{\text {rad }}$ with $r=r_{0}>r_{B}$. In $\mathscr{M}_{\text {rad }}$, according to Eq. (15.28), $\mathscr{L}$ is homothetic to a part of $\hat{\mathscr{L}}$ with a ratio $r_{0} / r_{B}>1$. Hence it emerges at the outer edge of $\mathscr{M}_{\mathrm{rad}}$ with $r>r_{A}=2 m$. $\mathscr{L}$ is there in the exterior of the Schwarzschild black hole, so that it will subsequently reach the future null infinity $\mathscr{I}^{+}$of $\mathscr{M}_{\text {sch. }}$. On the contrary, if $\mathscr{L}$ crosses $r=0$ with $t>t_{\text {hb }}$, i.e. inside $\mathscr{H}$, it encounters the inner edge of $\mathscr{M}_{\mathrm{rad}}$ with $r=r_{0}<r_{B}$. A part of $\mathscr{L}$ is then homothetic to the segment $B A$ of $\hat{\mathscr{L}}$ with a ratio $r_{0} / r_{B}<1$. Then either (i) $\mathscr{L}$ has a $r$-turning point and reaches $r=0$ in $\mathscr{M}_{\mathrm{rad}}$ or (ii) $\mathscr{L}$ reaches the outer edge of $\mathscr{M}_{\mathrm{rad}}\left(v=v_{0}\right)$ at some point $A^{\prime}$. Given that $x_{A}=\alpha^{-1}$ corresponds to the maximum of $f_{\alpha}(x)$, one has necessarily $f_{\alpha}\left(x_{A^{\prime}}\right) \leq f_{\alpha}\left(x_{A}\right)$ and thus $r_{0} f_{\alpha}\left(x_{A^{\prime}}\right)<r_{B} f_{\alpha}\left(x_{A}\right)$. By Eq. (15.28), this implies $r_{A^{\prime}}<r_{A}=2 m$, so that $\mathscr{L}$ emerges in the black hole region of Schwarzschild spacetime. So none of the two possible cases (i) or (ii) leads to $\mathscr{L}$ reaching $\mathscr{I}^{+}$. We conclude that $\mathscr{H}$ is a black hole horizon.

The black hole event horizon $\mathscr{H}$ is depicted as the thick black curve in Fig. 15.1. Since $t_{\mathrm{hb}}<0$ [cf. Eq. (15.30)], one immediately notices:

## Property 15.8: black hole formation in the Minkowski region

The black hole forms in the Minkowski region of Vaidya spacetime, i.e. in a region where the spacetime curvature is zero.

This striking feature reflects the non-local character of black holes and will be discussed further in Chap. 17.

The dependency of $t_{\mathrm{hb}}$ on the width $v_{0}$ of the radiation shell is shown in Fig. 15.4. One has $-4 m<t_{\mathrm{hb}}<0$, with

$$
\begin{equation*}
\lim _{v_{0} \rightarrow 0} t_{\mathrm{hb}}=-4 m \quad \text { and } \quad \lim _{v_{0} \rightarrow 16 m} t_{\mathrm{hb}}=0 . \tag{15.31}
\end{equation*}
$$

Remark 4: The first limit in (15.31), which corresponds to $\alpha \rightarrow+\infty$ in Eq. (15.30), is easily recovered by a pure geometric construction: a zero-width shell implies the equality of the two points $A$ and $B$ considered in the proof of (15.30), as well as $t_{A}=t_{B}=-2 m$, hence $t_{C}=t_{\mathrm{hb}}=-4 m$.

Historical note : The imploding radiation shell with $M(v)$ piecewise linear (homothetic model) has been extensively studied by Achilles Papapetrou in 1985 [360]. He obtained the solution (15.28) for the outgoing radial null geodesics and determined the location of the event horizon, along the lines presented above.

### 15.3.4 Curvature singularity

The Kretschmann scalar $K:=R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma}$ (cf. Sec. 6.3.4) is computed in the notebook D.6.4:

$$
\begin{equation*}
K=\frac{48 M(t+r)^{2}}{r^{6}} . \tag{15.32}
\end{equation*}
$$

$K$ is identically zero in the Minkowski region $(M(r+t)=0)$, as it should!
It diverges at $r=0$ in the radiation and Schwarzschild regions $(M(r+t)>0)$, tracing the existence of a curvature singularity there. In other words:

## Property 15.9: curvature singularity in Vaidya shell collapse

The Vaidya shell collapse introduced in Sec. 15.3.1 generates a spacetime with a curvature singularity located at $r=0$ and $t \geq 0$.

Remark 5: The Kretschmann scalar of Vaidya metric has the same structural form as that of the Schwarzschild metric, compare Eq. (6.45), while a priori $K$ could have contained some term involving the derivative of $M(v)$. Indeed $M^{\prime}(v)$ appears in some components of the Riemann tensor, since it is present in the components of the Ricci tensor, as given by Eq. (15.4).

Remark 6: Since the Ricci tensor of the Vaidya metric is not identically zero [cf. Eq. (15.4)], other curvature invariants that one might have think of for tracking the curvature singularity are the Ricci scalar $R:=g^{\mu \nu} R_{\mu \nu}$ and the Ricci "squared" $R_{\mu \nu} R^{\mu \nu}$. However, they are both identically zero for $\boldsymbol{k}$ is a null vector.

The curvature singularity is depicted as the orange broken line in Fig. 15.1, which regards the homothetic radiation shell with $\alpha>1 / 8$. It is clear on this figure that the singularity bounds the future of both ingoing and outgoing radial null geodesics (this will be shown rigorously in Sec. 15.3.6). This implies that, for $\alpha>1 / 8$, the curvature singularity is spacelike, as in Schwarzschild spacetime. We shall see in Sec. 15.4 that for $\alpha<1 / 8$, the curvature singularity has a null segment, in addition to the spacelike one.

For the homothetic collapse with $\alpha>1 / 8\left(v_{0}<16 \mathrm{~m}\right)$ considered in Secs. 15.3.2 and 15.3.3 and depicted in Fig. 15.1, one has $t_{\mathrm{hb}}<0$ [Eq. (15.30)], so that the curvature singularity is entirely located in the black hole region. It is therefore hidden to a remote observer. In Sec. 15.4, we will see that this is no longer the case for $\alpha<1 / 8$ : the singularity is then naked.

### 15.3.5 Trapped surfaces

Let us show that there exist trapped surfaces (cf. Sec. 3.2.3) in the radiation and Schwarzschild regions of Vaidya spacetime. To this aim, we consider a 2-surface $\mathscr{S}$ defined by $(t, r)=$ const. It is a closed surface with the topology of a 2 -sphere, spanned by the coordinates $(\theta, \varphi)$. Moreover, $\mathscr{S}$ is spacelike since the metric induced by $\boldsymbol{g}$ on it is $\boldsymbol{q}=r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)$, as readily seen on Eq. (15.11). The area of $\mathscr{S}$ is simply $4 \pi r^{2}$ ( $r$ is the areal radius coordinate), so to check whether $\mathscr{S}$ is a trapped surface, it suffices to determine the behavior of $r$ along the two null directions normal to $\mathscr{S}$, which are nothing but the directions of the ingoing and outgoing radial null geodesics. Along the ingoing geodesics (tangent vector $\boldsymbol{k}$ ), one has $\mathrm{d} r / \mathrm{d} t=-1$, since $\boldsymbol{k}=\boldsymbol{\partial}_{t}-\boldsymbol{\partial}_{r}$ [Eq. (15.12)], so that the expansion is negative: $\theta_{(\boldsymbol{k})}<0$. Along the outgoing radial null geodesics, $\mathrm{d} r / \mathrm{d} t$ is given by Eq. (15.14). The sign of the expansion $\theta_{(\ell)}$ is then that of $r-2 M(t+r)$. Hence

## Property 15.10: trapped surfaces in Vaidya shell collapse

The spherically symmetric surface $\mathscr{S}$ defined by $(t, r)=$ const obeys

$$
\begin{equation*}
\mathscr{S} \text { is trapped } \Longleftrightarrow r<2 M(t+r) . \tag{15.33}
\end{equation*}
$$

Obviously, the above criterion cannot be fulfilled in the Minkowski region, where $M(t+$ $r)=0$. On the contrary, trapped surfaces exist in the central part of the radiation region, since $M(t+r)>0$ there. They also exist in the black hole part $(r<2 m)$ of the Schwarzschild region, where $M(t+r)=m$.

Let us denote by $\mathscr{T}$ the hypersurface formed by all the marginally trapped spheres of fixed $(t, r)$ (vanishing expansion along $\ell$ ). The equation of $\mathscr{T}$ is obtained by saturating the inequality in Eq. (15.33):

$$
\begin{equation*}
\mathscr{T}: \quad r=2 M(t+r) . \tag{15.34}
\end{equation*}
$$

As we shall see in Chap. 17, $\mathscr{T}$ is called a future outer trapping horizon. Equation (15.34) implies $\mathrm{d} r / \mathrm{d} t=0$ in Eq. (15.14), hence we get

## Property 15.11: trapping horizon and $r$-turning points of radial null geodesics

If an outgoing radial null geodesic $\mathscr{L}$ crosses $\mathscr{T}$, the crossing point is a $r$-turning point of $\mathscr{L}$.

This feature appears clearly in Figs. 15.1 and 15.5. Furthermore, $\mathscr{T}$ obeys the following properties:

## Property 15.12: causal type of the future outer trapping horizon

In the radiation region, the future outer trapping horizon $\mathscr{T}$ is a spacelike hypersurface, while in the Schwarzschild region, $\mathscr{T}$ coincides with the event horizon $\mathscr{H}$ and hence is a null hypersurface there.

Proof. Let us consider $(v, \theta, \varphi)$ as coordinates on the 3-manifold $\mathscr{T}$. We may rewrite Eq. (15.34) for $\mathscr{T}$ as $r=2 M(v)$, so that $\mathbf{d} r=2 M^{\prime}(v) \mathbf{d} v$ along $\mathscr{T}$. Plugging this relation, as well as $2 M(v) / r=1$, into Eq. (15.1) yields immediately the metric $\boldsymbol{h}$ induced by $\boldsymbol{g}$ on $\mathscr{T}: \boldsymbol{h}=$ $4 M^{\prime}(v) \mathbf{d} v^{2}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)$. In $\mathscr{M}_{\mathrm{rad}}, M^{\prime}(v)>0$ [cf. Eq. (15.15)], which implies that $\boldsymbol{h}$ is a positive definite metric. Hence $\mathscr{T}$ is a spacelike hypersurface in $\mathscr{M}_{\mathrm{rad}}$. In $\mathscr{M}_{\text {Sch }}$, $M^{\prime}(v)=0$ and $\boldsymbol{h}$ is a degenerate metric, so that $\mathscr{T}$ is a null hypersurface there. Actually, in $\mathscr{M}_{\text {Sch }}$, Eq. (15.34) reduces to $r=2 m$, so that $\mathscr{T}$ coincides with the event horizon $\mathscr{H}$ there.

Remark 7: The spacelike character of $\mathscr{T}$ is actually a generic feature of future outer trapping horizons in non-stationary spacetimes (such as $\left(\mathscr{M}_{\mathrm{rad}}, \boldsymbol{g}\right)$ ), as we shall see in Chap. 17.


Figure 15.5: Same as Fig. 15.1, but for the $C^{2}$ mass function $M(v)$ corresponding to the choice $S(x)=$ $6 x^{5}-15 x^{4}+10 x^{3}$ in Eq. (15.15) (cf. the red curve in Fig. 15.2). Note that the trapping horizon $\mathscr{T}$ (red curve) is tangent to the event horizon $\mathscr{H}$ (black curve) at the outer edge of radiation region $((t, r)=(m, 2 m))$. [Figure generated by the notebook D.6.4]

For the homothetic shell model considered in Sec. 15.3.2, $M(v)=m v / v_{0}=\alpha v / 2$ and the equation of $\mathscr{T}$ in $\mathscr{M}_{\text {rad }}$ is vey simple:

$$
\begin{equation*}
\mathscr{T} \cap \mathscr{M}_{\mathrm{rad}}: \quad r=\alpha v . \tag{15.35}
\end{equation*}
$$

Example 1: For $v_{0}=3 m$, as in Fig. 15.1, $\alpha=2 / 3$ and we get $r=2 v / 3=2(t+r) / 3$ or equivalently $t=r / 2$. Hence, in $\mathscr{M}_{\mathrm{rad}}, \mathscr{T}$ appears as the straight line segment of slope $1 / 2$ drawn in red in Fig. 15.1. It appears clearly there that the outgoing radial null geodesics that cross $\mathscr{T}$ do it at a $r$-turning point. By considering the light cones delineated by the ingoing and outgoing radial null geodesics, it also appears clearly on Fig. 15.1 that $\mathscr{T}$ is a spacelike hypersurface in $\mathscr{M}_{\text {rad }}$.

Remark 8: As shown above, $\mathscr{T}$ coincides with $\mathscr{H}$ in $\mathscr{M}_{\text {Sch }}$, so that the slope of $\mathscr{T}$ in Fig. 15.1 changes abruptly from $1 / 2$ to $+\infty$ at the outer edge of $\mathscr{M}_{\text {rad }}$. This lack of smoothness of the hypersurface $\mathscr{T}$ reflects actually the lack of smoothness of the function $M(v)$ of the homothetic shell model (cf. the blue curve in Fig. 15.2). Would $M(v)$ be smooth, $\mathscr{T}$ would merge smoothly with $\mathscr{H}$ at $v=v_{0}$. This is shown in Fig. 15.5, where $M(v)$ is of class $C^{2}$. Besides, we can check on this figure that, while it has a shape more complicated that in Fig. 15.1, $\mathscr{T}$ always lies outside the null cones in $\mathscr{M}_{\text {rad }}$, i.e. $\mathscr{T}$ is spacelike there.

### 15.3.6 Carter-Penrose diagram

In order to draw a Carter-Penrose diagram of the Vaidya collapse, we need first to introduce a coordinate system $(u, v, \theta, \varphi)$ in the radiation region $\mathscr{M}_{\mathrm{rad}}$ such that $u$ is constant along the outgoing radial null geodesics $-v$ being constant along the ingoing ones by construction. For the homothetic model $\left(M(v)=\alpha v / 2\right.$ in $\left.\mathscr{M}_{\text {rad }}\right)$, the relation between coordinates $(u, v, \theta, \varphi)$ and $(v, r, \theta, \varphi)$ is provided by Eq. (15.28):

$$
\begin{equation*}
u=-\ln \left(\frac{r}{m}\right)+\ln f_{\alpha}\left(\frac{v}{r}\right) . \tag{15.36}
\end{equation*}
$$

From Eqs. (15.36) and (15.26), we get

$$
\mathbf{d} u=-\frac{1}{r} \mathbf{d} r+\frac{1-\alpha x}{\alpha x^{2}-x+2} \mathbf{d}\left(\frac{v}{r}\right)=-\frac{1}{r\left(\alpha x^{2}-x+2\right)}[(\alpha x-1) \mathbf{d} v+2 \mathbf{d} r] .
$$

By comparing with (15.17), we deduce immediately the expression of the metric tensor in terms of the coordinates $(u, v, \theta, \varphi)$ :

$$
\begin{equation*}
\boldsymbol{g}=-r\left(\alpha x^{2}-x+2\right) \mathbf{d} u \mathbf{d} v+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \quad\left(0 \leq v \leq v_{0}\right) \tag{15.37}
\end{equation*}
$$

where $x:=v / r$ and $r$ is to be considered as a function of $(u, v)$ defined implicitly by Eq. (15.36). Since for $\alpha>1 / 8$, the polynomial $\alpha x^{2}-x+2$ never vanishes, the metric component $g_{u v}$ read on Eq. (15.37) is nonzero in all $\mathscr{M}_{\text {rad }}$. This shows that the coordinates $(u, v, \theta, \varphi)$ are regular on $\mathscr{M}_{\text {rad }}$ (except for the singularities inherent to the spherical coordinates $(\theta, \varphi)$ ). Moreover, they constitute a double-null coordinate system: both $u$ and $v$ are null coordinates. This has already been shown for $v$ (cf. Property 15.1) and for $u$, this follows from the component $g^{u u}$ of the inverse metric deduced from (15.37) being identically zero [cf. Eq. (A.56b)]. Besides, we read on Eq. (15.37) that $g_{u u}=0$ and $g_{v v}=0$, which means that the coordinate vectors $\boldsymbol{\partial}_{u}$ and $\partial_{v}$ are both null. The vector $\boldsymbol{\partial}_{u}$ is actually tangent to the ingoing radial null geodesics $\mathscr{L}_{(v, \theta, \varphi)}^{\text {in }}$ and the vector $\boldsymbol{\partial}_{v}$ is tangent to the outgoing ones, $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}$. Furthermore, the null vectors $\boldsymbol{\partial}_{u}$ and $\boldsymbol{\partial}_{v}$ are both future-directed. Indeed, the time orientation of Vaidya spacetime is given by the vector $\boldsymbol{k}$ (cf. Sec. 15.2.1) and we deduce from Eq. (15.3) that $\boldsymbol{k}=-(\partial u / \partial r) \boldsymbol{\partial}_{u}$. Evaluating $\partial u / \partial r$ from Eqs. (15.36) and (15.26), we get

$$
\begin{equation*}
\boldsymbol{k}=\frac{2}{r\left(\alpha x^{2}-x+2\right)} \boldsymbol{\partial}_{u} . \tag{15.38}
\end{equation*}
$$

The coefficient in front of $\boldsymbol{\partial}_{u}$ being always positive, we conclude that $\boldsymbol{\partial}_{u}$ is future-directed. Then, from Eq. (15.37), $\boldsymbol{g}\left(\boldsymbol{\partial}_{u}, \boldsymbol{\partial}_{v}\right)=g_{u v}<0$, so that, according to Lemma 1.2 (Sec. 1.2.2), $\boldsymbol{\partial}_{v}$ is future-directed as well.

Remark 9: The reader may have noticed a slight asymmetry between the coordinates $u$ and $v: u$ is dimensionless, while $v$ has the dimension of a time. We could of course make $u$ have the same dimension as $v$ by introducing an overall factor $m$ in the right-hand side of Eq. (15.36). However, this would make the formulas slightly more complicate, without any real benefit.

Let us discuss the boundary of $\mathscr{M}_{\text {rad }}$ in terms of the $(u, v)$ coordinates. By definition of $\mathscr{M}_{\mathrm{rad}}$, a part of the boundary consists in the hypersurfaces $v=0$ and $v=v_{0}$. Another part


Figure 15.6: Radiation region $\mathscr{M}_{\text {rad }}$ for the homothetic model $\left(M(v)=m v / v_{0}\right)$ with $v_{0}<16 m$, depicted in terms of the double-null coordinates $(u, v)$. Solid (resp. dashed) green lines are outgoing (resp. ingoing) radial null geodesics. The orange zigzag curve corresponds to the curvature singularity at $r=0$. The black segment marks the event horizon $\mathscr{H}$, while the red curve marks the trapping horizon $\mathscr{T}$ [Eq. (15.42)]. The points $A$ and $B$ are the same as in Fig. 15.1.
corresponds to the limit $r \rightarrow+\infty$. In view of Eq. (15.36) and $f_{\alpha}(0)=1$ (cf. Eq. (15.26) or Fig. 15.3), this corresponds to $u \rightarrow-\infty$. The last part of the boundary of $\mathscr{M}_{\text {rad }}$ is set by the curvature singularity at $r=0$ (cf. Sec. 15.3.4). Taking the limit $r \rightarrow 0$ in Eq. (15.36), we found the equation ruling this boundary in terms of $(u, v)$ :

$$
\begin{equation*}
u=\ln \left(\frac{v_{0}}{v}\right)+u_{0}, \quad u_{0}:=\ln \sqrt{\frac{\alpha}{2}}+\frac{1}{\sqrt{8 \alpha-1}}\left[\frac{\pi}{2}+\arctan \left(\frac{1}{\sqrt{8 \alpha-1}}\right)\right] . \tag{15.39}
\end{equation*}
$$

We conclude that the range of the coordinates $(u, v)$ on $\mathscr{M}_{\text {rad }}$ is (cf. Fig. 15.6)

$$
\mathscr{M}_{\mathrm{rad}}:\left\{\begin{array}{l}
0 \leq v \leq v_{0}  \tag{15.40}\\
-\infty<u<\ln \left(\frac{v_{0}}{v}\right)+u_{0} .
\end{array}\right.
$$

In the last inequality, the right-hand side must be replaced by $+\infty$ if $v=0$.
Along a given ingoing radial null geodesic $\mathscr{L}_{(v, \theta, \varphi)}^{\text {in }}, u$ can be considered as a (non-affine) parameter, $\boldsymbol{\partial}_{u}$ being tangent to $\mathscr{L}_{(v, \theta, \varphi)}^{\text {in }}$. The geodesic hits the curvature singularity for $u \rightarrow$ $\ln \left(v_{0} / v\right)+u_{0}$. Similarly, along an outgoing radial null geodesic $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}, v$ can be considered as a (non-affine) parameter, $\boldsymbol{\partial}_{v}$ being tangent to $\mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}$. If $u<u_{0}, \mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}$ reaches the outer boundary of the radiation shell for $v=v_{0}$ and is extendible to a null geodesic of the Schwarzschild region, while if $u \geq u_{0}, \mathscr{L}_{(u, \theta, \varphi)}^{\text {out }}$ hits the curvature singularity for $v \rightarrow v_{0} \mathrm{e}^{u_{0}-u}$ (cf. Fig. 15.6).


Figure 15.7: Carter-Penrose diagram of Vaidya collapse for the homothetic shell model ( $M(v)=m v / v_{0}=$ $\alpha v / 2)$ with $\alpha>1 / 8\left(v_{0}<16 m\right)$. The Minkowski region $\mathscr{M}_{\text {Min }}$, radiation region $\mathscr{M}_{\text {rad }}$ and Schwarzschild region $\mathscr{M}_{\text {Sch }}$ are depicted in respectively pale blue, yellow and grey. Solid (resp. dashed) green lines are outgoing (resp. ingoing) radial null geodesics. The orange zigzag segment corresponds to the curvature singularity at $r=0$. The hatched area is the black hole region, delimited by the event horizon $\mathscr{H}$. The red dot-filled area, delimited by the future outer trapping horizon $\mathscr{T}$ (red curve), is the region where the spheres $(t, r)=$ const are trapped surfaces. The points $A, B$ and $C$ along $\mathscr{H}$ are the same as in Fig. 15.1.

Since it is generated by outgoing null geodesics, the event horizon $\mathscr{H}$ crosses $\mathscr{M}_{\text {rad }}$ at a fixed value of $u, u_{\mathscr{H}}$ say. The value of $u_{\mathscr{H}}$ is found by setting $r=2 m$ and $v=v_{0}$ in Eq. (15.36):

$$
\begin{equation*}
u_{\mathscr{H}}=\frac{2}{\sqrt{8 \alpha-1}} \arctan \left(\frac{1}{\sqrt{8 \alpha-1}}\right)-\ln 2 . \tag{15.41}
\end{equation*}
$$

Given expression (15.39) for $u_{0}$, it is easy to check that $u_{\mathscr{H}}<u_{0}$, as drawn in Fig. 15.6.
Regarding the future outer trapping horizon $\mathscr{T}$ introduced in Sec. 15.3.5, it obeys $r=\alpha v$ in $\mathscr{M}_{\text {rad }}$ [Eq. (15.35)], so that the equation of $\mathscr{T}$ in terms of the double-null coordinates is easily obtained by substituting $\alpha^{-1}$ for $v / r$ in Eq. (15.36) and making use of expressions (15.27) and (15.41); one gets

$$
\begin{equation*}
\mathscr{T}: \quad u=\ln \left(\frac{v_{0}}{v}\right)+u_{\mathscr{H}} . \tag{15.42}
\end{equation*}
$$

Note that this implies $u \rightarrow+\infty$ for $v \rightarrow 0$ and $u \rightarrow u_{\mathscr{H}}$ for $v \rightarrow v_{0}$; the latter property agrees with $\mathscr{T}$ coinciding with $\mathscr{H}$ in $\mathscr{M}_{\text {Sch }}$, i.e. for $v>v_{0} . \mathscr{T}$ is drawn as a red curve in Fig. 15.6.

The spacetime diagram of $\mathscr{M}_{\text {rad }}$ in Fig. 15.6 is already conformal since all radial null geodesics are straight lines inclined at $\pm 45^{\circ}$. To integrate it into a Carter-Penrose diagram, one needs
to compactify it along the $u$ direction by introducing a coordinate of the type $U=\arctan u-$ the $v$ direction being already compactified, given the finite range of $v$ in $\mathscr{M}_{\mathrm{rad}}$. One can then match the obtained diagram to Carter-Penrose diagrams of $\mathscr{M}_{\text {Min }}$ (cf. Fig. 4.6) and $\mathscr{M}_{\text {Sch }}$ (cf. Fig. 9.10 or 9.11 ), thereby getting a Carter-Penrose diagram of the whole Vaidya spacetime, as shown in Fig. 15.7.
Historical note : The double-null coordinates $(u, v)$, leading to expression (15.37) of the metric tensor in $\mathscr{M}_{\text {rad }}$, have been introduced by B. Waugh and Kayll Lake in 1986 [455]. A Carter-Penrose diagram similar to that of Fig. 15.7 except for the radiation region extending to $\mathscr{I}^{+}$(no pure Schwarzschild exterior but $M^{\prime}(v) \rightarrow 0$ for $\left.v \rightarrow+\infty\right)$ has been exhibited by Yuhji Kuroda in 1984 [296] (cf. his Fig. 2b). The case of a radiation region bounded by $v=v_{0}$, as here, can be found in Fig. 2 of a 2007 article by Brien C. Nolan [344].

### 15.4 Configurations with a naked singularity

### 15.4.1 The low radiation density case

In Sec. 15.3, we have focused on homothetic radiation shells $(M(v)=\alpha v / 2)$ with $\alpha>1 / 8$ [Eq. (15.23)]. Let us now discuss the opposite case ${ }^{4}$ :

$$
\begin{equation*}
\alpha<\frac{1}{8} \Longleftrightarrow v_{0}>16 \mathrm{~m} \tag{15.43}
\end{equation*}
$$

In view of the form (15.24) of the energy momentum tensor, this corresponds to a low energy density of the radiation field. When (15.43) is fulfilled, the polynomial $P_{\alpha}(x):=\alpha x^{2}-x+2$, which appears in the numerator of the ODE (15.22) ruling outgoing radial null geodesics in $\mathscr{M}_{\text {rad }}$, admits two real roots:

$$
\begin{equation*}
x_{1}:=\frac{1-\sqrt{1-8 \alpha}}{2 \alpha} \quad \text { and } \quad x_{2}:=\frac{1+\sqrt{1-8 \alpha}}{2 \alpha} . \tag{15.44}
\end{equation*}
$$

Useful identities are $x_{1}+x_{2}=\alpha^{-1}$ and $x_{1} x_{2}=2 \alpha^{-1}$. Note also that $2<x_{1}<4<x_{2}<\alpha^{-1}$. Equation (15.22) can be recast as

$$
\begin{equation*}
r \frac{\mathrm{~d} x}{\mathrm{~d} r}=\frac{\left(x-x_{1}\right)\left(x-x_{2}\right)}{x_{1}+x_{2}-x} \tag{15.45}
\end{equation*}
$$

This differential equation admits two special solutions, corresponding to outgoing radial null geodesics with constant value of $x$ :

$$
\begin{equation*}
x=x_{1} \quad \text { and } \quad x=x_{2} \tag{15.46}
\end{equation*}
$$

Let us denote these geodesics by respectively $\mathscr{L}_{(\theta, \varphi)}^{* *}$ and $\mathscr{L}_{(\theta, \varphi)}^{* 2}$. Since $x:=v / r=1+t / r$, their equations in terms of the IEF coordinates $(t, r, \theta, \varphi)$ and in $\mathscr{M}_{\text {rad }}$ is simply

$$
\begin{equation*}
\mathscr{L}_{(\theta, \varphi)}^{* 1}: \quad t=\left(x_{1}-1\right) r \quad \text { and } \quad \mathscr{L}_{(\theta, \varphi)}^{* 2}: t=\left(x_{2}-1\right) r . \tag{15.47}
\end{equation*}
$$

Thus, in $\mathscr{M}_{\text {rad }}, \mathscr{L}_{(\theta, \varphi)}^{* 1}$ and $\mathscr{L}_{(\theta, \varphi)}^{* 2}$ are straight line segments through the origin $(t, r)=(0,0)$. They are depicted as the segments $O C$ and $O B$ respectively in Fig. 15.8.

[^140]

Figure 15.8: Spacetime diagram of the Vaidya collapse based on the IEF coordinates $(t, r)$ and for the linear mass function $M(v)=m v / v_{0}$ with $v_{0}=18 m$ (homothetic shell model with $\alpha=1 / 9$, which corresponds to $x_{1}=3$ and $x_{2}=6$ ). The legend is the same as in Fig. 15.1, with in addition the blue line marking the Cauchy horizon $\mathscr{H}_{\mathrm{C}}$ induced by the naked singularity at $(t, r)=(0,0)$ (Sec. 15.4.4). In the radiation region, the straight line segments $O B$ and $O C$ are the traces in the $(t, r)$ plane of the homothetic Killing horizons $x=x_{2}$ and $x=x_{1}$, the last one being a part of the Cauchy horizon. [Figure generated by the notebook D.6.4]

## Property 15.13: homothetic Killing horizons

When $(\theta, \varphi)$ varies, $\mathscr{L}_{(\theta, \varphi)}^{* 1}$ and $\mathscr{L}_{(\theta, \varphi)}^{* 2}$ generate null hypersurfaces, $\mathscr{H}_{1}$ and $\mathscr{H}_{2}$ respectively, such that the homothetic Killing vector $\boldsymbol{\xi}$ [cf. Eq. (15.19)] is normal to them in $\mathscr{M}_{\text {rad }}$. One says that $\mathscr{H}_{1}$ and $\mathscr{H}_{2}$ are homothetic Killing horizons ${ }^{a}$.

[^141]Proof. Their equations being $t=\left(x_{1}-1\right) r$ and $t=\left(x_{2}-1\right) r, \mathscr{L}_{(\theta, \varphi)}^{* 1}$ and $\mathscr{L}_{(\theta, \varphi)}^{* 2}$ are clearly orbits of the homothety group $\left(H_{\lambda}\right)_{\lambda \in \mathbb{R}>0}$ discussed in Sec. 15.3.2. The group generator $\boldsymbol{\xi}$ is thus tangent to the null curves $\mathscr{L}_{(\theta, \varphi)}^{* 1}$ on $\mathscr{H}_{1}$ and $\mathscr{L}_{(\theta, \varphi)}^{* 2}$ on $\mathscr{H}_{2}$. Hence, $\boldsymbol{\xi}$ is null there. Given that the only null direction in a null hypersurface is the normal one, we conclude that $\boldsymbol{\xi}$ is normal to $\mathscr{H}_{1}$ and $\mathscr{H}_{2}$.

Let us now consider generic outgoing radial null geodesics, i.e. geodesics with $x \neq x_{1}$ and $x \neq x_{2}$; we may then rewrite Eq. (15.45) as

$$
\mathrm{d} \ln r=\frac{x_{1}+x_{2}-x}{\left(x-x_{1}\right)\left(x-x_{2}\right)} \mathrm{d} x .
$$

This equation is easily integrated to

$$
\begin{equation*}
r=r_{0} \frac{\left|x / x_{2}-1\right|^{x_{1} /\left(x_{2}-x_{1}\right)}}{\left|x / x_{1}-1\right|^{x_{2} /\left(x_{2}-x_{1}\right)}}, \tag{15.48}
\end{equation*}
$$

where $r_{0}$ is constant along the considered geodesic (but may vary from one geodesic to the other). If the geodesic intersects $\mathscr{M}_{\text {rad }}$ 's inner edge $(x=0)$, then $r_{0}$ represents the value of $r$ at the intersection point.
Example 2: For $\alpha=1 / 9$, one has $x_{1}=3$ and $x_{2}=6$ [cf. Eq. (15.44)] and Eq. (15.48) reduces to $r=r_{0}|x / 6-1| /(x / 3-1)^{2}$. Such a function of $x$ is plotted in Fig. 15.9.

Having determined the outgoing radial null geodesics, we are in position to establish the following results:

## Property 15.14: black hole and naked singularity for the $\alpha<1 / 8$ model

The homothetic imploding radiation shell with $\alpha:=2 m / v_{0}<1 / 8$ generates a black hole, the event horizon of which originates at $(t, r)=(0,0)$, with a slope $t / r=x_{2}-1$. Moreover, the curvature singularity at $(t, r)=(0,0)$ is naked: it is connected to remote observers by the outgoing radial null geodesics $\mathscr{L}_{(\theta, \varphi)}^{* 1}$, as well as by the family of outgoing radial null geodesics that cross the outer edge of the radiation shell ( $v=v_{0}$ ) with $x_{1}<x<\alpha^{-1}$; all geodesics of this family, which contains $\mathscr{L}_{(\theta, \varphi)}^{* 2}$, emanate from $(t, r)=(0,0)$ with a slope $t / r=x_{2}-1$.


Figure 15.9: The coordinate $r$ as a function of $x:=v / r$ along outgoing radial null geodesics for the homothetic Vaidya collapse with $\alpha=1 / 9$ (which implies $x_{1}=3$ and $x_{2}=6$ ). The graph of $r(x)$ admits a local maximum for $x=\alpha^{-1}$, i.e. $x=9$ in the present case, although this is barely noticeable on the figure. [Figure generated by the notebook D.6.5]

Proof. As in Sec. 15.3.3, let us consider a null generator $\hat{\mathscr{L}}$ of the Killing horizon of the Schwarzschild region $\mathscr{M}_{\text {Sch }}$, which is located at $r=2 m$. $\hat{\mathscr{L}}$ intersects the outer edge $v=v_{0}$ of $\mathscr{M}_{\mathrm{rad}}$ at a point $A$ such that $r_{A}=2 m$ and hence $x_{A}=\alpha^{-1}$ (cf. Fig. 15.8). When prolonged to the past in $\mathscr{M}_{\text {rad }}$, i.e. to $x<\alpha^{-1}, \hat{\mathscr{L}}$ has $r$ decreasing (cf. the graph of $r(x)$ at the left of $x=\alpha^{-1}$ in Fig. 15.9), until $r=0$ is reached for $x=x_{2}$. Since the Kretschmann scalar (15.32) is $K=12 \alpha^{2} x^{2} / r^{4}$ for the homothetic model, we get $K \rightarrow \infty$ for $r \rightarrow 0$ when $x \rightarrow x_{2}>0$. We thus conclude that $\hat{\mathscr{L}}$ hits the curvature singularity at $x=x_{2}$ and cannot be extended further in the past, contrary to the case $\alpha>1 / 8$ dealt with in Sec. 15.3.3.

Let us now consider any outgoing radial null geodesic $\mathscr{L}$ in $\mathscr{M}_{\text {Sch }}$ that intersects the outer edge $v=v_{0}$ of $\mathscr{M}_{\mathrm{rad}}$ with $x$ such that $x_{1}<x<\alpha^{-1}$, i.e. between the points $C$ and $A$ in Fig. 15.8. $\mathscr{L}$ has $r>2 m$ in $\mathscr{M}_{\text {sch }}$, hence it reaches the future null infinity $\mathscr{I}^{+}$. When $\mathscr{L}$ is prolonged backward in $\mathscr{M}_{\text {rad }}$, it starts with $r$ decaying since Eq. (15.14) can be rewritten $\mathrm{d} r / \mathrm{d} t=(1-\alpha x) /(1+\alpha x)$ for the homothetic model, implying $\mathrm{d} r / \mathrm{d} t<0$. The entire past of $\mathscr{L}$ in $\mathscr{M}_{\text {rad }}$ can then be read on Fig. 15.9: if one follows the decaying $r$ direction either for $x_{1}<x<x_{2}$ or $x_{2}<x<\alpha^{-1}$, one ends up to $r=0$ for $x=x_{2}$, as for $\hat{\mathscr{L}}$. Hence the same conclusion holds: $\mathscr{L}$ hits the curvature singularity in the past direction at $x=x_{2}$. Given that $\mathscr{L}$ extends to $\mathscr{I}^{+}$in the future, we conclude that the curvature singularity is naked.

Finally, let us consider an outgoing radial null geodesic $\mathscr{L}$ in $\mathscr{M}_{\text {Sch }}$ that intersects the outer edge $v=v_{0}$ of $\mathscr{M}_{\text {rad }}$ with $x<x_{1}$, i.e. below the point $C$ in Fig. 15.8. When $\mathscr{L}$ is prolonged backward in $\mathscr{M}_{\text {rad }}, r$ decreases along it and we read on the left part of Fig. 15.9 that $r$ reaches the finite nonzero value $r_{0}$ at $x=0$, i.e. at the inner edge of $\mathscr{M}_{\text {rad }}$. It can then be extended backward to the Minkowski region $\mathscr{M}_{\mathrm{Min}}$, where it reaches $r=0$ at $t=t_{0}:=-2 r_{0}$. Since for $x \rightarrow x_{1}^{-}, r / r_{0} \rightarrow+\infty$ (cf. Fig. 15.9 or Eq. (15.48)), we conclude that $r_{0}$, and hence $\left|t_{0}\right|$, can be made arbitrarily small by having $x$ close enough to $x_{1}$ at the outer edge of $\mathscr{M}_{\text {rad }}$. This proves that the whole of $\mathscr{M}_{\text {Min }}$ can be connected to $\mathscr{I}^{+}$by this type of null geodesics. It follows that
the black hole event horizon is the null hypersurface generated by $\hat{\mathscr{L}}$.

Historical note : The formation of naked singularities in spacetimes with a Vaidya region has been put forward first by B. Steinmüller, Andrew R. King, and Jean-Pierre Lasota in 1975 [414], but this regards bodies radiating away all their masses, the exterior of which is described by the outgoing Vaidya metric (15.8). In the context of imploding radiating shells (ingoing Vaidya metric) considered here, the appearance of naked singularities has been shown first by William A. Hiscock, Leslie G. Williams and Douglas M. Eardley in 1982 [254] and has been further studied by Yuhji Kuroda in 1984 [296] and Achilles Papapetrou in 1985 [360]. In particular, the solution (15.48) for the outgoing radial null geodesics has been exhibited by Papapetrou: compare Eq. (18) in Ref. [360], where $X_{1}=x_{2}$ and $X_{2}=x_{1}$.

### 15.4.2 Analysis in double-null coordinate systems

The above result contains something puzzling at first glance: for a given value of $(\theta, \varphi)$, there are distinct radial null geodesics emanating from the "point" $(t, r)=(0,0)$, namely all the geodesics that cross the outer edge of the radiation shell with a slope $t / r=x-1, x \in\left[x_{1}, \alpha^{-1}\right)$. This appears clearly on Fig. 15.8. It looks like there is an infinity of future light cones emanating from a single spacetime point! This state of affairs results actually from a bad behaviour of the coordinates $(t, r)$ near $(0,0)$. To clarify this, let us introduce new coordinates $(u, v, \theta, \varphi)$ such that $u$ is constant along the outgoing radial null geodesics, $v$ being constant along the ingoing ones by construction. Let us start by substituting $v / r$ for $x$ in the geodesic equation (15.48); we get

$$
\begin{equation*}
\frac{\left|v / x_{2}-r\right|^{x_{1} /\left(x_{2}-x_{1}\right)}}{\left|v / x_{1}-r\right|^{x_{2} /\left(x_{2}-x_{1}\right)}}=\frac{1}{r_{0}} . \tag{15.49}
\end{equation*}
$$

Contrary to the case $\alpha>1 / 8$ dealt with in Sec. 15.3.6, two coordinate patches $(u, v, \theta, \varphi)$ and $\left(u^{\prime}, v, \theta, \varphi\right)$ are actually required to get regular double-null coordinates on $\mathscr{M}_{\mathrm{rad}}$. They are defined on two overlapping subregions of $\mathscr{M}_{\text {rad }}$ :

$$
\begin{equation*}
\mathscr{N}_{\mathrm{I}}: r>\frac{v}{x_{2}} \quad \text { and } \quad \mathscr{N}_{\mathrm{II}}: r<\frac{v}{x_{1}} . \tag{15.50}
\end{equation*}
$$

Since $x_{2}>x_{1}$, one has $\mathscr{M}_{\text {rad }}=\mathscr{N}_{\mathrm{I}} \cup \mathscr{N}_{\text {II }}$. Furthermore, $\mathscr{N}_{\text {I }}\left(\right.$ resp. $\left.\mathscr{N}_{\text {II }}\right)$ contains the homothetic Killing horizon $\mathscr{H}_{1}$ (resp. $\mathscr{H}_{2}$ ) and $\mathscr{N}_{\mathrm{I}} \cap \mathscr{N}_{\text {II }}$ is the region between $\mathscr{H}_{1}$ and $\mathscr{H}_{2}$.

## The $\mathscr{N}_{\text {I }}$ region

On $\mathscr{N}_{\mathrm{T}}$, let us define the parameter $u$ so that

$$
\begin{equation*}
r_{0}=|u|^{x_{2} /\left(x_{2}-x_{1}\right)} . \tag{15.51}
\end{equation*}
$$

As $r_{0}, u$ is constant along a given outgoing radial null geodesic. From Eq. (15.49), we get ${ }^{5}$ $|u|=\left|v / x_{1}-r\right| /\left(r-v / x_{2}\right)^{x_{1} / x_{2}}$. This equation determines $u$ in terms of $v$ and $r$ up to some

[^142]sign. We choose the latter so that $u \rightarrow+\infty$ at the inner boundary of $\mathscr{N}_{\mathrm{I}}\left(r \rightarrow v / x_{2}\right)$. This yields
\[

$$
\begin{equation*}
u=\frac{v / x_{1}-r}{\left(r-v / x_{2}\right)^{x_{1} / x_{2}}}, \quad-\infty<u<+\infty, \tag{15.52}
\end{equation*}
$$

\]

with $\lim _{r \rightarrow+\infty} u=-\infty$ (cf. Fig. 15.10). We may use $(u, v, \theta, \varphi)$ as a coordinate system on $\mathscr{N}_{\mathrm{I}}$, instead of the IEF coordinates $(t, r, \theta, \varphi)$.
Example 3: As in Example 2, let us consider the case $\alpha=1 / 9$, for which $x_{1}=3$ and $x_{2}=6$ [ cf . Eq. (15.44)]. Equation (15.52) reduces then to

$$
\begin{equation*}
u=\frac{v / 3-r}{\sqrt{r-v / 6}} . \tag{15.53}
\end{equation*}
$$

This relation can be inverted, yielding an explicit expression for $r(u, v)$ :

$$
\begin{equation*}
r=\frac{v}{3}+\frac{u}{2}\left(u-\sqrt{u^{2}+\frac{2}{3} v}\right) . \tag{15.54}
\end{equation*}
$$

The metric components in coordinates $(u, v, \theta, \varphi)$ are deduced from those in coordinates $(v, r, \theta, \varphi)$, i.e. Eq. (15.17), via the identity $\alpha=2 /\left(x_{1} x_{2}\right)$. We get (see the notebook D.6.6 for the computation):

$$
\begin{equation*}
\boldsymbol{g}=-\frac{2 x_{2}}{\left(x_{2}-x_{1}\right) r}\left(r-\frac{v}{x_{2}}\right)^{x_{1} / 2} \mathbf{d} u \mathbf{d} v+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \quad\left(r>\frac{v}{x_{2}}\right) . \tag{15.55}
\end{equation*}
$$

In this expression, $r$ shall be considered as the function of $(u, v)$ defined implicitly by Eq. (15.52). The metric component $g_{u v}$ is regular and non-vanishing in all $\mathscr{N}_{\mathrm{I}}$. Moreover we have a doublenull coordinate system, since $v$ is a null coordinate (Property 15.1) and it can be infered from (15.55) that $g^{u u}=0$, so that $u$ is null as well by Eq. (A.56b). The coordinate vectors $\boldsymbol{\partial}_{u}$ and $\boldsymbol{\partial}_{v}$ are both null, given that $g_{u u}=0$ and $g_{v v}=0$. The vector $\boldsymbol{\partial}_{u}$ is actually tangent to the ingoing radial null geodesics, which are defined by $(v, \theta, \varphi)=$ const, and the vector $\boldsymbol{\partial}_{v}$ is tangent to the outgoing ones, which are defined by $(u, \theta, \varphi)=$ const. Furthermore, the homothetic Killing horizon $\mathscr{H}_{1}$, which is defined by $v / r=x_{1}$, is the hypersurface $u=0$ of $\mathscr{N}_{\mathrm{T}}$.

Let us investigate the structure of the inner boundary $v=0$ of the radiation shell in the double-null coordinates $(u, v, \theta, \varphi)$. For $r \neq 0$, the limit $v \rightarrow 0$ in Eq. (15.52) leads to $u=-r^{1-x_{1} / x_{2}}$. This implies $u<0$. In this part, which is the future boundary of the Minkowski region of Vaidya spacetime, this relation defines a bijection between $r \in(0,+\infty)$ and $u \in(0,-\infty)$. So we may say that $r$ is a regular coordinate of $\mathscr{N}_{\mathrm{I}}$ for $u<0$. On the other side, the limit $r \rightarrow 0$ in $\mathscr{N}_{\mathrm{I}}$ implies $v \rightarrow 0$ since $r>v / x_{2}$ in $\mathscr{N}_{\mathrm{I}}$. Actually, the following relation holds:

$$
\begin{equation*}
v \underset{r \rightarrow 0}{\sim} x_{2} r \quad \text { in } \quad \mathscr{N}_{\mathrm{I}} . \tag{15.56}
\end{equation*}
$$

This follows directly from Eq. (15.48), which implies the equivalence

$$
\begin{equation*}
r \rightarrow 0 \Longleftrightarrow\left(x \rightarrow x_{2} \text { or } x \rightarrow+\infty\right) \tag{15.57}
\end{equation*}
$$



Figure 15.10: Carter-Penrose diagrams of the subregions $\mathcal{N}_{\text {I }}$ (right) and $\mathcal{N}_{\text {II }}$ (left) of the radiation region $\mathscr{M}_{\text {rad }}$. The region between the homothetic Killing horizons $\mathscr{H}_{1}$ and $\mathscr{H}_{2}$ is common to both $\mathcal{N}_{\text {I }}$ and $\mathcal{N}_{\text {II }}$. Zigzag lines indicate a curvature singularity. The red curve in $\mathcal{N}_{\text {II }}$ is the trapping horizon $\mathscr{T}$ [Eq. (15.72)].
along any outgoing radial null geodesic, irrespective of the value of $u$ (see also Fig. 15.9). Given that in $\mathscr{N}_{\mathrm{I}}, x \rightarrow+\infty$ is excluded by the constraint $x<x_{2}$ [Eq. (15.50)], there remains $x \rightarrow x_{2}$, which yields the equivalence (15.56). Now, Eq. (15.56) implies that the numerator of Eq. (15.52) is equivalent to $\left(x_{2} / x_{1}-1\right) r$ at the limit $r \rightarrow 0$ and thus is positive, so that $u>0$ on the part of the boundary of $\mathscr{N}_{\mathrm{I}}$ where $r \rightarrow 0$. We conclude that the "point" $(t, r)=(v, r)=(0,0)$ in IEF coordinates becomes the hypersurface $v=0, u>0$ in the double-null coordinates. This means that the IEF coordinates are not adapted to describe the vicinity of $(t, r)=(0,0)$ in Vaidya spacetime when $\alpha<1 / 8$.

Example 4: Let us perform a first order expansion in $v$ of the explicit expression of $r(u, v)$ found in Example 3 [Eq. (15.54)]. Taking into account the identity $\sqrt{u^{2}}=|u|$, we get

$$
\begin{cases}r=u^{2}+\frac{1}{3} v+O\left(v^{2}\right) & \text { for } u<0  \tag{15.58}\\ r=\frac{1}{6} v+O\left(v^{2}\right) & \text { for } u>0\end{cases}
$$

The first equation agrees with the relation $u=-r^{1-x_{1} / x_{2}}$ found above for $r \neq 0$ and $v=0$, given that $x_{1} / x_{2}=1 / 2$ in the present case, while the last equation is exactly (15.56), given that $x_{2}=6$.

As discussed above, the double null coordinates $(u, v, \theta, \varphi)$ are regular coordinates on $\mathscr{N}_{\mathrm{I}}$, because the components (15.55) of the metric tensor are regular (except for the standard singularities of the spherical coordinates $(\theta, \varphi)$ ). Another advantage of these coordinates is that they allow for an immediate drawing of Carter-Penrose diagrams. It suffices to bring $u$ to a finite range by setting e.g. $U=\arctan u$ and use the coordinates $T=U+v$ and $X=v-U$ to get such a diagram of $\mathscr{N}_{\mathrm{I}}$, as depicted in Fig. 15.10.

Let us describe the (vicinity of the) curvature singularity in the double null coordinates. In
the present case, where $M(v)=\alpha v / 2$, the Kretschmann scalar (15.32) reduces to

$$
\begin{equation*}
K=12 \alpha^{2} \frac{v^{2}}{r^{6}} \tag{15.59}
\end{equation*}
$$

where $r$ is the function of ( $u, v$ ) given implicitly by Eq. (15.52) (or explicitly by Eq. (15.54) in the case $\alpha=1 / 9$ ). The above expression shows that $K$ diverges only if $r \rightarrow 0$. This limit occurs only for $v \rightarrow 0$ in the subregion $u \geq 0$ of $\mathscr{I}_{\mathrm{I}}$. There, Eq. (15.56) leads to $K \sim 12 \alpha^{2} x_{2}^{6} / v^{4}$, which actually diverges as $v \rightarrow 0$. We conclude:

## Property 15.15: curvature singularity in region $\mathscr{N}_{\mathrm{I}}$

In $\mathscr{N}_{\mathrm{I}}$, the curvature singularity corresponds to $u \geq 0$ and $v \rightarrow 0$.
This curvature singularity corresponds to the zigzag segment in right part of Fig. 15.10.

## The $\mathscr{N}_{\text {II }}$ region

On $\mathscr{N}_{\text {II }}$, let us introduce the parameter $u^{\prime}$ such that

$$
\begin{equation*}
r_{0}=\left|u^{\prime}\right|^{-x_{1} /\left(x_{2}-x_{1}\right)} . \tag{15.60}
\end{equation*}
$$

Then Eq. (15.49) yields $\left|u^{\prime}\right|=\left|v / x_{2}-r\right| /\left(v / x_{1}-r\right)^{x_{2} / x_{1}}$. Choosing the sign of $u^{\prime}$ such that $u^{\prime} \rightarrow-\infty$ at the outer boundary of $\mathscr{N}_{\text {II }}\left(r \rightarrow v / x_{1}\right)$, we get

$$
\begin{equation*}
u^{\prime}=\frac{v / x_{2}-r}{\left(v / x_{1}-r\right)^{x_{2} / x_{1}}} . \tag{15.61}
\end{equation*}
$$

We may then consider $\left(u^{\prime}, v, \theta, \varphi\right)$ as a coordinate system on $\mathscr{N}_{\text {II }}$.
Remark 1: Contrary to the range of $u$ on $\mathscr{I}_{\mathrm{T}}$, which is $(-\infty,+\infty)$, the range of $u^{\prime}$ on $\mathscr{N}_{\text {II }}$ is bounded from above by a function of $v$, which is given by Eq. (15.68) below.

Example 5: For $\alpha=1 / 9$, i.e. $x_{1}=3$ and $x_{2}=6$, Eq. (15.61) reduces to

$$
\begin{equation*}
u^{\prime}=\frac{v / 6-r}{(v / 3-r)^{2}} . \tag{15.62}
\end{equation*}
$$

This relation can be inverted, yielding an explicit expression for $r\left(u^{\prime}, v\right)$ :

$$
\begin{equation*}
r=\frac{v}{3}+\frac{1}{2 u^{\prime}}\left(\sqrt{1-\frac{2}{3} u^{\prime} v}-1\right) . \tag{15.63}
\end{equation*}
$$

As above, the metric components in coordinates $\left(u^{\prime}, v, \theta, \varphi\right)$ are deduced from those in coordinates ( $v, r, \theta, \varphi$ ) [Eq. (15.17)] (cf. the notebook D.6.6 for the computation):

$$
\begin{equation*}
\boldsymbol{g}=-\frac{2 x_{1}}{\left(x_{2}-x_{1}\right) r}\left(\frac{v}{x_{1}}-r\right)^{x_{2} / 2} \mathbf{d} u^{\prime} \mathbf{d} v+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \quad\left(r<\frac{v}{x_{1}}\right), \tag{15.64}
\end{equation*}
$$

where $r=r\left(u^{\prime}, v\right)$ is defined implicitly by Eq. (15.61). Again, we get a double-null coordinate system adapted to the ingoing and outgoing radial null geodesics. Moreover, the coordinates $\left(u^{\prime}, v, \theta, \varphi\right)$ are regular since $g_{u^{\prime} v}$ is finite and non-vanishing in all $\mathscr{N}_{\text {II }}$. In addition, the homothetic Killing horizon $\mathscr{H}_{2}$, which is defined by $v / r=x_{2}$, is the hypersurface $u^{\prime}=0$ of $\mathscr{N}_{\text {II }}$. In $\mathscr{N}_{\text {I }} \cap \mathscr{N}_{\text {II }}$, we have $u>0$ and $u^{\prime}<0$. The relation between the two coordinates is obtained by equating the right-hand sides of Eqs. (15.51) and (15.60); one gets

$$
\begin{equation*}
u^{\prime}=-u^{-x_{2} / x_{1}} \quad \text { in } \mathscr{N}_{\mathrm{I}} \cap \mathscr{N}_{\mathrm{II}}, \tag{15.65}
\end{equation*}
$$

along with the following characterization of the two homothetic Killing horizons (cf. Fig. 15.10):

$$
\begin{array}{lll}
\mathscr{H}_{1}: & u=0, \quad u^{\prime} \rightarrow-\infty \\
\mathscr{H}_{2}: & u \rightarrow+\infty, \quad u^{\prime}=0 . \tag{15.66b}
\end{array}
$$

Example 6: For $\alpha=1 / 9\left(x_{1}=3\right.$ and $\left.x_{2}=6\right)$, Eq. (15.65) reduces to

$$
\begin{equation*}
u^{\prime}=-\frac{1}{u^{2}} \quad \text { in } \mathscr{N}_{\mathrm{I}} \cap \mathscr{N}_{\mathrm{II}} . \tag{15.67}
\end{equation*}
$$

Substituting this expression for $u^{\prime}$ in Eq. (15.63), one recovers Eq. (15.54).
Let us locate the curvature singularity at the boundary of $\mathscr{N}_{\text {II }}$. A necessary condition for the Kretschmann scalar (15.59) to diverge is $r\left(u^{\prime}, v\right) \rightarrow 0$. According to Eq. (15.57), this occurs along an outgoing radial null geodesic if, and only if, $x \rightarrow x_{2}$ or $x \rightarrow+\infty$. Now, let us rewrite Eq. (15.61) by substituting $x r$ for $v$ :

$$
u^{\prime}=\frac{x / x_{2}-1}{\left(x / x_{1}-1\right)^{x_{2} / x_{1}} r^{x_{2} / x_{1}-1}} .
$$

Since $u^{\prime}$ is fixed along the outgoing radial null geodesic, we recover from this expression the two limits $x \rightarrow x_{2}$ or $x \rightarrow+\infty$ in which $r\left(u^{\prime}, v\right) \rightarrow 0$ may occur. The first limit corresponds to $v \sim x_{2} r$ (actually the same behavior as (15.56) in $\mathscr{N}_{\mathrm{T}}$ ), which implies $v \rightarrow 0$. This leads to $K \sim 12 \alpha^{2} x_{2}^{6} / v^{4}$, which does diverge for $v \rightarrow 0$. For the second limit, $x \rightarrow+\infty$, we get

$$
u^{\prime} \sim \frac{x_{1}^{x_{2} / x_{1}}}{x_{2}(x r)^{x_{2} / x_{1}-1}}
$$

This implies that $x r=v$ tends to a finite value. Then $K=12 \alpha^{2} v^{2} / r^{6}$ diverges as $r^{-6}$ there. We conclude:

Property 15.16: curvature singularity in region $\mathscr{N}_{\text {II }}$
In $\mathscr{N}_{\text {II }}$, the limit $r \rightarrow 0$ always corresponds to a curvature singularity. This singularity is reached in two places, which constitute parts of the boundary of $\mathscr{N}_{\text {III }}$ : (i) $v \rightarrow 0$ (the zigzag segment inclined at $45^{\circ}$ in Fig. 15.10 left) and (ii) $u^{\prime} v^{x_{2} / x_{1}-1} \rightarrow x_{1}^{x_{2} / x_{1}} / x_{2}$ (the horizontal zigzag segment in Fig. 15.10 left). In particular, the ranges of the coordinates $\left(u^{\prime}, v\right)$ in $\mathscr{N}_{\text {II }}$
are

$$
\begin{equation*}
0<v \leq v_{0} \quad \text { and } \quad-\infty<u^{\prime}<\frac{x_{1}^{x_{2} / x_{1}}}{x_{2} v^{x_{2} / x_{1}-1}} \tag{15.68}
\end{equation*}
$$

Example 7: For $\alpha=1 / 9$, i.e. $x_{1}=3$ and $x_{2}=6$, Eq. (15.63) implies

$$
\begin{equation*}
\lim _{v \rightarrow 0} r=0 \quad \text { and } \quad \lim _{u^{\prime} v \rightarrow 3 / 2} r=0 \tag{15.69}
\end{equation*}
$$

The second limit agrees with the upper boundary for $u^{\prime}$ in (15.68), since the latter can be rewritten as $u^{\prime}<3 /(2 v)$ for $x_{1}=3$ and $x_{2}=6$.

As a particular case of Eq. (15.68), the maximal value of $u^{\prime}$ along an ingoing radial null geodesic with $v=v_{0}$ (geodesic on the outer edge of the radiation shell, cf. Fig. 15.10) is

$$
\begin{equation*}
u_{0}^{\prime}=\frac{x_{1}^{x_{2} / x_{1}}}{x_{2} v_{0}^{x_{2} / x_{1}-1}} \tag{15.70}
\end{equation*}
$$

### 15.4.3 Carter-Penrose diagram of the whole spacetime

A Carter-Penrose diagram of the whole Vaidya spacetime can be constructed by assembling the Carter-Penrose diagrams obtained for the radiation region $\mathscr{M}_{\mathrm{rad}}$ (Fig. 15.10) with Carter-Penrose diagrams of the Minkowski region $(v<0)$ and of the Schwarzschild region $\left(v>v_{0}\right)$. To achieve this, one should locate the black hole event horizon $\mathscr{H}$ in $\mathscr{M}_{\text {rad }}$. Given that $x_{A}=\alpha^{-1}>x_{1}$ (cf. Sec. 15.4.1), one has $\mathscr{H} \cap \mathscr{M}_{\mathrm{rad}} \subset \mathcal{N}_{\mathrm{II}}$. Since $\mathscr{H}$ is generated by outgoing radial null geodesics, $\mathscr{H} \cap \mathscr{M}_{\text {rad }}$ lies a constant value of $u^{\prime}$, which we shall denote by $u_{\mathscr{H}}^{\prime}$. The value of $u^{\prime} \mathscr{H}$ is obtained by setting $v=v_{0}$ and $r=2 m$ in Eq. (15.61). Using the identities $\alpha=2 m / v_{0}$ and $\alpha=2 /\left(x_{1} x_{2}\right)$, we get

$$
\begin{equation*}
u_{\mathscr{H}}^{\prime}=u_{0}^{\prime}\left(1-\frac{2}{x_{1}}\right)\left(1-\frac{2}{x_{2}}\right)^{-x_{2} / x_{1}} \tag{15.71}
\end{equation*}
$$

From the expressions of $x_{1}$ and $x_{2}$ in terms of $\alpha$ [Eq. (15.44)], it is easy to show that $u_{\mathscr{H}}^{\prime}<u_{0}^{\prime}$. Taking this property into account, one can draw $\mathscr{H}$ in the diagram of $\mathscr{N}_{\text {II }}$ of Fig. 15.10 and finally obtain the Carter-Penrose diagram of $\mathscr{M}$ shown in Fig. 15.11.

Example 8: For $v_{0}=18 m$, one has $\alpha=1 / 9, x_{1}=3$ and $x_{2}=6$, so that Eqs. (15.70) and (15.72) yield respectively $u_{0}^{\prime}=3 /\left(2 v_{0}\right)=1 /(12 m)$ and $u_{\mathscr{H}}^{\prime}=3 u_{0}^{\prime} / 4=9 /\left(8 v_{0}\right)=1 /(16 m)$.

The Carter-Penrose diagram of Fig. 15.11 enables us to fully solve the puzzle of multiple outgoing radial null geodesics emanating from the point $(t, r)=(0,0)$ raised at the beginning of Sec. 15.4.2: $(t, r)=(0,0)$, or equivalently, $(v, r)=(0,0)$, does not define a single point, but a full segment, denoted by $O_{1} O_{3}$ in Fig. 15.11. From each point of this segment, there emanates a single outgoing radial null geodesic (cf. the green solid lines in Fig. 15.11).

It is instructive to add the future outer trapping horizon $\mathscr{T}$ introduced in Sec. 15.3.5 to the Carter-Penrose diagram. To do so, we need the equation of $\mathscr{T}$ in terms of the double null coordinates. First of all, we notice that in $\mathscr{M}_{\mathrm{rad}}, \mathscr{T}$ is entirely contained in $\mathscr{N}_{\mathrm{II}}$. Indeed, $\mathscr{T}$


Figure 15.11: Carter-Penrose diagram of the collapsing Vaidya spacetime with $M(v)=\alpha v / 2$ (homothetic radiation region) and $\alpha<1 / 8$ (low energy density case). The Minkowski region $\mathscr{M}_{\text {Min }}$, radiation region $\mathscr{M}_{\text {rad }}$ and Schwarzschild region $\mathscr{M}_{\text {Sch }}$ are depicted in respectively pale blue, yellow and grey. Solid (resp. dashed) green lines are outgoing (resp. ingoing) radial null geodesics. Zigzag lines indicate curvature singularities. The hatched area is the black hole region, delimited by the event horizon $\mathscr{H}$. The red dot-filled area, delimited by the future outer trapping horizon $\mathscr{T}$ (red curve), is the region where the spheres $(t, r)=$ const are trapped surfaces. The points $A, B$ and $C$ are the same as in Fig. 15.8, while the point $O$ of Fig. 15.8 corresponds to the whole segment $O_{1} O_{3}$.
obeying $r=\alpha v$ [Eq. (15.35)], the property $\alpha<x_{2}^{-1}$ excludes $\mathscr{T}$ from $\mathscr{N}_{\mathrm{I}}$, by the definition (15.50) of the latter. It suffices then to express $\mathscr{T}$ in terms of the coordinates $\left(u^{\prime}, v\right)$ of $\mathscr{N}_{\text {II }}$. This is achieved by substituting $\alpha v$ for $r$ in Eq. (15.61) and making use of successively the identity $\alpha=2 /\left(x_{1} x_{2}\right)$, Eq. (15.71) and Eq. (15.70); one gets

$$
\begin{equation*}
\mathscr{T} \cap \mathscr{M}_{\mathrm{rad}}: \quad u^{\prime}=u_{\mathscr{H}}^{\prime}\left(\frac{v_{0}}{v}\right)^{x_{2} / x_{1}-1} \tag{15.72}
\end{equation*}
$$

Note that this implies $u^{\prime} \rightarrow+\infty$ for $v \rightarrow 0$ and $u^{\prime} \rightarrow u_{\mathscr{H}}^{\prime}$ for $v \rightarrow v_{0}$ (cf. Fig. 15.10).
Example 9: For our favorite example $\alpha=1 / 9\left(x_{1}=3\right.$ and $\left.x_{2}=6\right)$, the equation of $\mathscr{T} \cap \mathscr{M}_{\text {rad }}$ reduces to $u^{\prime}=u_{\mathscr{H}}^{\prime} v_{0} / v$, which corresponds to a branch of hyperbola in the $\left(u^{\prime}, v\right)$ plane.

Historical note : The split of $\mathscr{M}_{\text {rad }}$ in two regions, denoted here $\mathscr{N}_{\text {I }}$ and $\mathscr{N}_{\text {II }}$, in order to get regular double-null coordinate systems, has been performed by B. Waugh and Kayll Lake in 1986 [455]. The double-null coordinates $(u, v)$ and $\left(u^{\prime}, v\right)$ introduced above are theirs, except for some constant factors. Four years before, William A. Hiscock, Leslie G. Williams and Douglas M. Eardley [254] exhibited a


Figure 15.12: Same as Fig. 15.11, with in addition the remote observer $\mathscr{O}$, the partial Cauchy surface $\Sigma$ and its future Cauchy development $D^{+}(\Sigma)$ (blue hatched area, cf. Sec. 10.8.3 for the definition), which is bounded in the future by the Cauchy horizon $\mathscr{H}_{\mathrm{C}}$ and the future null infinity $\mathscr{I}^{+}$.

Carter-Penrose diagram similar to that of Fig. 15.11 except that the Cauchy horizon (to be discussed below) and the event horizon coincide (Fig. 2 in Ref. [254]). Such a configuration is obtained by adding a radiation surface layer (Dirac delta) at $v=v_{0}$. However, as discussed in Ref. [455], these authors have not set up regular double-null coordinates in $\mathscr{M}_{\mathrm{rad}}$, so that their construction can be seen as heuristic. In 1984, Yuhji Kuroda [296] exhibited a Carter-Penrose diagram again similar to that of Fig. 15.7, except for the radiation region extending to $\mathscr{I}^{+}$(no pure Schwarzschild exterior but $M^{\prime}(v) \rightarrow 0$ for $v \rightarrow+\infty$ ) (Fig. 3 in Ref. [296]). The case of a radiation region bounded by $v=v_{0}$, as here, can be found in Fig. 1 of a 2007 article by Brien C. Nolan [344].

### 15.4.4 Naked singularity and Cauchy horizon

We recover on the Carter-Penrose diagram of Fig. 15.11 the naked singularity feature noticed in Sec. 15.4.1: light rays emitted by the curvature singularity between $O_{1}$ and $O_{2}$ reach the future null infinity $\mathscr{I}^{+}$of the Schwarzschild exterior. This means that the singularity is visible to remote observers, such as observer $\mathscr{O}$ in Fig. 15.12. This contrasts with the curvature singularity of the Vaidya collapse with $\alpha>1 / 8$ (compare Fig. 15.7 with Fig. 15.11). The latter is indeed located at the "future boundary" of spacetime, so that no causal geodesic can originate from it.

Remark 2: The part $O_{2} O_{3}$ of the curvature singularity (cf. Fig. 15.11) is visible to observers that fall into the black hole, but remains hidden to remote observers. For this reason, the singularity $O_{2} O_{3}$ is
called locally naked, while $O_{1} O_{2}$ is called globally naked. For remote observers, one may say that the singularity $\mathrm{O}_{2} \mathrm{O}_{3}$ is "clothed" by the event horizon $\mathscr{H}$.

Remark 3: The curvature singularity of the Vaidya spacetime with $v_{0}<16 m$ (Fig. 15.7) is not even locally naked: observers falling into the black hole region never see it until they hit it at the end of their lives.

The part $(v, r)=(0,0)$ of the curvature singularity, i.e. the segment $O_{1} O_{3}$ in the diagram of Fig. 15.11 corresponds to a past null boundary of spacetime. Such a singularity is generically called a shell-focusing singularity. This terms has been coined by Eardley \& Smarr [160], who discovered this type of singularity in spherically symmetric inhomogeneous dust collapse. Due to its past null character, a shell-focusing singularity is always locally naked: close observers can see it.

Remote observers see the naked singularity as soon as they cross the null hypersurface $\mathscr{H}_{\mathrm{C}}$ generated by the outgoing radial null geodesics emanating from the birth of the singularity at $u=0$ in $\mathscr{N}_{1}$ (point $O_{1}$ in Figs. 15.11 and 15.12 ). $\mathscr{H}_{\mathrm{C}}$ can be seen as the null hypersurface extending the homothetic Killing horizon $\mathscr{H}_{1}$ introduced in Sec. 15.4.1 beyond the radiation region, i.e. one has $\mathscr{H}_{\mathrm{C}} \cap \mathscr{M}_{\mathrm{rad}}=\mathscr{H}_{1}$. The hypersurface $\mathscr{H}_{\mathrm{C}}$ is actually the future Cauchy horizon ${ }^{6}$ of any partial Cauchy surface $\Sigma$ that encounters the Minkowkski region ${ }^{7}$. In other words, the region of spacetime in the future of $\mathscr{H}_{\mathrm{C}}$ cannot be entirely predicted from initial data on $\Sigma$ and the Einstein equation. In particular, data from the naked curvature singularity $O_{1} O_{3}$ is required. Since a curvature singularity marks a validity limit of general relativity, one cannot unambiguously prescribe data there. This seriously hampers the predictability of general relativity alone for describing the region beyond $\mathscr{H}_{\mathrm{C}}$. For instance, a burst of radiation could come out at any time from the naked singularity and change the fate of observers travelling in this region. This regards all remote observers at a sufficiently advanced amount of their proper time, since any such observer necessarily crosses $\mathscr{H}_{\mathrm{C}}$ at some point (cf. observer $\mathscr{O}$ in Fig. 15.12, noticing that the worldlines of all remote observers terminate at the future timelike infinity $i^{+}$).

### 15.5 Going further

For simplicity, we have mostly restricted ourselves to $M(v)$ linear in the radiation region, except in Secs. 15.3.4 and 15.3.5. This allowed us to benefit from an extra symmetry (homothetic Killing vector) and to get exact solutions for the outgoing radial null geodesics. The obtained results are nevertheless representative of those for more general functions $M(v)$. In particular, the criterion for having a shell-focusing singularity with a generic function $M(v)$ remains $\alpha<1 / 8$, provided that $\alpha$ is defined as

$$
\begin{equation*}
\alpha:=\lim _{v \rightarrow 0^{+}} \frac{2 M(v)}{v} . \tag{15.73}
\end{equation*}
$$

[^143]See Ref. $[296,176]$ for details. Of course, for $M(v)=m v / v_{0}$, the above definition of $\alpha$ reduces to (15.18). For $\alpha<1 / 8$, a new possibility may occur: that of a shell-focusing singularity that lies entirely in the black hole region, i.e. that is naked locally but not globally, contrary to what happens for $M(v)$ linear (Sec. 15.4). See e.g. Fig. 4 of Ref. [22] or Fig. 9.20 of Ref. [223] for the corresponding Carter-Penrose diagram. Actually, the Vaidya collapse depicted in Fig. 15.5 lies in this category: it has $M(v)=m\left(v / v_{0}\right)^{3}\left[6\left(v / v_{0}\right)^{2}-15 v / v_{0}+10\right]$, so that Eq. (15.73) yields $\alpha=0$. The singularity is entirely located in the black hole region and appears to be locally naked (note the outgoing radial null geodesic emerging from it near $(t, r)=(0,0)$ in Fig. 15.5).

It is worth to stress that in the literature, many studies regard the outgoing Vaidya metric, starting from the original studies (cf. the historical note on p. 580), because they are motivated either by the modelling of radiating bodies or the study of black hole evaporation. Nonetheless, most results are applicable to Vaidya collapse (which is based on the ingoing version of the metric) by performing some time reversal. For instance, one can infer from the recent study [129] that for an imploding Vaidya spacetime without any Minkowksi region ( $v$ spanning the range $\left(-\infty, v_{0}\right)$ in the radiation region), but such that $\lim _{v \rightarrow-\infty} M(v)=0$, there is a curvature singularity at the null boundary $v \rightarrow-\infty$ of spacetime, whatever the choice of the non-decreasing mass function $M(v)$.
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## Evolution and thermodynamics of black holes
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### 16.1 Introduction

This chapter is in a draft stage.

### 16.2 Towards the first law of black hole dynamics

### 16.2.1 Mass variation formula for Kerr black holes

In this section, we assume 4-dimensional general relativity. Let us consider an initially isolated Kerr black hole of mass and spin parameters $(m, a)$ that is perturbed by the arrival of some external body or some gravitational radiation. After some transitory dynamical regime (e.g. absorption of the incoming body and emission of gravitational waves), the black hole relaxes to a new equilibrium configuration. According to the no-hair theorem (Property 5.38, Sec. 5.6), the final state has to be a Kerr black hole, of parameters $(m+\delta m, a+\delta a)$ say. All global properties of the black hole (cf. Sec. 10.6) are changed accordingly and we are going to express the change in the Komar mass $M=m$ [Eq. (10.77)] in terms of the change in the area $A=8 \pi m\left(m+\sqrt{m^{2}-a^{2}}\right)$ [Eq. (10.82)] and in the angular momentum $J=a m$ [Eq. (10.79)].

Rewriting formula (10.82) as $A=8 \pi\left(M^{2}+\sqrt{M^{4}-J^{2}}\right)$ and differentiating, we get, for small variations $\delta M$ and $\delta J$ of $M$ and $J$,

$$
\frac{1}{8 \pi} \delta A=2 M \delta M+\frac{2 M^{3}}{\sqrt{M^{4}-J^{2}}} \delta M-\frac{J}{\sqrt{M^{4}-J^{2}}} \delta J
$$

or equivalently

$$
\delta M=\frac{1}{8 \pi} \underbrace{\frac{\sqrt{M^{4}-J^{2}}}{2 M\left(M^{2}+\sqrt{M^{4}-J^{2}}\right)}}_{\kappa} \delta A+\underbrace{\frac{J}{2 M\left(M^{2}+\sqrt{M^{4}-J^{2}}\right)}}_{\Omega_{\mathscr{H}}} \delta J,
$$

where the identifications of the black hole's surface gravity $\kappa$ and rotation velocity $\Omega_{\mathscr{H}}$ result from Eqs. (10.76) and (10.68) respectively. Hence we get

$$
\begin{equation*}
\delta M=\frac{\kappa}{8 \pi} \delta A+\Omega_{\mathscr{H}} \delta J . \tag{16.1}
\end{equation*}
$$

### 16.2.2 General mass variation formula

The mass variation formula (16.1) can be derived in a much more general framework, without assuming that it corresponds to changes between two nearby Kerr solutions and without restricting the spacetime dimension to 4 or assuming that the event horizon is connected. It even holds for other gravity theories than general relativity, more specifically for any theory based on a diffeomorphism-covariant lagrangian; see Wald's review article [450] for details.

Here we establish the mass variation formula for two nearby black hole equilibrium configurations, from integral mass formulas obtained in Chap. 5. More precisely, we consider a stationary spacetime $(\mathscr{M}, \boldsymbol{g})$ that contains a black hole and a "nearby" black hole spacetime $(\mathscr{M}, \boldsymbol{g}+\delta \boldsymbol{g})$ that has the same symmetries (stationarity and possible axisymmetries) as $(\mathscr{M}, \boldsymbol{g})$. We shall call $(\mathscr{M}, \boldsymbol{g}+\delta \boldsymbol{g})$ the perturbed spacetime, although we do not require that $(\mathscr{M}, \boldsymbol{g}+\delta \boldsymbol{g})$ is obtained from $(\mathscr{M}, \boldsymbol{g})$ by some specific physical perturbation. Note that the same manifold $\mathscr{M}$ is used for both spacetimes. There is no loss of generality in doing so, since the perturbed manifold must be diffeomorphic to the original one, which allows one to identify the two manifolds. In particular, both manifolds have the same topology: one would not qualify as "nearby" a manifold with a distinct topology.

## Property 16.1: mass variation formula for generic black holes

Let $(\mathscr{M}, \boldsymbol{g})$ be a stationary spacetime of dimension $n \geq 4$ (stationary Killing vector $\boldsymbol{\xi}$ ) that contains a black hole, the event horizon of which has $K \geq 1$ connected components $\mathscr{H}_{1}$, $\ldots, \mathscr{H}_{K}$. We shall assume that each $\mathscr{H}_{k}$ is a Killing horizon with respect to a Killing vector $\boldsymbol{\chi}_{k}$. This is guaranteed with $\boldsymbol{\chi}_{k}=\boldsymbol{\xi}$ if $\mathscr{H}_{k}$ is non-rotating ( $\boldsymbol{\xi}$ null on all $\mathscr{H}_{k}$; Property 5.23), while if $\mathscr{H}_{k}$ is rotating ( $\xi$ spacelike on some parts of $\mathscr{H}_{k}$ ), this holds under the hypotheses
of the strong rigidity theorem (Property 5.25), with

$$
\begin{equation*}
\boldsymbol{\chi}_{k}=\boldsymbol{\xi}+\sum_{i=1}^{L_{k}} \Omega_{\mathscr{H}_{k}}^{(i)} \boldsymbol{\eta}_{\mathscr{H}_{k}(i)} \tag{16.2}
\end{equation*}
$$

where $1 \leq L_{k} \leq[(n-1) / 2]$, the $\Omega_{\mathscr{H}_{k}}^{(i)}$ 's are constants and the $\boldsymbol{\eta}_{\mathscr{H}_{k}(i)}$ 's are axisymmetric Killing vectors (Property 5.26). We shall encompass both the non-rotating case and the rotating one by allowing $L_{k}$ to take the value 0 in Eq. (16.2) so that $\boldsymbol{\chi}_{k}=\boldsymbol{\xi}$ is recovered if $\mathscr{H}_{k}$ is non-rotating. Let $J_{\mathscr{H}_{k}}^{(i)}$ be the Komar angular momentum with respect to $\boldsymbol{\eta}_{\mathscr{H}_{k}(i)}$ over any cross-section of $\mathscr{H}_{k}$ [Eq. (5.61)]. Being a non-expanding horizon, each $\mathscr{H}_{k}$ has a well defined area $A_{k}$ (Property 3.1). Let $\kappa_{k}$ be the surface gravity of $\mathscr{H}_{k}$, i.e. the coefficient such that $\nabla_{\chi_{k}} \chi_{k}=\kappa_{k} \chi_{k}$ on $\mathscr{H}_{k}$ [cf. Eq. (3.29)]. Let us assume that the null dominance condition (3.43) is fulfilled on $\mathscr{H}_{k}$ or that $\mathscr{H}_{k}$ is part of a bifurcate Killing horizon; by the zeroth law of black hole dynamics (Property 3.10 or 3.16 ), this implies that $\kappa_{k}$ is constant. Let $(\mathscr{M}, \boldsymbol{g}+\delta \boldsymbol{g})$ be a nearby stationary spacetime sharing the same characteristics. The change $\delta M_{\infty}$ in Komar mass at infinity (cf. Property 5.16) between the two spacetimes is related to the changes $\delta A_{k}$ in area and to the changes $\delta J_{\mathscr{H}_{k}}^{(i)}$ in Komar angular momentum by

$$
\begin{align*}
\delta M_{\infty}= & \sum_{k=1}^{K}\left(\frac{\kappa_{k}}{8 \pi} \delta A_{k}+\sum_{i=1}^{L_{k}} \Omega_{\mathscr{H}_{k}}^{(i)} \delta J_{\mathscr{H}_{k}}^{(i)}\right) \\
& +\frac{1}{16 \pi} \int_{\Sigma} G^{\mu \nu} \delta g_{\mu \nu} \xi_{\rho} \mathrm{d} V^{\rho}-\frac{1}{8 \pi} \delta \int_{\Sigma} G_{\mu \nu} \xi^{\mu} \mathrm{d} V^{\nu} \tag{16.3}
\end{align*}
$$

where (i) $\Sigma$ is any asymptotically flat spacelike hypersurface, the inner boundary of which is an axisymmetric cross-section $\mathscr{S}$ of the event horizon, i.e. $\mathscr{S}=\cup_{k=1}^{K} \mathscr{S}_{k}$ with $\mathscr{S}_{k}:=$ $\Sigma \cap \mathscr{H}_{k}$ and $\boldsymbol{\eta}_{\mathscr{H}_{k}(i)}$ tangent to $\mathscr{S}_{k}$ for $i \in\left\{1, \ldots, L_{k}\right\}$, (ii) $\boldsymbol{G}$ is the Einstein tensor of $\boldsymbol{g}$ and (iii) $\mathrm{d} \boldsymbol{V}$ is the normal volume element vector of $\Sigma$, as defined by Eq. (5.45).

Proof. We may consider that the black hole event horizon $\mathscr{H}$ is the same hypersurface in both spacetimes $(\mathscr{M}, \boldsymbol{g})$ and $(\mathscr{M}, \boldsymbol{g}+\delta \boldsymbol{g})$. If the horizons would differ, we could find a diffeomorphism $\mathscr{M} \rightarrow \mathscr{M}$ that would map the original horizon to the perturbed spacetime's horizon. Similarly, there is no loss of generality in considering that the Killing vectors $\boldsymbol{\xi}$ and $\boldsymbol{\eta}_{\mathscr{H}_{k}(i)}$ generating the stationarity and axisymmetries are identical, as vector fields on $\mathscr{M}$ :

$$
\begin{equation*}
\delta \boldsymbol{\xi}=0 \quad \text { and } \quad \delta \boldsymbol{\eta}_{\mathscr{H}_{k}(i)}=0 \tag{16.4}
\end{equation*}
$$

This amounts to identifying the orbits of the isometry group actions in the two spacetimes. Given that $\mathscr{H}$ is globally invariant by these group actions, this requirement is compatible with the identification of $\mathscr{H}$ in both spacetimes. Let us introduce the short-hand notation $\boldsymbol{h}:=\delta \boldsymbol{g}$, or in index notation $h_{\alpha \beta}=\delta g_{\alpha \beta}$. In what follows, indices are raised or lowered with the unperturbed metric $\boldsymbol{g}$. In particular, $h^{\alpha \beta}:=g^{\alpha \mu} g^{\beta \nu} h_{\mu \nu}$. Note that $h^{\alpha \beta} \neq \delta g^{\alpha \beta}$. Actually, by variation of the identity $g^{\alpha \mu} g_{\mu \beta}=\delta^{\alpha}{ }_{\beta}$, one gets $\delta g^{\alpha \beta}=-h^{\alpha \beta}$. The starting point for proving
(16.3) is the variation of the generalized Smarr formula (5.82):

$$
\begin{align*}
\frac{2(n-3)}{n-2} \delta M_{\infty}= & \sum_{k=1}^{K}\left[\frac{1}{4 \pi}\left(A_{k} \delta \kappa_{k}+\kappa_{k} \delta A_{k}\right)+2 \sum_{i=1}^{L_{k}}\left(J_{\mathscr{H}_{k}}^{(i)} \delta \Omega_{\mathscr{H}_{k}}^{(i)}+\Omega_{\mathscr{H}_{k}}^{(i)} \delta J_{\mathscr{H}_{k}}^{(i)}\right)\right] \\
& -\frac{1}{4 \pi} \delta \int_{\Sigma} R_{\mu \nu} \xi^{\nu} \mathrm{d} V^{\mu}, \tag{16.5}
\end{align*}
$$

where $\Sigma$ is any asymptotically flat spacelike hypersurface, the inner boundary of which is a cross-section of the event horizon, i.e. some union of cross-sections $\mathscr{S}_{k}$ of the connected components $\mathscr{H}_{k}$ and $\mathrm{d} V^{\mu}$ is the normal volume element vector of $\Sigma$ defined by Eq. (5.45). Let us start by evaluating the term $A_{k} \delta \kappa_{k}$ in the above formula. For the sake of brevity, we shall drop the index $k$ in what follows, given that we temporarily focus on a single connected component $\mathscr{H}_{k}$ of the event horizon $\mathscr{H}$. The surface gravity $\kappa\left(=\kappa_{k}\right)$ is given by Eq. (3.31): $2 \kappa=k^{\mu} \partial_{\mu}\left(\chi_{\nu} \chi^{\nu}\right)$, where $\chi\left(=\chi_{k}\right)$ is the Killing vector normal to the Killing horizon $\mathscr{H}_{k}$ and $\boldsymbol{k}$ is a null vector field defined on $\mathscr{H}_{k}$, transverse to $\mathscr{H}_{k}$, normal to the cross-section $\mathscr{S}_{k}=\mathscr{H}_{k} \cap \Sigma$ and normalized by $\boldsymbol{\chi} \cdot \boldsymbol{k}=-1$. Note that the pair $(\boldsymbol{\chi}, \boldsymbol{k})$ is a null basis of the normal plane $T_{p}^{\perp} \mathscr{S}_{k}$ at each point $p \in \mathscr{S}_{k}, \chi$ playing the role of the vector $\boldsymbol{\ell}$ in Fig. 2.10. Varying the above expression of $\kappa$ yields

$$
\begin{aligned}
2 \delta \kappa & =\delta k^{\mu} \partial_{\mu}\left(\chi_{\nu} \chi^{\nu}\right)+k^{\mu} \partial_{\mu}\left(\delta \chi_{\nu} \chi^{\nu}+\chi_{\nu} \delta \chi^{\nu}\right) \\
& =\delta k^{\mu} \nabla_{\mu}\left(\chi_{\nu} \chi^{\nu}\right)+k^{\mu} \nabla_{\mu}\left(\delta \chi_{\nu} \chi^{\nu}+\chi_{\nu} \delta \chi^{\nu}\right) \\
& =2 \delta k^{\mu} \chi^{\nu} \nabla_{\mu} \chi_{\nu}+k^{\mu}\left(\chi^{\nu} \nabla_{\mu} \delta \chi_{\nu}+\delta \chi_{\nu} \nabla_{\mu} \chi^{\nu}+\delta \chi^{\nu} \nabla_{\mu} \chi_{\nu}+\chi_{\nu} \nabla_{\mu} \delta \chi^{\nu}\right) \\
& =2 \delta k^{\mu} \chi^{\nu} \nabla_{\mu} \chi_{\nu}+k^{\mu}\left[\chi^{\nu}\left(\nabla_{\mu} \delta \chi_{\nu}+\nabla_{\nu} \delta \chi_{\mu}\right)+2 \delta \chi_{\nu} \nabla_{\mu} \chi^{\nu}+\delta \chi^{\nu} \nabla_{\mu} \chi_{\nu}+\chi_{\nu} \nabla_{\mu} \delta \chi^{\nu}\right] \\
& =2 \delta k^{\mu} \chi_{\nu} \nabla_{\mu} \chi^{\nu}+\left(\chi^{\mu} k^{\nu}+k^{\mu} \chi^{\nu}\right) \nabla_{\mu} \delta \chi_{\nu}+k^{\mu}\left(2 \delta \chi_{\nu} \nabla_{\mu} \chi^{\nu}+\delta \chi^{\nu} \nabla_{\mu} \chi_{\nu}+\chi_{\nu} \nabla_{\mu} \delta \chi^{\nu}\right) .
\end{aligned}
$$

To get the last but one line, we have used the identity $\chi^{\nu} \nabla_{\nu} \delta \chi_{\mu}+\delta \chi_{\nu} \nabla_{\mu} \chi^{\nu}=0$, which expresses the vanishing of the Lie derivative of the 1 -form $\delta \underline{\boldsymbol{\chi}}$ along $\boldsymbol{\chi}$ [Eq. (A.89) with $(k, \ell)=(0,1)$ ]:

$$
\begin{equation*}
\mathcal{L}_{\chi} \delta \underline{\chi}=0 \tag{16.6}
\end{equation*}
$$

The invariance property (16.6) holds because $\boldsymbol{\chi}$ is a normal 1 -form to $\mathscr{H}_{k}$ (i.e. a vector $\boldsymbol{v}$ is tangent to $\mathscr{H}_{k}$ iff $\langle\underline{\boldsymbol{\chi}}, \boldsymbol{v}\rangle=0$ ) and since $\mathscr{H}_{k}$ is the same hypersurface in the original and the perturbed spacetime, $\underline{\boldsymbol{\chi}}+\delta \underline{\boldsymbol{\chi}}$ is a normal 1-form of $\mathscr{H}_{k}$ as well. Two normal 1-forms to a given hypersurface are necessarily collinear: there exists a scalar field $\lambda$ such that $\underline{\boldsymbol{\chi}}+\delta \underline{\boldsymbol{\chi}}=\lambda \underline{\boldsymbol{\chi}}$. Setting $\delta \lambda:=\lambda-1$, we get

$$
\begin{equation*}
\delta \underline{\boldsymbol{\chi}}=\delta \lambda \underline{\boldsymbol{\chi}} . \tag{16.7}
\end{equation*}
$$

Then $\mathcal{L}_{\chi} \underline{\delta \boldsymbol{\chi}}=\left(\mathcal{L}_{\chi} \delta \lambda\right) \underline{\boldsymbol{\chi}}+\delta \lambda \mathcal{L}_{\chi} \underline{\boldsymbol{\chi}}$. But $\mathcal{L}_{\chi} \underline{\boldsymbol{\chi}}=0$ for $\boldsymbol{\chi}$ is a Killing vector of $(\mathscr{M}, \boldsymbol{g})$ and, thanks to Eq. (16.2), $\mathcal{L}_{\chi} \bar{\delta} \lambda=\mathcal{L}_{\xi} \delta \lambda+\sum_{i=1}^{L} \Omega^{(i)} \mathcal{L}_{\boldsymbol{\eta}_{(i)}} \delta \lambda=0+0=0$ because $\boldsymbol{\xi}$ and $\boldsymbol{\eta}_{(i)}$ are symmetry generators of both $(\mathscr{M}, \boldsymbol{g})$ and $(\mathscr{M}, \boldsymbol{g}+\delta \boldsymbol{g})$ [cf. Eq. (16.4)]; this establishes (16.6). On the other side, we have

$$
\begin{equation*}
\delta \chi^{\alpha}=\sum_{i=1}^{L} \delta \Omega^{(i)} \eta_{(i)}^{\alpha} \quad \text { and } \quad \delta \chi_{\alpha}=h_{\alpha \mu} \chi^{\mu}+\sum_{i=1}^{L} \delta \Omega^{(i)} \eta_{(i) \alpha} . \tag{16.8}
\end{equation*}
$$

The first formula readily follows from Eqs. (16.2) and (16.4), while the second one follows from $\chi_{\alpha}=g_{\alpha \mu} \chi^{\mu}$, which implies $\delta \chi_{\alpha}=\delta g_{\alpha \mu} \chi^{\mu}+g_{\alpha \mu} \delta \chi^{\mu}$, where $\delta g_{\alpha \mu}=: h_{\alpha \mu}$. By means of Eq. (16.8), we can rewrite the last two terms in the above expression of $\delta \kappa$ as $^{1}$

$$
\delta \chi^{\nu} \nabla_{\mu} \chi_{\nu}+\chi_{\nu} \nabla_{\mu} \delta \chi^{\nu}=\sum_{i=1}^{L} \delta \Omega^{(i)}\left(\eta_{(i)}^{\nu} \nabla_{\mu} \chi_{\nu}+\chi_{\nu} \nabla_{\mu} \eta_{(i)}^{\nu}\right)=2 \sum_{i=1}^{L} \delta \Omega^{(i)} \chi_{\nu} \nabla_{\mu} \eta_{(i)}^{\nu} .
$$

The last equality follows from $\eta_{(i)}^{\nu} \nabla_{\mu} \chi_{\nu}=-\eta_{(i)}^{\nu} \nabla_{\nu} \chi_{\mu}($ Killing equation for $\chi)=-g_{\mu \sigma} \eta_{(i)}^{\nu} \nabla_{\nu} \chi^{\sigma}=$ $-g_{\mu \sigma} \chi^{\nu} \nabla_{\nu} \eta_{(i)}^{\sigma}\left(\chi\right.$ and $\boldsymbol{\eta}_{(i)}$ commute, cf. Property 5.26) $=-\chi^{\nu} \nabla_{\nu} \eta_{(i) \mu}=\chi^{\nu} \nabla_{\mu} \eta_{(i) \nu}$ (Killing equation for $\left.\boldsymbol{\eta}_{(i)}\right)$. Accordingly, the formula for $\delta \kappa$ becomes

$$
\begin{equation*}
\delta \kappa=\frac{1}{2}\left(k^{\mu} \chi^{\nu}+\chi^{\mu} k^{\nu}\right) \nabla_{\mu} \delta \chi_{\nu}+\sum_{i=1}^{L} \delta \Omega^{(i)} k^{\mu} \chi^{\nu} \nabla_{\mu} \eta_{(i) \nu}+\underbrace{\left(\delta k^{\mu} \chi_{\nu}+k^{\mu} \delta \chi_{\nu}\right) \nabla_{\mu} \chi^{\nu}}_{\mathcal{A}} . \tag{16.9}
\end{equation*}
$$

Let us show that $\mathcal{A}=0$. Thanks to Eq. (16.7), we have $\mathcal{A}=\left(\delta k^{\mu} \chi_{\nu}+\delta \lambda k^{\mu} \chi_{\nu}\right) \nabla_{\mu} \chi^{\nu}=$ $\left(\delta k^{\mu}+\delta \lambda k^{\mu}\right) \nabla_{\mu}\left(\chi_{\nu} \chi^{\nu}\right) / 2$. Now, since $\mathscr{H}_{k}$ is a Killing horizon, we have $\nabla_{\mu}\left(\chi_{\nu} \chi^{\nu}\right)=2 \kappa \chi_{\mu}$ on $\mathscr{H}_{k}$ [Eq. (3.31)]. This yields $\mathcal{A}=\kappa \chi_{\mu}\left(\delta k^{\mu}+\delta \lambda k^{\mu}\right)=\kappa\left(\chi_{\mu} \delta k^{\mu}-\delta \lambda\right)$, since $\chi_{\mu} k^{\mu}=-1$ from the definition of $\boldsymbol{k}$. Now, the variation of $\chi_{\mu} k^{\mu}=-1$ gives $\delta \chi_{\mu} k^{\mu}+\chi_{\mu} \delta k^{\mu}=0$, which in view of Eq. (16.7), can be rewritten as $\delta \lambda \chi_{\mu} k^{\mu}+\chi_{\mu} \delta k^{\mu}=0$, or equivalently $-\delta \lambda+\chi_{\mu} \delta k^{\mu}=0$, hence $\mathcal{A}=0$. Let us now consider the first term in the right-hand side of Eq. (16.9); we may rewrite it as

$$
\left(\chi^{\mu} k^{\nu}+k^{\mu} \chi^{\nu}\right) \nabla_{\mu} \delta \chi_{\nu}=\left(q^{\mu \nu}-g^{\mu \nu}\right) \nabla_{\mu} \delta \chi_{\nu}
$$

where $q^{\mu \nu}$ stands for the double metric dual of the metric $\boldsymbol{q}$ induced by $\boldsymbol{g}$ on the cross-section $\mathscr{S}_{k}$ of $\mathscr{H}_{k}: \boldsymbol{q}=\boldsymbol{g}+\underline{\boldsymbol{\chi}} \otimes \underline{\boldsymbol{k}}+\underline{\boldsymbol{k}} \otimes \underline{\boldsymbol{\chi}}$ (cf. Eq. (2.34) with $\boldsymbol{\ell}$ standing for $\boldsymbol{\chi}$ ). Now, thanks to Eq. (16.7),

$$
q^{\mu \nu} \nabla_{\mu} \delta \chi_{\nu}=q^{\mu \nu} \nabla_{\mu}\left(\delta \lambda \chi_{\nu}\right)=\nabla_{\mu} \delta \lambda \underbrace{q^{\mu \nu} \chi_{\nu}}_{0}+\delta \lambda \underbrace{q^{\mu \nu} \nabla_{\mu} \chi_{\nu}}_{0}=0,
$$

where $q^{\mu \nu} \chi_{\nu}=0$ holds for $\chi$ is normal to $\mathscr{S}_{k}$ (cf. Eq. (2.48) with $\ell$ standing for $\chi$ ) and $q^{\mu \nu} \nabla_{\mu} \chi_{\nu}=0$ follows from $\nabla_{\mu} \chi_{\nu}=\left(a_{\mu} \chi_{\nu}-a_{\nu} \chi_{\mu}\right) / 2$ on $\mathscr{H}_{k}$ [Eq. (3.34)] combined with $q^{\mu \nu} \chi_{\nu}=0$. Hence

$$
\begin{aligned}
\left(\chi^{\mu} k^{\nu}+k^{\mu} \chi^{\nu}\right) \nabla_{\mu} \delta \chi_{\nu} & =-g^{\mu \nu} \nabla_{\mu} \delta \chi_{\nu}=-\nabla^{\mu} \delta \chi_{\mu}=-\nabla^{\mu}\left(h_{\mu \nu} \chi^{\nu}+\sum_{i=1}^{L} \delta \Omega^{(i)} \eta_{(i) \mu}\right) \\
& =-\chi^{\nu} \nabla^{\mu} h_{\mu \nu}-\underbrace{h_{\mu \nu} \nabla^{\mu} \chi^{\nu}}_{0}-\sum_{i=1}^{L} \delta \Omega^{(i)} \underbrace{\nabla^{\mu} \eta_{(i) \mu}}_{0}=-\chi^{\nu} \nabla^{\mu} h_{\mu \nu}
\end{aligned}
$$

where Eq. (16.8) has been used to express $\delta \chi_{\mu}$ and $h_{\mu \nu} \nabla^{\mu} \chi^{\nu}=0$ follows from the Killing equation for $\boldsymbol{\chi}$ and the symmetry of $\boldsymbol{h}$, while $\nabla^{\mu} \eta_{(i) \mu}=0$ follows from the Killing equation for $\boldsymbol{\eta}_{(i)}$. Together with $\mathcal{A}=0$, this result allows us rewrite Eq. (16.9) as

$$
\begin{equation*}
\delta \kappa=-\frac{1}{2} \chi_{\mu} \nabla^{\nu} h^{\mu}{ }_{\nu}+\sum_{i=1}^{L} \delta \Omega^{(i)} k^{\mu} \chi^{\nu} \nabla_{\mu} \eta_{(i) \nu} . \tag{16.10}
\end{equation*}
$$

[^144]Let us integrate this relation over the cross-section $\mathscr{S}_{k}$, setting $\mathrm{d} S:=\sqrt{q} \mathrm{~d}^{n-2} x$ (the area element of $\mathscr{S}_{k}$ ). Since $\delta \kappa$ and $\delta \Omega^{(i)}$ are constant, we get

$$
\begin{equation*}
\delta \kappa \underbrace{\int_{\mathscr{S}_{k}} \mathrm{~d} S}_{A_{k}}=-\frac{1}{2} \underbrace{\int_{\mathscr{S}_{k}} \chi_{\mu} \nabla^{\nu} h^{\mu}{ }_{\nu} \mathrm{d} S}_{I_{\mathscr{S}_{k}}}+\sum_{i=1}^{L} \delta \Omega^{(i)} \underbrace{\int_{\mathscr{S}_{k}} \nabla_{\mu} \eta_{(i) \nu} k^{\mu} \chi^{\nu} \mathrm{d} S}_{-8 \pi J_{\mathscr{O}_{k}}^{(i)}} \tag{16.11}
\end{equation*}
$$

The identification of the last integral with $-8 \pi J_{\mathscr{H}_{k}}^{(i)}$ readily follows from formula (5.63) for the Komar angular momentum, once the area element normal bivector to $\mathscr{S}_{k}$ is expressed as $\mathrm{d} S^{\mu \nu}=\left(\chi^{\mu} k^{\nu}-k^{\mu} \chi^{\nu}\right) \mathrm{d} S$ [Eq. (5.84)]. As for the integral denoted $I_{\mathscr{S}_{k}}$ in Eq. (16.11), it can be rewritten as an integral involving $\boldsymbol{h}$ and the stationary Killing vector $\boldsymbol{\xi}$ instead of the Killing vector $\chi$ (which depends on $\mathscr{H}_{k}$, contrary to $\boldsymbol{\xi}$ ), namely

$$
\begin{equation*}
I_{\mathscr{S}_{k}}=\int_{\mathscr{S}_{k}} \omega_{\mu \nu} \mathrm{d} S^{\mu \nu}, \quad \text { with } \quad \omega_{\alpha \beta}:=(\underline{\boldsymbol{\xi}} \wedge \underline{\boldsymbol{H}})_{\alpha \beta}=\xi_{\alpha} H_{\beta}-H_{\alpha} \xi_{\beta}, \tag{16.12}
\end{equation*}
$$

where $\boldsymbol{H}$ is the vector field defined by

$$
\begin{equation*}
H^{\alpha}:=\nabla^{[\mu} h_{\mu}^{\alpha]}=\frac{1}{2}\left(\nabla^{\mu} h^{\alpha}{ }_{\mu}-\nabla^{\alpha} h^{\mu}{ }_{\mu}\right) . \tag{16.13}
\end{equation*}
$$

To prove (16.12), let us evaluate $\omega_{\mu \nu} \mathrm{d} S^{\mu \nu}$, using successively Eq. (5.84), $\xi_{\mu} \chi^{\mu}=0$ ( $\boldsymbol{\xi}$ tangent to $\left.\mathscr{H}_{k}\right)$ and $\eta_{(i) \mu} k^{\mu}=0\left(\boldsymbol{\eta}_{(i)}\right.$ tangent to $\left.\mathscr{S}_{k}\right)$ :

$$
\begin{aligned}
\omega_{\mu \nu} \mathrm{d} S^{\mu \nu} & =\left(\xi_{\mu} H_{\nu}-H_{\mu} \xi_{\nu}\right)\left(\chi^{\mu} k^{\nu}-k^{\mu} \chi^{\nu}\right) \mathrm{d} S=2(\underbrace{\xi_{\mu} \chi^{\mu}}_{0} H_{\nu} k^{\nu}-\xi_{\mu} k^{\mu} H_{\nu} \chi^{\nu}) \mathrm{d} S \\
& =-2(\underbrace{\chi_{\mu} k^{\mu}}_{-1}-\sum_{i=1}^{L} \Omega^{(i)} \underbrace{\eta_{(i) \mu} k^{\mu}}_{0}) H_{\nu} \chi^{\nu} \mathrm{d} S=2 \chi_{\mu} H^{\mu} \mathrm{d} S \\
& =\left(\chi_{\mu} \nabla^{\nu} h^{\mu}{ }_{\nu}-\chi^{\mu} \nabla_{\mu} h^{\nu}{ }_{\nu}\right) \mathrm{d} S \\
& =(\chi_{\mu} \nabla^{\nu} h^{\mu}{ }_{\nu}-\underbrace{\mathcal{L}_{\xi} h^{\nu}{ }_{\nu}}_{0}-\sum_{i=1}^{L} \Omega^{(i)} \underbrace{\mathcal{L}_{\boldsymbol{\eta}_{(i)}} h^{\nu}}_{0}{ }_{\nu}) \mathrm{d} S=\chi_{\mu} \nabla^{\nu} h^{\mu}{ }_{\nu} \mathrm{d} S .
\end{aligned}
$$

In the last line, $\mathcal{L}_{\boldsymbol{\xi}} h^{\nu}{ }_{\nu}=0$ follows from $h^{\nu}{ }_{\nu}=g^{\mu \nu} h_{\mu \nu}, \mathcal{L}_{\boldsymbol{\xi}} g^{\mu \nu}=0(\boldsymbol{\xi}$ Killing vector of $\boldsymbol{g})$ and $\mathcal{L}_{\xi} h_{\mu \nu}=0$, the latter being a consequence of $\boldsymbol{\xi}$ being a Killing vector of both $\boldsymbol{g}$ and $\boldsymbol{g}+\delta \boldsymbol{g}=\boldsymbol{g}+\boldsymbol{h}$ (cf. Eq. (16.4)), so that $\mathcal{L}_{\xi} \boldsymbol{h}=\mathcal{L}_{\xi}(\boldsymbol{g}+\delta \boldsymbol{g})-\mathcal{L}_{\xi} \boldsymbol{g}=0-0=0$. Similarly, $\mathcal{L}_{\boldsymbol{\eta}_{(i)}} h^{\nu}{ }_{\nu}=0$. In view of the above result and the definition of $I_{\mathscr{S}_{k}}$ in Eq. (16.11), we conclude that Eq. (16.12) holds. Therefore, Eq. (16.11) can be rewritten as

$$
\begin{equation*}
A_{k} \delta \kappa_{k}=-\frac{1}{2} \int_{\mathscr{C}_{k}} \omega_{\mu \nu} \mathrm{d} S^{\mu \nu}-8 \pi \sum_{i=1}^{L} J_{\mathscr{H}_{k}}^{(i)} \delta \Omega_{\mathscr{H}_{k}}^{(i)}, \tag{16.14}
\end{equation*}
$$

where we have restored the index $k$ on $\kappa$ and the subscript $\mathscr{H}_{k}$ on $\Omega^{(i)}$. If we plug this relation
into Eq. (16.5), the terms $J_{\mathscr{H}_{k}}^{(i)} \delta \Omega_{\mathscr{H}_{k}}^{(i)}$ cancel out and we are left with

$$
\begin{aligned}
\frac{(n-3)}{n-2} \delta M_{\infty}= & \sum_{k=1}^{K}\left(\frac{\kappa_{k}}{8 \pi} \delta A_{k}+\sum_{i=1}^{L_{k}} \Omega_{\mathscr{\mathscr { C } _ { k }}}^{(i)} \delta J_{\mathscr{\mathscr { C } _ { k }}}^{(i)}\right)-\frac{1}{16 \pi} \sum_{k=1}^{K} \int_{\mathscr{\mathscr { K }}_{k}} \omega_{\mu \nu} \mathrm{d} S^{\mu \nu} \\
& -\frac{1}{8 \pi} \delta \int_{\Sigma} R_{\mu \nu} \xi^{\nu} \mathrm{d} V^{\mu} .
\end{aligned}
$$

We note that the inner boundary of the hypersurface $\Sigma$ is $\mathscr{S}_{\text {int }}=\mathscr{S}=\cup_{k=1}^{K} \mathscr{S}_{k}$, so that the sum of the integrals over the $\mathscr{S}_{k}$ 's is actually an integral over $\mathscr{S}_{\text {int }}$ and we may apply formula (5.46) regarding the flux of a 2 -form (here $\boldsymbol{\omega}$ ) to write

$$
\begin{align*}
\frac{(n-3)}{n-2} \delta M_{\infty}= & \sum_{k=1}^{K}\left(\frac{\kappa_{k}}{8 \pi} \delta A_{k}+\sum_{i=1}^{L_{k}} \Omega_{\mathscr{H}_{k}}^{(i)} \delta J_{\mathscr{H}_{k}}^{(i)}\right)-\frac{1}{16 \pi} \int_{\mathscr{S}_{\infty}} \omega_{\mu \nu} \mathrm{d} S^{\mu \nu} \\
& +\frac{1}{8 \pi} \int_{\Sigma} \nabla^{\nu} \omega_{\mu \nu} \mathrm{d} V^{\mu}-\frac{1}{8 \pi} \delta \int_{\Sigma} R_{\mu \nu} \xi^{\nu} \mathrm{d} V^{\mu} \tag{16.15}
\end{align*}
$$

where $\mathscr{S}_{\infty}$ stands for the outer boundary of $\Sigma$, i.e. the limit $r \rightarrow+\infty$ of a sphere $\mathscr{S}$ of constant value of $\left(x^{0}, r\right),\left(x^{\alpha}\right)$ being an asymptotically Minkowskian coordinate system such that $\Sigma$ is a hypersurface $x^{0}=$ const, $\boldsymbol{\xi}=\boldsymbol{\partial}_{0}$ and $r:=\sqrt{\left(x^{1}\right)^{2}+\cdots+\left(x^{n-1}\right)^{2}}$. In view of Eqs. (16.12)-(16.13) and (5.39), we may write

$$
\int_{\mathscr{S}_{\infty}} \omega_{\mu \nu} \mathrm{d} S^{\mu \nu}=2 \int_{\mathscr{S}_{\infty}} \xi_{\mu} H_{\nu} \mathrm{d} S^{\mu \nu}=\int_{\mathscr{S}_{\infty}} \xi_{\mu}\left(\nabla^{\sigma} h_{\nu \sigma}-\nabla_{\nu} h_{\sigma}^{\sigma}\right)\left(s^{\mu} n^{\nu}-n^{\mu} s^{\nu}\right) \sqrt{q} \mathrm{~d}^{n-2} y,
$$

where $\left(y_{a}\right)_{1 \leq a \leq n-2}$ is a coordinate system of $\mathscr{S}_{\infty}$ and $q$ is the determinant with respect to it of the metric $\boldsymbol{q}$ induced by $\boldsymbol{g}$ on $\mathscr{S}_{\infty}$. Now, on $\mathscr{S}_{\infty}, \boldsymbol{n}=\boldsymbol{\xi}$ and $\boldsymbol{s}=\left(x^{i} / r\right) \boldsymbol{\partial}_{i}$, with $\xi_{\mu} n^{\mu}=\xi_{\mu} \xi^{\mu}=-1$ and $\xi_{\mu} s^{\mu}=0$. Moreover, since $\left(x^{\alpha}\right)$ is asymptotically Minkowskian, we may substitute the covariant derivatives with partial ones. Hence we get, accounting for $\partial_{0} h_{i 0}=0$,

$$
\int_{\mathscr{S}_{\infty}} \omega_{\mu \nu} \mathrm{d} S^{\mu \nu}=\int_{\mathscr{S}_{\infty}} \frac{x^{i}}{r}\left(\partial_{j} h_{i j}-\partial_{i} h_{\sigma}^{\sigma}\right) \sqrt{q} \mathrm{~d}^{n-2} y
$$

Given the asymptotic behavior (5.31) of the metric tensor, we have, for $r \rightarrow+\infty$,

$$
h_{00}=\alpha_{n} \frac{\delta M_{\infty}}{r^{n-3}}+\mathcal{O}\left(\frac{1}{r^{n-2}}\right) \quad \text { and } \quad h_{i j}=\frac{\alpha_{n}}{n-3} \frac{\delta M_{\infty}}{r^{n-3}} \delta_{i j}+\mathcal{O}\left(\frac{1}{r^{n-2}}\right)
$$

where $\alpha_{n}:=16 \pi /\left((n-2) \Omega_{n-2}\right), \Omega_{n-2}$ being the area of the unit sphere $\mathbb{S}^{n-2}$, cf. Eqs. (5.19)(5.20). According to Property 5.11, $\delta M_{\infty}$ in the above formulas is the same variation of the Komar mass at infinity as in the left-hand side of Eq. (16.15). The trace of $\boldsymbol{h}$ takes the asymptotic value $h^{\sigma}{ }_{\sigma}=-h_{00}+\sum_{i=1}^{n-1} h_{i i}=2 \alpha_{n} \delta M_{\infty} /\left((n-3) r^{n-3}\right)+\mathcal{O}\left(1 / r^{n-2}\right)$. It follows that

$$
\int_{\mathscr{S}_{\infty}} \omega_{\mu \nu} \mathrm{d} S^{\mu \nu}=-\frac{\alpha_{n} \delta M_{\infty}}{n-3} \int_{\mathscr{S}_{\infty}} \underbrace{\frac{x^{i}}{r} \frac{\partial}{\partial x^{i}}\left(\frac{1}{r^{n-3}}\right)}_{-(n-3) / r^{n-2}} \underbrace{\sqrt{q}}_{r^{n-2} \sqrt{q}} \mathrm{~d}^{n-2} y=\alpha_{n} \delta M_{\infty} \underbrace{\int_{\mathscr{S}_{\infty}} \sqrt{\bar{q}} \mathrm{~d}^{n-2} y}_{\Omega_{n-2}}
$$

where $\bar{q}$ stands for the determinant of the round metric of the unit sphere $\mathbb{S}^{n-2}$ with respect to the coordinates $\left(y^{a}\right)$. Substituting $\alpha_{n}$ by its value, we get

$$
\int_{\mathscr{S}_{\infty}} \omega_{\mu \nu} \mathrm{d} S^{\mu \nu}=\frac{16 \pi}{n-2} \delta M_{\infty}
$$

Accordingly, Eq. (16.15) simplifies to

$$
\delta M_{\infty}=\sum_{k=1}^{K}\left(\frac{\kappa_{k}}{8 \pi} \delta A_{k}+\sum_{i=1}^{L_{k}} \Omega_{\mathscr{H}_{k}}^{(i)} \delta J_{\mathscr{H}_{k}}^{(i)}\right)+\frac{1}{8 \pi} \int_{\Sigma} \nabla^{\nu} \omega_{\mu \nu} \mathrm{d} V^{\mu}-\frac{1}{8 \pi} \delta \int_{\Sigma} R_{\mu \nu} \xi^{\nu} \mathrm{d} V^{\mu}
$$

Now, from Eq. (16.12),

$$
\begin{aligned}
\nabla^{\nu} \omega_{\mu \nu} \mathrm{d} V^{\mu} & =\nabla_{\nu}\left(\xi^{\mu} H^{\nu}-H^{\mu} \xi^{\nu}\right) \mathrm{d} V_{\mu}=(\xi^{\mu} \nabla_{\nu} H^{\nu}+\underbrace{H^{\nu} \nabla_{\nu} \xi^{\mu}-\xi^{\nu} \nabla_{\nu} H^{\mu}}_{0}-H^{\mu} \underbrace{\nabla_{\nu} \xi^{\nu}}_{0}) \mathrm{d} V_{\mu} \\
& =\nabla_{\nu} H^{\nu} \xi^{\mu} \mathrm{d} V_{\mu},
\end{aligned}
$$

where $\nabla_{\nu} \xi^{\nu}=0$ holds because $\boldsymbol{\xi}$ is a Killing vector and we have used $H^{\nu} \nabla_{\nu} \xi^{\mu}-\xi^{\nu} \nabla_{\nu} H^{\mu}=$ $[\boldsymbol{H}, \boldsymbol{\xi}]^{\mu}=-[\boldsymbol{\xi}, \boldsymbol{H}]^{\mu}=-\mathcal{L}_{\boldsymbol{\xi}} H^{\mu}=0$ because $\mathcal{L}_{\xi} \boldsymbol{h}=0$ and Eq. (16.13) imply $\mathcal{L}_{\xi} \boldsymbol{H}=0$, for $\boldsymbol{\nabla}$ and $\mathcal{L}_{\boldsymbol{\xi}}$ commute, $\boldsymbol{\xi}$ being a Killing vector ${ }^{2}$. Hence

$$
\delta M_{\infty}=\sum_{k=1}^{K}\left(\frac{\kappa_{k}}{8 \pi} \delta A_{k}+\sum_{i=1}^{L_{k}} \Omega_{\mathscr{H}_{k}}^{(i)} \delta J_{\mathscr{\mathscr { H } _ { k }}}^{(i)}\right)+\frac{1}{8 \pi} \int_{\Sigma} \nabla_{\nu} H^{\nu} \xi^{\mu} \mathrm{d} V_{\mu}-\frac{1}{8 \pi} \delta \int_{\Sigma} R^{\mu}{ }_{\nu} \xi^{\nu} \mathrm{d} V_{\mu} .
$$

Let us make the Einstein tensor $\boldsymbol{G}$ appear in the last integral via Eq. (A.115): $R^{\mu}{ }_{\nu} \xi^{\nu} \mathrm{d} V_{\mu}=$ $G^{\mu}{ }_{\nu} \xi^{\nu} \mathrm{d} V_{\mu}+R \xi^{\mu} \mathrm{d} V_{\mu} / 2$. Given that $\delta \xi^{\mu}=0$ [Eq. (16.4)], we have $\delta\left(R \xi^{\mu} \mathrm{d} V_{\mu}\right)=\xi^{\mu}\left(\delta R \mathrm{~d} V_{\mu}+\right.$ $R \delta\left(\mathrm{~d} V_{\mu}\right)$ ), so that we may write

$$
\begin{equation*}
\delta M_{\infty}=\sum_{k=1}^{K}\left(\frac{\kappa_{k}}{8 \pi} \delta A_{k}+\sum_{i=1}^{L_{k}} \Omega_{\mathscr{H}_{k}}^{(i)} \delta J_{\mathscr{H}_{k}}^{(i)}\right)+\frac{1}{8 \pi} I-\frac{1}{8 \pi} \delta \int_{\Sigma} G^{\mu}{ }_{\nu} \xi^{\nu} \mathrm{d} V_{\mu}, \tag{16.16}
\end{equation*}
$$

with

$$
I:=\int_{\Sigma} \xi^{\mu}\left[\nabla_{\nu} H^{\nu} \mathrm{d} V_{\mu}-\frac{1}{2} \delta R \mathrm{~d} V_{\mu}+\frac{1}{2} R \delta\left(\mathrm{~d} V_{\mu}\right)\right]
$$

Now from Eq. (5.45), $\mathrm{d} V_{\alpha}=-n_{\alpha} \sqrt{\gamma} \mathrm{d}^{n-1} x$, where $\left(x^{i}\right)_{1 \leq i \leq n-1}$ are coordinates on $\Sigma, \gamma$ is the determinant with respect to ( $x^{i}$ ) of the metric $\gamma$ induced by $\boldsymbol{g}$ on $\Sigma$ and the normal 1-form $n_{\alpha}$ is collinear to the differential of $t$, the latter being a scalar field defining $\Sigma$ as a hypersurface $t=$ const: $n_{\alpha}=-N(\mathbf{d} t)_{\alpha}=-N \partial_{\alpha} t$. Given the identity $\sqrt{-g}=N \sqrt{\gamma}$ (see e.g. Eq. (5.55) of Ref. [207]), we have $\mathrm{d} V_{\alpha}=\partial_{\alpha} t \sqrt{-g} \mathrm{~d}^{n-1} x$. Since obviously $\delta\left(\partial_{\alpha} t\right)=0$ and $\delta\left(\mathrm{d}^{n-1} x\right)=0$, we get

$$
\begin{equation*}
\delta\left(\mathrm{d} V_{\alpha}\right)=\partial_{\alpha} t \delta \sqrt{-g} \mathrm{~d}^{n-1} x=\frac{1}{\sqrt{-g}} \delta \sqrt{-g} \mathrm{~d} V_{\alpha} \tag{16.17}
\end{equation*}
$$

[^145]Hence

$$
I=\int_{\Sigma}\left[\nabla_{\nu} H^{\nu}-\frac{1}{2 \sqrt{-g}} \delta(R \sqrt{-g})\right] \xi^{\mu} \mathrm{d} V_{\mu}
$$

Now, a standard identity ${ }^{3}$, which is at the root of the derivation of the Einstein equation by extremalizing the Einstein-Hilbert action, is

$$
\begin{equation*}
\delta(R \sqrt{-g})=G_{\mu \nu} \delta g^{\mu \nu} \sqrt{-g}+2 \nabla_{\mu} H^{\mu} \sqrt{-g} \tag{16.18}
\end{equation*}
$$

It's rather straightforward to establish (16.18) from the Palatini identity ${ }^{4}$ :

$$
\begin{equation*}
\delta R_{\alpha \beta}=\nabla_{\mu} \delta \Gamma_{\alpha \beta}^{\mu}-\nabla_{\beta} \delta \Gamma_{\alpha \mu}^{\mu} \tag{16.19}
\end{equation*}
$$

where the variations $\delta \Gamma^{\gamma}{ }_{\alpha \beta}$ of the Christofell symbols are actually tensor fields on $\mathscr{M}$ (contrary to the Christofell symbols themselves), being expressible via the manifestly tensorial relation ${ }^{5}$

$$
\begin{equation*}
\delta \Gamma_{\alpha \beta}^{\gamma}=\frac{1}{2} g^{\gamma \mu}\left(\nabla_{\alpha} h_{\mu \beta}+\nabla_{\beta} h_{\alpha \mu}-\nabla_{\mu} h_{\alpha \beta}\right) . \tag{16.20}
\end{equation*}
$$

Using $R:=g^{\mu \nu} R_{\mu \nu}$, we have indeed

$$
\delta(R \sqrt{-g})=\delta g^{\mu \nu} R_{\mu \nu} \sqrt{-g}+g^{\mu \nu} \delta R_{\mu \nu} \sqrt{-g}+g^{\mu \nu} R_{\mu \nu} \delta \sqrt{-g}
$$

where the second term can be expressed by combining Eqs. (16.19), (16.20) and (16.13):

$$
g^{\mu \nu} \delta R_{\mu \nu}=\nabla_{\mu}\left(\nabla^{\nu} h_{\nu}^{\mu}-\nabla^{\mu} h_{\nu}^{\nu}\right)=2 \nabla_{\mu} H^{\mu}
$$

On the other side, formula (A.75) for the variation of the determinant $g$ leads to

$$
\begin{equation*}
\delta \sqrt{-g}=\frac{1}{2} \sqrt{-g} \delta \ln |g|=\frac{1}{2} \sqrt{-g} g^{\mu \nu} \delta g_{\mu \nu}=-\frac{1}{2} \sqrt{-g} g_{\mu \nu} \delta g^{\mu \nu} \tag{16.21}
\end{equation*}
$$

The above three equations establish (16.18). It immediately follows that

$$
I=-\frac{1}{2} \int_{\Sigma} G_{\mu \nu} \delta g^{\mu \nu} \xi^{\rho} \mathrm{d} V_{\rho}=\frac{1}{2} \int_{\Sigma} G^{\mu \nu} \delta g_{\mu \nu} \xi_{\rho} \mathrm{d} V^{\rho}
$$

where the second equality results from $\delta g^{\mu \nu}=-g^{\mu \rho} g^{\nu \sigma} \delta g_{\rho \sigma}$. In view of Eq. (16.16), this completes the proof of the mass variation formula (16.3).

Remark 1: Contrary to the generalized Smarr formula (5.82), the spacetime dimension $n$ does not appear in the mass variation formula (16.3).

A special case of the mass variation formula (16.3) is worth to be considered: that of a solution of the vacuum Einstein equation (1.44): the Ricci tensor then vanishes identically, and so does the Einstein tensor: $G=0$. Accordingly one gets rid of the integrals in the right-hand side of formula (16.3). Moreover, in that case, the null dominance condition is automatically fulfilled, which guarantees that the surface gravities $\kappa_{k}$ are constant on each connected component of the event horizon. We may therefore state:

[^146]
## Property 16.2: mass variation formula for black holes in vacuum general relativity

Let $(\mathscr{M}, \boldsymbol{g})$ be a stationary spacetime of dimension $n \geq 4$ such that $\boldsymbol{g}$ obeys the vacuum Einstein equation $\boldsymbol{R}=0$ [Eq. (1.44)]. Let us suppose that ( $\mathscr{M}, \boldsymbol{g})$ contains a black hole, the event horizon of which has $K \geq 1$ connected components $\mathscr{H}_{1}, \ldots, \mathscr{H}_{K}$, each of them being assumed to be a Killing horizon. Let $(\mathscr{M}, \boldsymbol{g}+\delta \boldsymbol{g})$ be a nearby stationary spacetime sharing the same characteristics. Using the same notations as in Property 16.1, the change $\delta M$ in Komar mass between the two spacetimes is given by ${ }^{a}$

$$
\begin{equation*}
\delta M=\sum_{k=1}^{K}\left(\frac{\kappa_{k}}{8 \pi} \delta A_{k}+\sum_{i=1}^{L_{k}} \Omega_{\mathscr{H}_{k}}^{(i)} \delta J_{\mathscr{H}_{k}}^{(i)}\right) . \tag{16.22}
\end{equation*}
$$

In the case of a connected event horizon $(K=1)$ with at most one axisymmetry $(0 \leq$ $L_{1} \leq 1$, the only possibility for $n=4$ ), this formula reduces to

$$
\begin{equation*}
\delta M=\frac{\kappa}{8 \pi} \delta A+\Omega_{\mathscr{H}} \delta J . \tag{16.23}
\end{equation*}
$$

In particular, one recovers formula (16.1), which was obtained for a Kerr black hole.

[^147]
### 16.2.3 Mass variation formula for charged black holes

For electrically charged black holes in general relativity (electrovacuum spacetimes, cf. Secs. 1.5.2 and 5.5.2), the Einstein tensor $\boldsymbol{G}$ is proportional to the energy-momentum tensor $\boldsymbol{T}$ of the electromagnetic field $\boldsymbol{F}$, as given by Eq. (1.52), and the mass variation formula (16.3) can be transformed into a simple formula:

Property 16.3: mass variation formula for charged black holes in general relativity
Let $(\mathscr{M}, \boldsymbol{g})$ be a stationary spacetime of dimension $n \geq 4$, with stationary Killing vector $\boldsymbol{\xi}$, endowed with a source-free electromagnetic field $\boldsymbol{F}$ such that $(\boldsymbol{g}, \boldsymbol{F})$ obeys the electrovacuum Einstein equation (1.54). Let us assume that $(\mathscr{M}, \boldsymbol{g})$ contains a black hole, the event horizon of which has $K \geq 1$ connected components $\mathscr{H}_{1}, \ldots, \mathscr{H}_{K}$. Each $\mathscr{H}_{k}(1 \leq k \leq K)$ is assumed to be a Killing horizon with respect to the Killing vector $\boldsymbol{\chi}=\boldsymbol{\xi}+\sum_{i=1}^{L} \Omega^{(i)} \boldsymbol{\eta}_{(i)}$, where $0 \leq L \leq[(n-1) / 2]$, the $\Omega^{(i)}$ are constants and the $\boldsymbol{\eta}_{(i)}$ are axisymmetric Killing vectors $^{a}$. One may have $L=0$, i.e. $\boldsymbol{\chi}=\boldsymbol{\xi}$ (static configuration). Let $(\mathscr{M}, \boldsymbol{g}+\delta \boldsymbol{g})$ be a nearby stationary spacetime sharing the same characteristics. The change $\delta M_{\infty}$ in Komar mass at infinity (cf. Property 5.16) between the two spacetimes is related to the changes $\delta A_{k}$ in area, to the changes $\delta J_{\infty}^{(i)}$ in Komar angular momentum at infinity (cf. Property 5.22)
and to the changes $\delta Q_{\mathscr{H}_{k}}$ in electric charge of each Killing horizon (cf. Property 5.30) by

$$
\begin{equation*}
\delta M_{\infty}=\sum_{k=1}^{K}\left(\frac{\kappa_{k}}{8 \pi} \delta A_{k}+\Phi_{\mathscr{H}_{k}} \delta Q_{\mathscr{H}_{k}}\right)+\sum_{i=1}^{L} \Omega^{(i)} \delta J_{\infty}^{(i)}, \tag{16.24}
\end{equation*}
$$

where $\kappa_{k}$ is the surface gravity of $\mathscr{H}_{k}$ and $\Phi_{\mathscr{H}_{k}}$ is the electric potential of $\mathscr{H}_{k}$ (cf. Property 5.29).

For a connected event horizon $(K=1)$ and a single axisymmetry $(L=1$, which is required if $n=4$ ), formula (16.24) reduces to

$$
\begin{equation*}
\delta M_{\infty}=\frac{\kappa}{8 \pi} \delta A+\Omega_{\mathscr{H}} \delta J_{\infty}+\Phi_{\mathscr{H}} \delta Q_{\mathscr{H}}, \tag{16.25}
\end{equation*}
$$

where we have dropped the indices $k$ and $i$ on the various quantities and have denoted $\Omega_{\mathscr{H}}$ the angular velocity of $\mathscr{H}$ with respect to the single axisymmetry.

[^148]Proof. First of all, we note that the null dominant energy condition (3.46) is fulfilled by the electromagnetic field energy-momentum tensor $\boldsymbol{T}$ [Eq. (1.52)] [287]. By virtue of the zeroth law (Property 3.10), this guarantees that the surface gravities $\kappa_{k}$ are constant over each Killing horizon $\mathscr{H}_{k}$. All the hypotheses of Property 16.1 are thus fulfilled. We shall use the same setup as in the proof of this property; in particular Eq. (16.4) holds: $\delta \boldsymbol{\xi}=0$ and $\delta \boldsymbol{\eta}_{(i)}=0$. By virtue of Einstein's equation (1.41) (with $\Lambda=0$ ), we may substitute $G$ in the last integral of the general formula (16.3) by $8 \pi \boldsymbol{T}$, where $\boldsymbol{T}$ is given by Eq. (1.52); we get

$$
\begin{equation*}
\delta M_{\infty}=\sum_{k=1}^{K}\left(\frac{\kappa_{k}}{8 \pi} \delta A_{k}+\sum_{i=1}^{L_{k}} \Omega^{(i)} \delta J_{\mathscr{H}_{k}}^{(i)}\right)+\frac{1}{2} \int_{\Sigma} T^{\mu \nu} h_{\mu \nu} \xi^{\rho} \mathrm{d} V_{\rho}-\delta I, \tag{16.26}
\end{equation*}
$$

with $h_{\mu \nu}:=\delta g_{\mu \nu}$ and

$$
I:=\frac{1}{\mu_{0}} \int_{\Sigma}\left(F_{\rho \mu} F_{\nu}^{\rho} \xi^{\nu}-\frac{1}{4} F_{\rho \sigma} F^{\rho \sigma} \xi_{\mu}\right) \mathrm{d} V^{\mu} .
$$

Let us introduce an electromagnetic potential $\boldsymbol{A}(\boldsymbol{F}=\mathbf{d} \boldsymbol{A})$ obeying all the spacetime symmetries; in particular, $\mathcal{L}_{\xi} \boldsymbol{A}=0$. Thanks to the Cartan identity (A.100), this is equivalent to $\boldsymbol{\xi} \cdot \boldsymbol{F}+\mathbf{d}\langle\boldsymbol{A}, \boldsymbol{\xi}\rangle=0$ or $F_{\alpha \nu} \xi^{\nu}=\nabla_{\alpha}\left(A_{\nu} \xi^{\nu}\right)$. It follows then that $F_{\rho \mu} F^{\rho} \xi^{\nu}=F_{\rho \mu} \nabla^{\rho}\left(A_{\nu} \xi^{\nu}\right)=$ $\nabla^{\rho}\left(A_{\nu} \xi^{\nu} F_{\rho \mu}\right)$, where the last equality stems from the source-free Maxwell equation $\nabla^{\rho} F_{\rho \mu}=0$ [Eq. (1.48) with $j^{\alpha}=0$ ]. We may then use Lemma 5.12 to turn the first term in $I$ into a surface integral:

$$
\begin{equation*}
I=\frac{1}{2 \mu_{0}} \int_{\mathscr{S}} A_{\sigma} \xi^{\sigma} F_{\mu \nu} \mathrm{d} S^{\mu \nu}-\frac{1}{4 \mu_{0}} \int_{\Sigma} F_{\mu \nu} F^{\mu \nu} \xi^{\rho} \mathrm{d} V_{\rho}, \tag{16.27}
\end{equation*}
$$

where $\mathscr{S}:=\cup_{k=1}^{K} \mathscr{S}_{k}$ is the inner boundary of $\Sigma\left(\mathscr{S}_{k}:=\mathscr{H}_{k} \cup \Sigma\right)$ and we have set the surface integral at infinity to zero, thanks to the decay of $\boldsymbol{F}$ and $\boldsymbol{A}$, at least as $1 / r^{n-2}$ and $1 / r^{n-3}$
respectively. Let us evaluate the variation of the integral over $\Sigma$. We have, using $\delta \xi^{\rho}=0$ [Eq. (16.4)],

$$
\delta\left(F_{\mu \nu} F^{\mu \nu} \xi^{\rho} \mathrm{d} V_{\rho}\right)=\delta\left(F_{\mu \nu} F^{\mu \nu}\right) \xi^{\rho} \mathrm{d} V_{\rho}+F_{\mu \nu} F^{\mu \nu} \xi^{\rho} \delta\left(\mathrm{d} V_{\rho}\right)
$$

Now, $\delta\left(\mathrm{d} V_{\rho}\right)=(1 / 2) g^{\mu \nu} h_{\mu \nu} \mathrm{d} V_{\rho}$ [cf. Eqs. (16.17) and (16.21)] and

$$
\begin{aligned}
\delta\left(F_{\mu \nu} F^{\mu \nu}\right) & =\delta F_{\mu \nu} F^{\mu \nu}+F_{\mu \nu} \delta\left(g^{\mu \rho} g^{\nu \sigma} F_{\rho \sigma}\right) \\
& =\delta F_{\mu \nu} F^{\mu \nu}+F_{\mu \nu}^{\delta g^{\mu \rho}} g_{-h^{\mu \rho}}^{\nu \sigma} F_{\rho \sigma}+F_{\mu \nu} g^{\mu \rho} \underbrace{\delta g^{\nu \sigma}}_{-h^{\nu \sigma}} F_{\rho \sigma}+\underbrace{F_{\mu \nu} g^{\mu \rho} g^{\nu \sigma}}_{F^{\rho \sigma}} \delta F_{\rho \sigma} \\
& =2 F^{\mu \nu} \delta F_{\mu \nu}-2 F_{\rho \mu} F_{\nu}^{\rho} h^{\mu \nu} \\
& =2 F^{\mu \nu} \delta\left(\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}\right)-2 F_{\rho}{ }^{\mu} F^{\rho \nu} h_{\mu \nu} \\
& =2 F^{\mu \nu}\left(\partial_{\mu} \delta A_{\nu}-\partial_{\nu} \delta A_{\mu}\right)-2 F_{\sigma}{ }^{\mu} F^{\sigma \nu} h_{\mu \nu} \\
& =2 F^{\mu \nu}\left(\nabla_{\mu} \delta A_{\nu}-\nabla_{\nu} \delta A_{\mu}\right)-2 F_{\sigma}{ }^{\mu} F^{\sigma \nu} h_{\mu \nu} \\
& =4 F^{\mu \nu} \nabla_{\mu} \delta A_{\nu}-2 F_{\sigma}{ }^{\mu} F^{\sigma \nu} h_{\mu \nu} .
\end{aligned}
$$

Hence

$$
\begin{align*}
\delta\left(F_{\mu \nu} F^{\mu \nu} \xi^{\rho} \mathrm{d} V_{\rho}\right) & =\left(4 F^{\mu \nu} \nabla_{\mu} \delta A_{\nu}-2 F_{\sigma}{ }^{\mu} F^{\sigma \nu} h_{\mu \nu}+\frac{1}{2} F_{\sigma \tau} F^{\sigma \tau} g^{\mu \nu} h_{\mu \nu}\right) \xi^{\rho} \mathrm{d} V_{\rho} \\
& =\left(4 F^{\mu \nu} \nabla_{\mu} \delta A_{\nu}-2 \mu_{0} T^{\mu \nu} h_{\mu \nu}\right) \xi^{\rho} \mathrm{d} V_{\rho} \\
& =4 \nabla_{\nu} \Omega^{\mu \nu} \mathrm{d} V_{\mu}-2 \mu_{0} T^{\mu \nu} h_{\mu \nu} \xi^{\rho} \mathrm{d} V_{\rho}, \tag{16.28}
\end{align*}
$$

where

$$
\begin{equation*}
\Omega^{\mu \nu}:=\delta A_{\sigma}\left(F^{\sigma \mu} \xi^{\nu}-F^{\sigma \nu} \xi^{\mu}\right) . \tag{16.29}
\end{equation*}
$$

To prove (16.28), we need to show that $F^{\nu \sigma} \nabla_{\nu} \delta A_{\sigma} \xi^{\mu}=\nabla_{\nu} \Omega^{\mu \nu}$. This is easily done by a direct computation of $\nabla_{\nu} \Omega^{\mu \nu}$ from (16.29), using $\nabla_{\nu} \xi^{\nu}=0$ (Killing equation) and $\nabla_{\nu} F^{\sigma \nu}=0$ (source-free Maxwell equation):

$$
\nabla_{\nu} \Omega^{\mu \nu}=\nabla_{\nu} \delta A_{\sigma} F^{\sigma \mu} \xi^{\nu}-\nabla_{\nu} \delta A_{\sigma} \underbrace{F^{\sigma \nu}}_{-F^{\nu \sigma}} \xi^{\mu}+\delta A_{\sigma}(\nabla_{\nu} F^{\sigma \mu} \xi^{\nu}+F^{\sigma \mu} \underbrace{\nabla_{\nu} \xi^{\nu}}_{0}-\underbrace{\nabla_{\nu} F^{\sigma \nu}}_{0} \xi^{\mu}-F^{\sigma \nu} \nabla_{\nu} \xi^{\mu}) .
$$

Expressing the symmetry properties $\mathcal{L}_{\xi} \overrightarrow{\boldsymbol{F}}=0$ and $\mathcal{L}_{\xi} \delta \boldsymbol{A}=0$ as respectively $\xi^{\nu} \nabla_{\nu} F^{\sigma \mu}-$ $F^{\sigma \nu} \nabla_{\nu} \xi^{\mu}=F^{\nu \mu} \nabla_{\nu} \xi^{\sigma}$ and $\xi^{\nu} \nabla_{\nu} \delta A_{\sigma}=-\delta A_{\nu} \nabla_{\sigma} \xi^{\nu}$ [cf. Eq. (A.89)], we get

$$
\nabla_{\nu} \Omega^{\mu \nu}=-F^{\sigma \mu} \delta A_{\nu} \nabla_{\sigma} \xi^{\nu}+F^{\nu \sigma} \nabla_{\nu} \delta A_{\sigma} \xi^{\mu}+\delta A_{\sigma} F^{\nu \mu} \nabla_{\nu} \xi^{\sigma}=F^{\nu \sigma} \nabla_{\nu} \delta A_{\sigma} \xi^{\mu}
$$

Hence Eq. (16.28) holds. We may then use expression (16.27) to write the variation of $I$ as

$$
\delta I=\frac{1}{2 \mu_{0}} \delta \int_{\mathscr{S}} A_{\sigma} \xi^{\sigma} F_{\mu \nu} \mathrm{d} S^{\mu \nu}-\frac{1}{\mu_{0}} \int_{\Sigma} \nabla^{\nu} \Omega_{\mu \nu} \mathrm{d} V^{\mu}+\frac{1}{2} \int_{\Sigma} T^{\mu \nu} h_{\mu \nu} \xi^{\rho} \mathrm{d} V_{\rho}
$$

In view of the definition (16.29), $\Omega^{\mu \nu}$ is antisymmetric, so that $\Omega_{\mu \nu}$ describes a 2 -form and we may invoke Lemma 5.12 with $\mathscr{S}_{\text {int }}:=\mathscr{S}$ to express the second integral as a flux integral through $\mathscr{S}$ (setting to zero the flux through $\mathscr{S}_{\infty}$ due to the fast decay of $\boldsymbol{A}$ and $\boldsymbol{F}$ and hence of $\Omega$ ). We thus get

$$
\delta I=\frac{1}{2 \mu_{0}} \delta \int_{\mathscr{S}} A_{\sigma} \xi^{\sigma} F_{\mu \nu} \mathrm{d} S^{\mu \nu}+\frac{1}{\mu_{0}} \int_{\mathscr{S}} \delta A_{\sigma} F_{\mu}^{\sigma} \xi_{\nu} \mathrm{d} S^{\mu \nu}+\frac{1}{2} \int_{\Sigma} T^{\mu \nu} h_{\mu \nu} \xi^{\rho} \mathrm{d} V_{\rho},
$$

where we have used Eq. (16.29) and the antisymmetry of $\mathrm{d} S^{\mu \nu}$ to write $\Omega_{\mu \nu} \mathrm{d} S^{\mu \nu}=\delta A_{\sigma}\left(F^{\sigma}{ }_{\mu} \xi_{\nu}-\right.$ $\left.F^{\sigma}{ }_{\nu} \xi_{\mu}\right) \mathrm{d} S^{\mu \nu}=2 \delta A_{\sigma} F^{\sigma}{ }_{\mu} \xi_{\nu} \mathrm{d} S^{\mu \nu}$. Substituting the above expression for $\delta I$ into Eq. (16.26) leads to

$$
\begin{equation*}
\delta M_{\infty}=\sum_{k=1}^{K}\left(\frac{\kappa_{k}}{8 \pi} \delta A_{k}+\sum_{i=1}^{L} \Omega^{(i)} \delta J_{\mathscr{H}_{k}}^{(i)}\right)+\delta M_{\infty}^{\mathrm{EM}} \tag{16.30}
\end{equation*}
$$

where the electromagnetic part is defined by

$$
\delta M_{\infty}^{\mathrm{EM}}:=-\frac{1}{2 \mu_{0}} \delta \int_{\mathscr{S}} A_{\sigma} \xi^{\sigma} F_{\mu \nu} \mathrm{d} S^{\mu \nu}-\frac{1}{\mu_{0}} \int_{\mathscr{S}} \delta A_{\sigma} F_{\mu}^{\sigma} \xi_{\nu} \mathrm{d} S^{\mu \nu} .
$$

Let us use $\boldsymbol{\xi}=\boldsymbol{\chi}-\sum_{i=1}^{L} \Omega^{(i)} \boldsymbol{\eta}_{(i)}$ to let appear the null normal $\boldsymbol{\chi}$ of the event horizon. Taking into account that $\eta_{(i) \nu} \mathrm{d} S^{\mu \nu}=0$ for $\boldsymbol{\eta}_{(i)}$ is tangent to $\mathscr{S}$, we get

$$
\delta M_{\infty}^{\mathrm{EM}}=-\frac{1}{2 \mu_{0}} \delta \int_{\mathscr{S}}\left(A_{\sigma} \chi^{\sigma}-\sum_{i=1}^{L} \Omega^{(i)} A_{\sigma} \eta_{(i)}^{\sigma}\right) F_{\mu \nu} \mathrm{d} S^{\mu \nu}-\frac{1}{\mu_{0}} \int_{\mathscr{S}} \delta A_{\sigma} F_{\mu}^{\sigma} \chi_{\nu} \mathrm{d} S^{\mu \nu}
$$

Now, on each connected component $\mathscr{S}_{k}$ of $\mathscr{S}$, Eq. (5.96) gives $F_{\mu \nu} \mathrm{d} S^{\mu \nu}=2 \mu_{0} \sigma_{k} \mathrm{~d} S$, where $\sigma_{k}$ is the effective electric charge density of $\mathscr{S}_{k}$ (cf. Property 5.29) and $\mathrm{d} S:=\sqrt{q} \mathrm{~d}^{n-2} x$ is the area element of $\mathscr{S}_{k}$. Furthermore, thanks to Eq. (5.84), $\chi_{\nu} \mathrm{d} S^{\mu \nu}=\chi_{\nu}\left(\chi^{\mu} k^{\nu}-k^{\nu} \chi^{\nu}\right) \mathrm{d} S=-\chi^{\mu} \mathrm{d} S$. Hence

$$
\delta M_{\infty}^{\mathrm{EM}}=\sum_{k=1}^{K}\left[-\delta \int_{\mathscr{S}_{k}} A_{\sigma} \chi^{\sigma} \sigma_{k} \mathrm{~d} S+\sum_{i=1}^{L} \delta \int_{\mathscr{S}_{k}} \Omega^{(i)} A_{\sigma} \eta_{(i)}^{\sigma} \sigma_{k} \mathrm{~d} S+\frac{1}{\mu_{0}} \int_{\mathscr{S}_{k}} \delta A_{\sigma} F^{\sigma}{ }_{\mu} \chi^{\mu} \mathrm{d} S\right] .
$$

But, $F^{\sigma}{ }_{\mu} \chi^{\mu}=E^{\sigma}=\mu_{0} \sigma_{k} \chi^{\sigma}$ on $\mathscr{S}_{k}$ [Eqs. (5.90) and (5.93)]. Consequently, the last integral cancels out with the part $\delta A_{\sigma} \chi^{\sigma} \sigma_{k} \mathrm{~d} S$ arising from the first integral and we are left with

$$
\delta M_{\infty}^{\mathrm{EM}}=\sum_{k=1}^{K}\left[-\int_{\mathscr{S}_{k}} A_{\sigma} \delta \chi^{\sigma} \sigma_{k} \mathrm{~d} S-\int_{\mathscr{S}_{k}} A_{\sigma} \chi^{\sigma} \delta\left(\sigma_{k} \mathrm{~d} S\right)+\sum_{i=1}^{L} \delta \int_{\mathscr{S}_{k}} \Omega^{(i)} A_{\sigma} \eta_{(i)}^{\sigma} \sigma_{k} \mathrm{~d} S\right] .
$$

Now, from Eq. (16.8), $\delta \chi^{\sigma}=\sum_{i=1}^{L} \delta \Omega^{(i)} \eta_{(i)}^{\sigma}$, so that the first integral cancels out with the $\delta \Omega^{(i)}$ part arising from the last integral. Moreover, on $\mathscr{S}_{k}, A_{\sigma} \chi^{\sigma}=-\Phi_{\mathscr{H}_{k}}=$ const [Eq. (5.92) with the constant set to zero by a proper choice of $\boldsymbol{A}$ ], so that the second integral can be written as $-\Phi_{\mathscr{H}_{k}} \delta Q_{\mathscr{H}_{k}}$, where use has been made of Eq. (5.95) to let appear the electric charge $Q_{\mathscr{H}_{k}}$. Hence, we get

$$
\delta M_{\infty}^{\mathrm{EM}}=\sum_{k=1}^{K}\left[\Phi_{\mathscr{H}_{k}} \delta Q_{\mathscr{H}_{k}}+\sum_{i=1}^{L} \Omega^{(i)} \delta \int_{\mathscr{S}_{k}} A_{\sigma} \eta_{(i)}^{\sigma} \sigma_{k} \mathrm{~d} S\right] .
$$

Consequently, we may rewrite Eq. (16.30) as

$$
\begin{equation*}
\delta M_{\infty}=\sum_{k=1}^{K}\left(\frac{\kappa_{k}}{8 \pi} \delta A_{k}+\Phi_{\mathscr{H}_{k}} \delta Q_{\mathscr{H}_{k}}\right)+\sum_{i=1}^{L} \Omega^{(i)} \sum_{k=1}^{K}\left(\delta J_{\mathscr{H}_{k}}^{(i)}+\delta \int_{\mathscr{S}_{k}} A_{\sigma} \eta_{(i)}^{\sigma} \sigma_{k} \mathrm{~d} S\right) . \tag{16.31}
\end{equation*}
$$

Besides, the Komar angular momentum at infinity with respect to the axisymmetry generated by $\boldsymbol{\eta}_{(i)}$ is given by formula (5.68):

$$
J_{\infty}^{(i)}=J_{\mathscr{S}}^{(i)}+\int_{\Sigma} T_{\mu \nu} \eta_{(i)}^{\nu} \mathrm{d} V^{\mu}
$$

where we have taken (5.45) into account and have set to zero the term involving the trace $T$ in Eq. (5.68) since it is always possible to choose $\Sigma$ so that all the $\boldsymbol{\eta}_{(i)}$ 's are tangent to it, ensuring $\eta_{(i)}^{\mu} \mathrm{d} V_{\mu}=0$. Substituting the electromagnetic form (1.52) for $\boldsymbol{T}$ and using again $\eta_{(i)}^{\mu} \mathrm{d} V_{\mu}=0$, we get

$$
J_{\infty}^{(i)}=J_{\mathscr{S}}^{(i)}+\frac{1}{\mu_{0}} \int_{\Sigma} F_{\rho \mu} F_{\nu}^{\rho} \eta_{(i)}^{\nu} \mathrm{d} V^{\mu}
$$

Now since $\boldsymbol{A}$ obeys the spacetime symmetries, we have $\mathcal{L}_{\boldsymbol{\eta}_{(i)}} \boldsymbol{A}=0$, from which we deduce that $F_{\rho \mu} F^{\rho}{ }_{\nu} \eta_{(i)}^{\nu}=\nabla^{\rho}\left(A_{\nu} \eta_{(i)}^{\nu} F_{\rho \mu}\right)$, in exactly the same way as that used above to establish $F_{\rho \mu} F^{\rho} \xi^{\nu}=\nabla^{\rho}\left(A_{\nu} \xi^{\nu} F_{\rho \mu}\right)$ when evaluating the integral $I$. Hence

$$
J_{\infty}^{(i)}=J_{\mathscr{S}}^{(i)}-\frac{1}{\mu_{0}} \int_{\Sigma} \nabla^{\nu}\left(A_{\rho} \eta_{(i)}^{\rho} F_{\mu \nu}\right) \mathrm{d} V^{\mu}=J_{\mathscr{S}}^{(i)}+\frac{1}{2 \mu_{0}} \int_{\mathscr{S}} A_{\rho} \eta_{(i)}^{\rho} F_{\mu \nu} \mathrm{d} S^{\mu \nu}
$$

where the second equality stems from Lemma 5.12. Since $\mathscr{S}=\cup_{k=1}^{K} \mathscr{S}_{k}, J_{\mathscr{S}}^{(i)}=\sum_{k=1}^{K} J_{\mathscr{H} k}^{(i)}$ and $F_{\mu \nu} \mathrm{d} S^{\mu \nu}=2 \mu_{0} \sigma_{k} \mathrm{~d} S$ on $\mathscr{S}_{k}$ [Eq. (5.96)], we may rewrite the above expression as

$$
\begin{equation*}
J_{\infty}^{(i)}=\sum_{k=1}^{K}\left(J_{\mathscr{H}_{k}}^{(i)}+\int_{\mathscr{\mathscr { C }}_{k}} A_{\rho} \eta_{(i)}^{\rho} \sigma_{k} \mathrm{~d} S\right) \tag{16.32}
\end{equation*}
$$

Then obviously, the term in factor of $\Omega^{(i)}$ in Eq. (16.31) is $\delta J_{\infty}^{(i)}$, which ends the proof of formula (16.24).

Remark 2: When contrasted with the electrovacuum Smarr formula (5.97), the mass variation formula (16.24) has the distinctive feature of being independent of the spacetime dimension $n$.

Remark 3: In the limit of a vanishing electric charge $\left(Q_{\mathscr{H}}=0\right)$, formula (16.25) reduces to the vacuum formula (16.23), given that $M_{\infty}=M$ and $J_{\infty}=J$ are independent of the integration surface in vacuum.

### 16.2.4 Mass variation formula for a black hole surrounded by a fluid

Another interesting application of the general mass variation formula (16.3) regards a black hole surrounded by some perfect-fluid matter in 4-dimensional general relativity. We first need some prelimaries about the perfect fluid model:

## Property 16.4: Simple perfect fluid in axisymmetric spacetimes

In a given $n$-dimensional spacetime $(\mathscr{M}, \boldsymbol{g})$, the energy-momentum tensor of a perfect fluid of 4 -velocity $\boldsymbol{u}$, proper energy density $\varepsilon$ and pressure $p$ is

$$
\begin{equation*}
\boldsymbol{T}=(\varepsilon+p) \underline{\boldsymbol{u}} \otimes \underline{\boldsymbol{u}}+p \boldsymbol{g} . \tag{16.33}
\end{equation*}
$$

A simple fluid ${ }^{a}$ is defined by an equation of state of the type

$$
\begin{equation*}
\varepsilon=\varepsilon\left(s, n_{\mathrm{b}}\right) \tag{16.34}
\end{equation*}
$$

where $s$ and $n_{\mathrm{b}}$ are respectively the entropy density and the baryon density, both measured in the fluid's frame. The fluid's thermodynamic temperature $T$ and the baryon relativistic chemical potential ${ }^{b} \mu_{\mathrm{b}}$ are then defined as the partial derivatives $T:=(\partial \varepsilon / \partial s)_{n_{\mathrm{b}}}$ and $\mu_{\mathrm{b}}:=\left(\partial \varepsilon / \partial n_{\mathrm{b}}\right)_{s}$. The resulting identity

$$
\begin{equation*}
\mathrm{d} \varepsilon=T \mathrm{~d} s+\mu_{\mathrm{b}} \mathrm{~d} n_{\mathrm{b}} \tag{16.35}
\end{equation*}
$$

expresses the first law of thermodynamics for a small fixed comoving volume. The fluid's pressure $p$ is not an independent function of $\left(s, n_{\mathrm{b}}\right)$ but rather is given by the thermodynamic identity

$$
\begin{equation*}
p=T s+\mu_{\mathrm{b}} n_{\mathrm{b}}-\varepsilon \tag{16.36}
\end{equation*}
$$

which, along with (16.35), implies the Gibbs-Duhem relation $\mathrm{d} p=s \mathrm{~d} T+n_{\mathrm{b}} \mathrm{d} \mu_{\mathrm{b}}$.
The law of baryon number conservation asserts that $n_{\mathrm{b}} \boldsymbol{u}$ is a conserved current: $\boldsymbol{\nabla}$. $\left(n_{\mathrm{b}} \boldsymbol{u}\right)=0$. Furthermore, if we assume that $\boldsymbol{g}$ obeys the Einstein equation (1.41), the energy-momentum conservation (1.45) holds: $\boldsymbol{\nabla} \cdot \overrightarrow{\boldsymbol{T}}=0$. Its projection along $\boldsymbol{u}$ lead to the conservation of the entropy current $s \boldsymbol{u}$, i.e. $\boldsymbol{\nabla} \cdot(s \boldsymbol{u})=0$ (no heat exchange between neighboring elements of a perfect fluid). Given a spacelike hypersurface $\Sigma$, the conserved currents $n_{\mathrm{b}} \boldsymbol{u}$ and $s \boldsymbol{u}$ give rise to the concepts of number of baryons $\mathscr{N}_{\mathrm{b}}$ in $\Sigma$ and fluid entropy $S_{\mathrm{f}}$ in $\Sigma$ :

$$
\begin{equation*}
\mathscr{N}_{\mathrm{b}}:=\int_{\Sigma} n_{\mathrm{b}} u^{\mu} \mathrm{d} V_{\mu} \quad \text { and } \quad S_{\mathrm{f}}=\int_{\Sigma} s u^{\mu} \mathrm{d} V_{\mu}, \tag{16.37}
\end{equation*}
$$

where $\mathrm{d} \boldsymbol{V}$ is $\Sigma$ 's normal volume element vector [Eq. (5.45)]. If the spacetime $(\mathscr{M}, \boldsymbol{g})$ is axisymmetric (Killing vector $\boldsymbol{\eta}$ ), a third conserved current is the Komar current of $\boldsymbol{\eta}$, as given by Eq. (5.67): $\mathcal{J}=1 /(8 \pi) \overrightarrow{\boldsymbol{R}} \cdot \boldsymbol{\eta}$ (cf. Eq. (5.48) with $\boldsymbol{\xi}$ replaced by $\boldsymbol{\eta}$ ). Thanks to the Einstein equation (1.42) and assuming that $\boldsymbol{\eta}$ is tangent to $\Sigma$ (i.e. $\boldsymbol{n} \cdot \boldsymbol{\eta}=0$ ), we get $\mathcal{J}=\overrightarrow{\boldsymbol{T}} \cdot \boldsymbol{\eta}=(\varepsilon+p)(\boldsymbol{u} \cdot \boldsymbol{\eta}) \boldsymbol{u}$, so that the fluid angular momentum in $\Sigma$ is

$$
\begin{equation*}
J_{\mathrm{f}}=\int_{\Sigma}(\varepsilon+p) u_{\nu} \eta^{\nu} u^{\mu} \mathrm{d} V_{\mu} \tag{16.38}
\end{equation*}
$$

The three quantities $\mathscr{N}_{\mathrm{b}}, S_{\mathrm{f}}$ and $J_{\mathrm{f}}$ do not depend upon the choice of the hypersurface $\Sigma$ as long as the latter is large enough to encompass all the fluid, i.e. $\Sigma$ intersects each fluid line exactly once (cf. Fig. ??).
${ }^{a}$ See Refs. [331] (Chap. 22), [86, 206] or [208] (Chap. 21).
${ }^{b}$ By relativistic it is meant that the rest mass is included in the chemical potential.
Proof. The entropy conservation $\boldsymbol{\nabla} \cdot(s \boldsymbol{u})=0$ follows straightforwardly from $\boldsymbol{\nabla} \cdot \overrightarrow{\boldsymbol{T}}=0$ projected along $\boldsymbol{u}$, using the identities (16.35), (16.36) and $\boldsymbol{\nabla} \cdot\left(n_{\mathrm{b}} \boldsymbol{u}\right)=0$ (see e.g. Ref. [206] for details). Because they are fluxes of conserved currents, the quantities $\mathscr{N}_{\mathrm{b}}, S_{\mathrm{f}}$ and $J_{\mathrm{f}}$ take
the same values on two hypersurfaces $\Sigma_{1}$ and $\Sigma_{2}$ that are connected by a (timelike or null) hypersuface $\mathscr{V}$ with all the currents vanishing on $\mathscr{V}$, which happens if $\mathscr{V}$ is located outside the fluid worldtube.

From an astrophysical point of view, it is natural to consider that the matter surrounding the black hole forms an accretion disk or torus, so that it can be modeled by a perfect fluid in circular motion around the black hole rotation axis. One then derives from the general law (16.3) the following mass variation formula:

## Property 16.5: mass variation formula for a black hole surrounded by a fluid

Let $(\mathscr{M}, \boldsymbol{g})$ be a stationary (Killing vector $\boldsymbol{\xi}$ ) and axisymmetric (Killing vector $\boldsymbol{\eta}$ ) 4dimensional spacetime that contains a black hole with a connected event horizon $\mathscr{H}$. We assume that $\mathscr{H}$ is a Killing horizon with respect to the Killing vector $\boldsymbol{\chi}=\boldsymbol{\xi}+\Omega_{\mathscr{H}} \boldsymbol{\eta}$. If $\Omega_{\mathscr{H}} \neq 0$, this requires the hypotheses of the strong rigidity theorem (Property 5.25). Let us suppose that $\boldsymbol{g}$ obeys the Einstein equation (1.41) with $\Lambda=0: \boldsymbol{G}=8 \pi \boldsymbol{T}$, where $\boldsymbol{T}$ is the energy-momentum tensor of a perfect fluid located in the black hole exterior and whose features are described in Property 16.4. Moreover, let us assume that the fluid is in circular motion, i.e. the fluid's 4 -velocity $\boldsymbol{u}$ is a linear combination of the two Killing vectors:

$$
\begin{equation*}
\boldsymbol{u}=u^{t}(\boldsymbol{\xi}+\Omega \boldsymbol{\eta}) \tag{16.39}
\end{equation*}
$$

where $u^{t}$ and $\Omega$ are two scalar fields. $\Omega$ is called the fluid angular velocity because $\Omega=\mathrm{d} \varphi / \mathrm{d} t$ along a fluid line, where $t$ and $\varphi$ are adapted coordinates: $\boldsymbol{\partial}_{t}=\boldsymbol{\xi}$ and $\boldsymbol{\partial}_{\varphi}=\boldsymbol{\eta}$. The notation $u^{t}$ reminds that this factor is the component of $\boldsymbol{u}$ along $\boldsymbol{\partial}_{t}$ in adapted coordinates. It is fully determined by $\Omega$ and the three scalar products formed from the two Killing vectors:

$$
\begin{equation*}
u^{t}=\left(-\boldsymbol{\xi} \cdot \boldsymbol{\xi}-2 \Omega \boldsymbol{\xi} \cdot \boldsymbol{\eta}-\Omega^{2} \boldsymbol{\eta} \cdot \boldsymbol{\eta}\right)^{-1 / 2} \tag{16.40}
\end{equation*}
$$

Let $(\mathscr{M}, \boldsymbol{g}+\delta \boldsymbol{g})$ be a nearby stationary spacetime sharing the same characteristics. The change $\delta M_{\infty}$ in Komar mass at infinity between the two spacetimes is given by

$$
\begin{equation*}
\delta M_{\infty}=\frac{\kappa}{8 \pi} \delta A+\Omega_{\mathscr{H}} \delta J_{\mathscr{H}}+\int_{\Sigma} \frac{T}{u^{t}} \delta\left(\mathrm{~d} S_{\mathrm{f}}\right)+\int_{\Sigma} \frac{\mu_{\mathrm{b}}}{u^{t}} \delta\left(\mathrm{~d} \mathscr{N}_{\mathrm{b}}\right)+\int_{\Sigma} \Omega \delta\left(\mathrm{d} J_{\mathrm{f}}\right) \tag{16.41}
\end{equation*}
$$

where $\kappa$ is $\mathscr{H}$ 's surface gravity, $A$ is $\mathscr{H}^{\prime}$ 's area, $J_{\mathscr{H}}$ is $\mathscr{H}^{\prime}$ 's Komar angular momentum, $\Sigma$ is any spacelike hypersurface that intersects each fluid line exactly once and that admits $\boldsymbol{\eta}$ as a tangent vector, $T$ is the fluid temperature, $\mu_{\mathrm{b}}$ is the baryon chemical potential and $\mathrm{d} S_{\mathrm{f}}$, $\mathrm{d} \mathscr{N}_{\mathrm{b}}$ and $\mathrm{d} J_{\mathrm{f}}$ are the infinitesimal increments in the integrals (16.37) and (16.38) defining respectively the fluid's entropy, baryon number and angular momentum:

$$
\begin{equation*}
\mathrm{d} S_{\mathrm{f}}:=s u^{\mu} \mathrm{d} V_{\mu}, \quad \mathrm{d} \mathscr{N}_{\mathrm{b}}:=n_{\mathrm{b}} u^{\mu} \mathrm{d} V_{\mu} \quad \text { and } \quad \mathrm{d} J_{\mathrm{f}}:=(\varepsilon+p) u_{\nu} \eta^{\nu} u^{\mu} \mathrm{d} V_{\mu} \tag{16.42}
\end{equation*}
$$

Proof. Let us specialize the general formula (16.3) to the case $n=4, K=1, L_{1}=1$ and $\boldsymbol{g}$
obeying the Einstein equation (so that the Einstein tensor $\boldsymbol{G}$ can be replaced by $8 \pi \boldsymbol{T}$ ):

$$
\begin{equation*}
\delta M_{\infty}=\frac{\kappa}{8 \pi} \delta A+\Omega_{\mathscr{H}} \delta J_{\mathscr{H}}+\frac{1}{2} \int_{\Sigma} T^{\mu \nu} \delta g_{\mu \nu} \xi^{\rho} \mathrm{d} V_{\rho}-\delta \int_{\Sigma} T_{\nu}^{\mu} \xi^{\nu} \mathrm{d} V_{\mu} . \tag{16.43}
\end{equation*}
$$

Let us rewrite the integrand of the last integral by means of the perfect fluid expression (16.33) for $T$ :

$$
T_{\nu}^{\mu} \xi^{\nu} \mathrm{d} V_{\mu}=\left[(\varepsilon+p) u^{\mu} u_{\nu} \xi^{\nu}+p \xi^{\mu}\right] \mathrm{d} V_{\mu} .
$$

Substituting $\left(u^{t}\right)^{-1} \boldsymbol{u}-\Omega \boldsymbol{\eta}$ for $\boldsymbol{\xi}$ [Eq. (16.39)] and using $u_{\nu} u^{\nu}=-1$ and $\eta^{\mu} \mathrm{d} V_{\mu}=0$ (since $\boldsymbol{\eta}$ is tangent to $\Sigma$ ), we get

$$
T^{\mu}{ }_{\nu} \xi^{\nu} \mathrm{d} V_{\mu}=-\frac{\varepsilon}{u^{t}} u^{\mu} \mathrm{d} V_{\mu}-\Omega \mathrm{d} J_{\mathrm{f}},
$$

where use has been made of Eq. (16.42) to let appear $\mathrm{d} J_{\mathrm{f}}$. Let us perform the variation of this expression and use $\delta \varepsilon=T \delta s+\mu_{\mathrm{b}} \delta n_{\mathrm{b}}$ in agreement with Eq. (16.35):
$\delta\left(T^{\mu}{ }_{\nu} \xi^{\nu} \mathrm{d} V_{\mu}\right)=-\frac{1}{u^{t}}\left(T \delta s+\mu_{\mathrm{b}} \delta n_{\mathrm{b}}\right) u^{\mu} \mathrm{d} V_{\mu}+\frac{\varepsilon \delta u^{t}}{\left(u^{t}\right)^{2}} u^{\mu} \mathrm{d} V_{\mu}-\frac{\varepsilon}{u^{t}} \delta\left(u^{\mu} \mathrm{d} V_{\mu}\right)-\delta \Omega \mathrm{d} J_{\mathrm{f}}-\Omega \delta\left(\mathrm{d} J_{\mathrm{f}}\right)$.
Using Eq. (16.42) to let appear $\delta\left(\mathrm{d} S_{\mathrm{f}}\right)$ and $\delta\left(\mathrm{d} \mathscr{N}_{\mathrm{b}}\right)$ and substituting $p$ for $T s+\mu_{\mathrm{b}} n_{\mathrm{b}}-\varepsilon$ [Eq. (16.36)], we get
$\delta\left(T^{\mu}{ }_{\nu} \xi^{\nu} \mathrm{d} V_{\mu}\right)=-\frac{T}{u^{t}} \delta\left(\mathrm{~d} S_{\mathrm{f}}\right)-\frac{\mu_{\mathrm{b}}}{u^{t}} \delta\left(\mathrm{~d} \mathscr{N}_{\mathrm{b}}\right)-\Omega \delta\left(\mathrm{d} J_{\mathrm{f}}\right)+\frac{p}{u^{t}} \delta\left(u^{\mu} \mathrm{d} V_{\mu}\right)+\frac{\varepsilon \delta u^{t}}{\left(u^{t}\right)^{2}} u^{\mu} \mathrm{d} V_{\mu}-\delta \Omega \mathrm{d} J_{\mathrm{f}}$.
Now $\delta\left(u^{\mu} \mathrm{d} V_{\mu}\right)=\delta u^{\mu} \mathrm{d} V_{\mu}+u^{\mu} \delta\left(\mathrm{d} V_{\mu}\right)$, with, according to Eqs. (16.39) and (16.4),

$$
\begin{equation*}
\delta u^{\mu}=\left(\delta u^{t} / u^{t}\right) u^{\mu}+u^{t} \delta \Omega \eta^{\mu} \tag{16.44}
\end{equation*}
$$

and, according to Eqs. (16.17) and (16.21), $\delta\left(\mathrm{d} V_{\mu}\right)=(1 / 2) g^{\rho \sigma} \delta g_{\rho \sigma} \mathrm{d} V_{\mu}$. Hence, using $\eta^{\mu} \mathrm{d} V_{\mu}=0$,

$$
\delta\left(u^{\mu} \mathrm{d} V_{\mu}\right)=\left(\frac{\delta u^{t}}{u^{t}}+\frac{1}{2} g^{\rho \sigma} \delta g_{\rho \sigma}\right) u^{\mu} \mathrm{d} V_{\mu} .
$$

The above expression of $\delta\left(T_{\nu}^{\mu} \xi^{\nu} \mathrm{d} V_{\mu}\right)$ becomes then

$$
\begin{aligned}
\delta\left(T_{\nu}^{\mu} \xi^{\nu} \mathrm{d} V_{\mu}\right)= & -\frac{T}{u^{t}} \delta\left(\mathrm{~d} S_{\mathrm{f}}\right)-\frac{\mu_{\mathrm{b}}}{u^{t}} \delta\left(\mathrm{~d} \mathscr{N}_{\mathrm{b}}\right)-\Omega \delta\left(\mathrm{d} J_{\mathrm{f}}\right) \\
& +\left[\left(\frac{\delta u^{t}}{\left(u^{t}\right)^{2}}-\delta \Omega u_{\nu} \eta^{\nu}\right)(\varepsilon+p)+\frac{1}{2} \frac{p}{u^{t}} g^{\rho \sigma} \delta g_{\rho \sigma}\right] u^{\mu} \mathrm{d} V_{\mu} .
\end{aligned}
$$

Note that we have used Eq. (16.42) as $\delta \Omega \mathrm{d} J_{\mathrm{f}}=(\varepsilon+p) \delta \Omega u_{\nu} \eta^{\nu} u^{\mu} \mathrm{d} V_{\mu}$. Now, from Eq. (16.44), $\delta u^{t} / u^{t}-u^{t} \delta \Omega u_{\nu} \eta^{\nu}=-u_{\nu} \delta u^{\nu}$. Hence
$\delta\left(T^{\mu}{ }_{\nu} \xi^{\nu} \mathrm{d} V_{\mu}\right)=-\frac{T}{u^{t}} \delta\left(\mathrm{~d} S_{\mathrm{f}}\right)-\frac{\mu_{\mathrm{b}}}{u^{t}} \delta\left(\mathrm{~d} \mathscr{N}_{\mathrm{b}}\right)-\Omega \delta\left(\mathrm{d} J_{\mathrm{f}}\right)+\left[\frac{p}{2} g^{\rho \sigma} \delta g_{\rho \sigma}-(\varepsilon+p) u_{\nu} \delta u^{\nu}\right] \frac{1}{u^{t}} u^{\mu} \mathrm{d} V_{\mu}$.
Since $g_{\rho \sigma} u^{\rho} u^{\sigma}=-1$ implies $u_{\rho} \delta u^{\rho}=-(1 / 2) \delta g_{\rho \sigma} u^{\rho} u^{\sigma}$, we may rewrite the above relation as

$$
\delta\left(T^{\mu}{ }_{\nu} \xi^{\nu} \mathrm{d} V_{\mu}\right)=-\frac{T}{u^{t}} \delta\left(\mathrm{~d} S_{\mathrm{f}}\right)-\frac{\mu_{\mathrm{b}}}{u^{t}} \delta\left(\mathrm{~d} \mathscr{N}_{\mathrm{b}}\right)-\Omega \delta\left(\mathrm{d} J_{\mathrm{f}}\right)+\frac{1}{2} T^{\rho \sigma} \delta g_{\rho \sigma} \xi^{\mu} \mathrm{d} V_{\mu},
$$

where we have used Eq. (16.33) to let appear $T^{\rho \sigma}$ and Eq. (16.39) along with $\eta^{\mu} \mathrm{d} V_{\mu}=0$ to write $\left(u^{t}\right)^{-1} u^{\mu} \mathrm{d} V_{\mu}=\xi^{\mu} \mathrm{d} V_{\mu}$. Integrating the above expression on $\Sigma$ and substituting into Eq. (16.43) yields formula (16.41).

Historical note : The mass-variation formula (16.1) for Kerr black holes has been first derived by Jacob Bekenstein in 1972 [44, 45], using the same differentiation procedure as in Sec. 16.2.1. Actually, the formula derived by Bekenstein extends to Kerr-Newman black holes. In other words, Bekenstein took into account some electric charge and derived formula (16.25) for the specific Kerr-Newman case. The extension to generic stationary 4-dimensional black holes surrounded by a perfect fluid in circular motion [Eq. (16.41)] has been obtained by James Bardeen, Brandon Carter and Stephen Hawking in 1973 [34]. A different derivation of the same formula (16.41) can also be found in Bardeen's lecture at the famous 1972 Les Houches summer school [33]. The generalization to include an electromagnetic field has been presented by Carter at the same summer school [85]. In the pure electrovacuum case (no fluid, no electric current), Carter's formula (Eq. (9.64) in Ref. [85]) reduces to the case $K=1, L=1$ of formula (16.24). As for the general form (16.3) involving the Einstein tensor, it has been exhibited by Carter in 1979 [88] in the case $n=4$ and $K=1$ (connected event horizon). The mass variation formula with a fluid (16.41) has been extended to non-circular flows by Carter in 1979 [87].

### 16.2.5 A first law?

At this stage, it would be premature to call any of the formulas (16.22), (16.23), (16.24) or (16.41) the first law of black hole dynamics by analogy to the first law of thermodynamics $\mathrm{d} E=T \mathrm{~d} S-P \mathrm{~d} V$. One can reasonably interpret $\delta M$ as some energy variation, the term $\Omega_{\mathscr{H}} \delta J$ as the work ${ }^{6}$ performed by the torque that is changing by $\delta J$ the angular momentum $J$ of a body rotating at the angular velocity $\Omega_{\mathscr{H}}$ and the term $\Phi_{\mathscr{H}} \delta Q_{\mathscr{H}}$ as the work performed to change by an amount $\delta Q_{\mathscr{H}}$ the electric charge of a body at an electric potential $\Phi_{\mathscr{H}}$. However, we have not got any argument yet to identify the term $(\kappa / 8 \pi) \delta A$ with the classical heat exchange term $T \mathrm{~d} S$. For this, we need first to identify the entropy $S$ with the black hole area $A$. This is going to be performed in the next section.

### 16.3 Evolution of the black hole area

### 16.3.1 Hawking's area theorem

The first step towards the area theorem is:

## Property 16.6: positive expansion of a black hole horizon

Let $(\mathscr{M}, \boldsymbol{g})$ be a $n$-dimensional spacetime containing a black hole of event horizon $\mathscr{H}$. If the Ricci tensor $\boldsymbol{R}$ obeys the null convergence condition (2.94) on $\mathscr{H}$, i.e. if $\boldsymbol{R}(\boldsymbol{\ell}, \boldsymbol{\ell}) \geq 0$ for any null vector $\ell$ on $\mathscr{H}$ - which holds in general relativity if the null energy condition (2.95) is fulfilled -, then the expansion $\theta_{(\ell)}$ of $\mathscr{H}$ along any future-directed null normal $\ell$, as defined in Sec. 2.3.5, is positive or zero:

$$
\begin{equation*}
\theta_{(\ell)} \geq 0 . \tag{16.45}
\end{equation*}
$$

[^149]Proof. Let $\ell$ be a future-directed null normal vector field of $\mathscr{H}$. $\ell$ is necessarily tangent to the null geodesic geodesic generators of $\mathscr{H}$ (Property 2.1) and is thus a pregeodesic vector, i.e. it obeys Eq. (2.22): $\nabla_{\ell} \ell=\kappa \ell$. If $\ell$ is not geodesic $(\kappa \neq 0)$, it is always possible to rescale it to $\ell^{\prime}=\alpha \boldsymbol{\ell}$ with $\alpha>0$ so that $\ell^{\prime}$ is a future-directed geodesic vector field: $\nabla_{\ell^{\prime}} \ell^{\prime}=0$ [Eq. (2.24)]. We have then $\theta_{\left(\ell^{\prime}\right)}=\alpha \theta_{(\ell)}$ [cf. Eq. (2.68)], so that $\theta_{(\ell)} \geq 0 \Longleftrightarrow \theta_{\left(\ell^{\prime}\right)} \geq 0$. Accordingly, for proving (16.45), there is no loss of generality in assuming that $\ell$ is a geodesic vector field. Let us consider a null geodesic generator $\mathscr{L}$ of $\mathscr{H}$. Up to some additive constant, there is a unique affine parameter $\lambda$ of $\mathscr{L}$ associated to $\ell$, i.e. such that $\ell=\mathrm{d} \boldsymbol{x} / \mathrm{d} \lambda$ along $\mathscr{L}$. The evolution of $\theta_{(\ell)}$ along $\mathscr{L}$ is measured by $\mathrm{d} \theta_{(\ell)} / \mathrm{d} \lambda=\nabla_{\ell} \theta_{(\ell)}$ and is given by the null Raychaudhuri equation (2.88). Owing to $\kappa=0$ (for $\ell$ is assumed to be geodesic), it simplifies to

$$
\frac{\mathrm{d} \theta_{(\ell)}}{\mathrm{d} \lambda}=-\frac{1}{n-2} \theta_{(\ell)}^{2}-\underbrace{\sigma_{a b} \sigma^{a b}}_{\geq 0}-\underbrace{\boldsymbol{R}(\ell, \ell)}_{\geq 0},
$$

where $\sigma_{a b} \sigma^{a b} \geq 0$ has been established in Sec. 2.4.2 [Eq. (2.92)] and $\boldsymbol{R}(\ell, \ell) \geq 0$ holds by virtue of the null convergence condition on $\mathscr{H}$. Hence

$$
\begin{equation*}
\frac{\mathrm{d} \theta_{(\ell)}}{\mathrm{d} \lambda} \leq-\frac{1}{n-2} \theta_{(\ell)}^{2} . \tag{16.46}
\end{equation*}
$$

Let us assume the negation of (16.45), i.e. that there exists a point $p \in \mathscr{L} \cap \mathscr{H}$ where $\theta_{(\ell)}=\theta_{0}<0$. By choosing the additive constant in the definition of the affine parameter $\lambda$, we may ensure $\lambda(p)=0$. Equation (16.46) implies then

$$
\begin{equation*}
\forall \lambda \geq 0, \quad \theta_{(\ell)}(\lambda) \leq \bar{\theta}(\lambda), \tag{16.47}
\end{equation*}
$$

where $\bar{\theta}(\lambda)$ obeys

$$
\frac{\mathrm{d} \bar{\theta}}{\mathrm{~d} \lambda}=-\frac{1}{n-2} \bar{\theta}^{2} \quad \text { and } \quad \bar{\theta}(0)=\theta_{0}
$$

The unique solution of this differential equation is

$$
\bar{\theta}(\lambda)=\frac{\theta_{0}}{1+\theta_{0} \lambda /(n-2)} .
$$

It follows that $\bar{\theta} \rightarrow-\infty$ as $\lambda \rightarrow-(n-2) / \theta_{0}>0$. The inequality (16.47) then implies $\theta_{(\ell)} \rightarrow-\infty$ as $\lambda \rightarrow \lambda_{*}$ with $0<\lambda_{*} \leq-(n-2) / \theta_{0}$. Hence the point $p_{*} \in \mathscr{L}$ of parameter $\lambda_{*}$ is a focusing point, i.e. a point where neighboring null geodesic generators of $\mathscr{H}$ intersect. But according to Property 4.8 of black hole event horizons (cf. Sec. 4.4.3), this can happen only if $p_{*}$ is a crossover point, i.e. a point at which the null geodesic $\mathscr{L}$ enters $\mathscr{H}$; however, this situation is excluded since $\lambda_{*}>0$ implies that $p_{*}$ lies in the future of $p$, where $\mathscr{L}$ is already in $\mathscr{H}$. Hence the hypothesis $\theta_{0}<0$ leads to a contradiction. It follows that $\theta_{0} \geq 0$, i.e. at any point $p \in \mathscr{H}, \theta_{(\ell)} \geq 0$.


Figure 16.1: Cross-sections $\mathscr{S}_{1}$ and $\mathscr{S}_{2}$ induced by the spacelike hypersurfaces $\Sigma_{1}$ and $\Sigma_{2}$ in a smooth part of the event horizon $\mathscr{H}$, such that $\mathscr{S}_{1}$ and $\mathscr{S}_{2}$ are intersected by the same null geodesic generators of $\mathscr{H}$ (green curves).

Property 16.7: area theorem (Hawking 1971 [236], Chruściel, Delay, Galloway and Howard 2001 [107])

Let $(\mathscr{M}, \boldsymbol{g})$ be a $n$-dimensional spacetime containing a black hole of event horizon $\mathscr{H}$ and such that the Ricci tensor $\boldsymbol{R}$ fulfills the null convergence condition (2.94), i.e. $\boldsymbol{R}(\boldsymbol{\ell}, \boldsymbol{\ell}) \geq 0$ for any null vector $\ell$ - which holds in general relativity if the null energy condition (2.95) is fulfilled. Let $\Sigma_{1}$ and $\Sigma_{2}$ be spacelike hypersurfaces such that $\Sigma_{2}$ lies in the causal future of $\Sigma_{1}: \Sigma_{2} \subset J^{+}\left(\Sigma_{1}\right)$ (cf. Sec. 4.4.1). Let $\mathscr{S}_{1}=\mathscr{H} \cap \Sigma_{1}$ and $\mathscr{S}_{2}=\mathscr{H} \cap \Sigma_{2}$. If
(i) $\mathscr{H}$ is smooth between $\mathscr{S}_{1}$ and $\mathscr{S}_{2}$, and $\mathscr{S}_{1}$ and $\mathscr{S}_{2}$ are cross-sections ${ }^{a}$ of $\mathscr{H}$ that are intersected by the same null geodesic generators of $\mathscr{H}$ (cf. Fig. 16.1)
or
(ii) the closure of $J^{-}\left(\mathscr{I}^{+}\right) \cup \mathscr{H}$ in the conformal manifold $\tilde{\mathscr{M}} \supset \mathscr{M}$ defining $\mathscr{I}^{+}$is included in a globally hyperbolic region $\mathscr{V}$ of $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$ and $\Sigma_{1}$ and $\Sigma_{2}$ are Cauchy surfaces of $\mathscr{V}$,
then the areas $A\left(\mathscr{S}_{1}\right)$ and $A\left(\mathscr{S}_{2}\right)$ obey

$$
\begin{equation*}
A\left(\mathscr{S}_{2}\right) \geq A\left(\mathscr{S}_{1}\right) . \tag{16.48}
\end{equation*}
$$

${ }^{a}$ If $\mathscr{H}$ is smooth between $\mathscr{S}_{1}$ and $\mathscr{S}_{2}$, it is necessarily a null hypersurface there (Property $4.11 \mathrm{on} \mathrm{p.116)}$, so that the concept of cross-section as defined in Sec. 2.3.4 makes sense.

Proof. Let us consider first the case (i) ( $\mathscr{H}$ smooth between $\mathscr{S}_{1}$ and $\mathscr{S}_{2}$ ). $\mathscr{S}_{1}$ and $\mathscr{S}_{2}$ are then cross-sections of $\mathscr{H}$ that are connected by null geodesic generators of $\mathscr{H}$ (cf. Fig. 16.1). One may introduce a 1-parameter foliation $\left(S_{t}\right)_{t \in[0,1]}$ of $\mathscr{H}$ by cross-sections $S_{t}$ such that $S_{0}=\mathscr{S}_{1}$


Figure 16.2: Surfaces $\mathscr{S}_{1}$ and $\mathscr{S}_{2}$ induced by the spacelike hypersurfaces $\Sigma_{1}$ and $\Sigma_{2}$ on the event horizon $\mathscr{H}$ corresponding to a black hole merger. All solid dark green and light green curves are null geodesic generators of $\mathscr{H}$. The light green part of $\mathscr{H}$ is generated by null geodesics that entered $\mathscr{H}$ at some caustic points (three of them are indicated as light green dots); the parts of these geodesics outside $\mathscr{H}$ are drawn as light green dot-dashed curves. The dark green dashed curves depict other null geodesics that enter $\mathscr{H}$ at the same caustic points.
and $S_{1}=\mathscr{S}_{2}$ (cf. the proof of Property 3.1 for details, $\lambda$ playing the role of $t$ there). The label $t$ can then be considered as a parameter along the null geodesic generators of $\mathscr{H}$ connecting $\mathscr{S}_{1}$ to $\mathscr{S}_{2}$. Let $\ell=\mathrm{d} \boldsymbol{x} / \mathrm{d} t$ be the associated tangent vector. Given that $\mathscr{S}_{2}$ lies in the future of $\mathscr{S}_{1}$, $\ell$ is future-directed. By the very definition of the expansion $\theta_{(\ell)}$ along $\ell$ [Eq. (2.49) combined with Eq. (2.53)], one has

$$
\frac{\mathrm{d}}{\mathrm{~d} t} A\left(S_{t}\right)=\int_{S_{t}} \theta_{(\ell)} \sqrt{q} \mathrm{~d} x^{2} \cdots \mathrm{~d} x^{n-1}
$$

where $\left(x^{2}, \ldots, x^{n-1}\right)$ is a coordinate system on $S_{t}$ and $q$ is the determinant with respect to these coordinates of the metric induced by $\boldsymbol{g}$ on $S_{t}$. Now, if the null convergence condition holds, Property 16.6 implies $\theta_{(\ell)} \geq 0$; hence

$$
\frac{\mathrm{d}}{\mathrm{~d} t} A\left(S_{t}\right) \geq 0
$$

It follows that $t \mapsto A\left(S_{t}\right)$ is a nondecreasing function. Consequently, $A\left(S_{1}\right) \geq A\left(S_{0}\right)$ and Eq. (16.48) holds.

If $\mathscr{H}$ is not smooth between $\mathscr{S}_{1}$ and $\mathscr{S}_{2}$, this is due to the crease set, i.e. the subset of $\mathscr{H}$ where new null geodesics enter $\mathscr{H}$ (cf. Sec. 4.4.3). Naively, this reinforces the inequality $A\left(\mathscr{S}_{2}\right)>A\left(\mathscr{S}_{1}\right)$ since the new geodesics are generating new parts of $\mathscr{H}$ and therefore parts of $\mathscr{S}_{2}$ distinct from those that can be connected to $\mathscr{S}_{1}$ by null geodesic generators (cf. Fig. 16.2). More precisely, let us assume (ii) and let us consider a point $p \in \mathscr{S}_{1}$. Let $\mathscr{L}$ be the null geodesic generator of $\mathscr{H}$ through $p$. By property 4.8, $\mathscr{L}$ stays in $\mathscr{H}$ for all its future after $p$. Since $\Sigma_{2}$ is a Cauchy surface lying in the causal future of $\Sigma_{1}, \mathscr{L}$ necessarily intersects $\Sigma_{2}$ at a unique
point $q \in \Sigma_{2} \cap \mathscr{H}=\mathscr{S}_{2}$. Hence every point of $\mathscr{S}_{1}$ is mapped to a point of $\mathscr{S}_{2}$ by a null geodesic generator. Let $\mathscr{S}_{2}^{*}$ be the part of $\mathscr{S}_{2}$ covered by this map. If we assume that the part of $\mathscr{H}$ between $\mathscr{S}_{1}$ and $\mathscr{S}_{2}^{*}$ is smooth, we may apply (i) to the pair $\left(\mathscr{S}_{1}, \mathscr{S}_{2}^{*}\right)$ and get $A\left(\mathscr{S}_{2}^{*}\right) \geq A\left(\mathscr{S}_{1}\right)$. Given that $\mathscr{S}_{2}^{*} \subset \mathscr{S}_{2}$, one has $A\left(\mathscr{S}_{2}\right) \geq A\left(\mathscr{S}_{2}^{*}\right)$ and (16.48) follows. We refer to the article [107] for the proof in the case where $\mathscr{H}$ is not assumed smooth between $\mathscr{S}_{1}$ and $\mathscr{S}_{2}^{*}$ (70 pages!).

Example 1 (Oppenheimer-Snyder collapse): Let us consider the black hole formed by the collapse of a ball of pressureless matter, as described by the Oppenheimer-Snyder model studied in Sec. 14.3. Let $\mathscr{S}_{\tilde{t}}$ be a cross-section of the event horizon at constant ingoing Eddington-Finkelstein coordinate $\tilde{t}$. The area of $\mathscr{S}_{\hat{t}}$ is simply $A=4 \pi r^{2}$, where $r$ is the areal radius (cf. Sec. 14.3.5). Its evolution can thus be read directly on Fig. 14.2 (right): it is increasing from $A=0($ at $\tilde{t} \simeq 5.6 \mathrm{~m})$ to the Schwarzschild value $A=16 \pi m^{2}($ at $\tilde{t} \simeq 9.7 \mathrm{~m})$. This fully agrees with the area theorem, given that the null energy condition (2.95) is fulfilled by the energy-momentum tensor (14.2) of the collapsing matter: $\boldsymbol{T}(\boldsymbol{\ell}, \boldsymbol{\ell})=\rho(\boldsymbol{u} \cdot \boldsymbol{\ell})^{2} \geq 0$ since $\rho \geq 0$.

Example 2 (Vaidya collapse): Similarly, we check on Figs. 15.1 and 15.5 that for the radiation shell collapse studied in Chap. 15, the area of cross-sections of the event horizon at constant ingoing EddingtonFinkelstein coordinate $t$ is increasing towards the future, for $r$ is again the areal radius [cf. the metric (15.11)]. As we have already noticed in Sec. 15.2.1, the radiation energy-momentum tensor (15.5) fulfills the null energy condition, given that $M^{\prime}(v) \geq 0$ (cf. Fig. 15.2).

Historical note : It has been noticed in 1970 (published 1971) by Roger Penrose and Roger Floyd [368] that the area of a Kerr black hole increases, despite its mass is decreasing, when some energy is extracted by means of a Penrose process, as described in Sec. 11.3.2. Soon after, in 1971, Stephen Hawking [236] established the area theorem for generic dynamical black holes and a detailed proof was given in Hawking \& Ellis' 1973 textbook (Proposition 9.2.7 in [242]). In 2001, Piotr Chruściel, Erwann Delay, Gregory Galloway and Ralph Howard [107] pointed out that the Hawking \& Ellis proof is valid only for $\mathscr{H}$ piecewise smooth (cf. the discussion in Sec. 3.5.1 of Chruściel's textbook [106]); they constructed a new proof that does not assume the smoothness of $\mathscr{H}$.

### 16.3.2 A second law?

Basically the area theorem 16.7 states that the area of cross-sections of a black hole event horizon cannot decrease from the past to the future. By its irreversible character, this property bears some resemblance with the second law of thermodynamics. By itself, this is of course not sufficient to identify the black hole area with some entropy (any nondecaying physical quantity has not to be an entropy!). However, we have seen in Sec. 16.2.5 that the candidate $T \mathrm{~d} S$ term for a possible first law could be $\kappa /(8 \pi) \mathrm{d} A$. It is thus tempting to identify $A$ with some entropy $S$, up to some constant factor $\alpha$. Then the temperature $T$ would be $\kappa /(8 \pi \alpha)$ :

$$
\begin{equation*}
S=\alpha A \quad \text { and } \quad T=\frac{1}{8 \pi \alpha} \kappa \tag{16.49}
\end{equation*}
$$

so that we get $T \mathrm{~d} S=\kappa /(8 \pi) \mathrm{d} A$, making the mass variation formula (16.23) look pretty much like the first law of thermodynamics.

### 16.4 The other laws of black hole dynamics

### 16.4.1 Zeroth law

We have already established a so-called zeroth law of black hole dynamics in Chap. 3, namely the surface gravity $\kappa$ of a Killing horizon is constant, provided that the null dominance condition is fulfilled (Property 3.10) or that the Killing horizon is part of a bifurcate Killing horizon (Property 3.16). Now, by Properties 5.23 and 5.25, (a connected component of) the event horizon of a stationary black hole must be a Killing horizon. Hence, we may extend the zeroth law to black holes:

## Property 16.8: zeroth law of black hole dynamics

Let $(\mathscr{M}, \boldsymbol{g})$ be a stationary spacetime of dimension $n \geq 4$ containing a black hole. Let $\mathscr{H}$ be a connected component of the black hole event horizon. If $\mathscr{H}$ is non-rotating (i.e. if the stationary Killing vector $\boldsymbol{\xi}$ is null on $\mathscr{H}$ ), $\mathscr{H}$ is necessarily a Killing horizon (Property 5.23). If $\mathscr{H}$ is rotating $(\boldsymbol{\xi}$ spacelike on some parts of $\mathscr{H})$, we shall assume that the hypotheses of the strong rigidity theorem (Property 5.25) hold, so that $\mathscr{H}$ is a Killing horizon as well. If the null dominance condition (3.43) is fulfilled on $\mathscr{H}$ - which is guaranteed in general relativity if the null dominant energy condition (3.46) holds on $\mathscr{H}$ - or if $\mathscr{H}$ is part of a bifurcate Killing horizon, then the surface gravity $\kappa$ is constant over $\mathscr{H}$.

Given that a black hole "in equilibrium" is modeled by a black hole in a stationary spacetime, this property bears a strong resemblance with the zeroth law of thermodynamics, which states that the temperature of a body in equilibrium is uniform over the entire body. This strengthens the interpretation of the surface gravity $\kappa$ as the temperature $T$ (up to some factor) performed in Eq. (16.49).

### 16.4.2 What about the third law?

The classical Nernst formulation of the third law of thermodynamics states that the entropy of a system must approach zero (or a universal constant) as its temperature tends to zero. In this form and with the identification (16.49), this law certainly does not hold for black holes, because extremal black holes, which have $\kappa=0$, have a non-vanishing area. For instance, the area of the extremal Kerr black hole of mass $m$ (Chap. 13) is $A=8 \pi m^{2}$ (take the limit $a \rightarrow m$ in Eq. (10.82)), which is neither zero, nor a universal constant. Similarly, the area of the extremal Reissner-Nordström black hole of mass $m$ is $A=4 \pi m^{2}$ (this is immediate from the metric (17.1) below). Another formulation of the third law of thermodynamics states that it is impossible to bring any system to zero temperature by a finite number of operations. This was the formulation adopted for black holes, as a conjecture, in 1973 by Carter [85] and Bardeen, Carter and Hawking [34]. It was then reformulated, with a tentative proof, by Israel in 1986 [262], as

No continuous process in which the energy-momentum tensor of accreted matter remains bounded and satisfies the weak energy condition in a neighborhood of the
apparent horizon can reduce the surface gravity of a black hole to zero within a finite advanced time.

However, as pointed out recently by Kehle and Unger [278], Israel's proof is restricted to the case where outermost trapped surfaces evolve smoothly, while, as we shall discuss in Chap. 17, their evolution generically presents discontinuous jumps, even if the spacetime and all the matter fields remain perfectly smooth. In particular, Kehle and Unger [278] have exhibited a spacetime where the collapse of a $C^{k}$-regular charged scalar field (obeying the dominant, and hence the weak, energy condition) turns a (piece of) Schwarzschild black hole into an extremal Reissner-Nordström black hole within a finite advanced time ${ }^{7}$.

From an astrophysical point of view, Bardeen has shown in 1970 [30] that a Schwarzschild black hole of mass $m_{0}\left(\kappa=1 /\left(4 m_{0}\right)>0\right.$, Eq. (2.29)) can in principle be spun up to an extremal Kerr black hole ( $\kappa=0$ ) by accreting matter from the innermost stable circular orbit (ISCO, cf. Sec. 11.5.3) by a total rest-mass amount of $\simeq 1.86 m_{0}$; the mass of the final black hole is then $m \simeq 2.45 m_{0}$. However, if one assumes that the matter comes from an accretion disk terminating at the ISCO and one takes into account the electromagnetic emission of the disk, the extremal Kerr state cannot be achieved. The reason is that a substantial part of the emitted photons carry a negative angular momentum $\ell$ and the black hole absorption cross-section for photons with $\ell<0$ is larger than for those with $\ell>0$. This appears clearly on the shadow picture of Fig. 12.20, where the part $\alpha>0$, which is due to photons with $\ell<0$ (cf. Eq. 12.88a), is much larger than the part $\alpha<0$ corresponding to $\ell>0$. Consequently, the black hole absorbs more photons with $\ell<0$ than with $\ell>0$; this diminishes the increase of the black hole spin $a$ resulting form the accretion of matter from the disk (which has a positive angular momentum). Thorne has shown in 1974 [427] that the balance between the two processes leads to a final spin parameter $a \simeq 0.998 \mathrm{~m}$, quite insensitive to the details of the emission mechanism in the accretion disk. This is close to, but strictly lower than, the critical value $a=m$ that would have yield a zero surface gravity. Hence, in this respect, we can say that astrophysical black holes absorbing matter from an accretion disk obey a kind of third law of thermodynamics. But this does not appear to arise from some fundamental properties of black holes; it rather results from the properties of their environment.

It must be stressed that in the field of standard thermodynamics as well, the third law has not the same fundamental status as the other laws. In particular it can be violated by some rather simple systems (see Ref. [449] for a discussion and an example involving a boson (or fermion) gas confined to a circular ring).

For all the above reasons, we shall no longer discuss the third law here.

### 16.5 Black hole thermodynamics

### 16.5.1 The three laws

Let us summarize the results obtained so far, in the form of three laws analogous to the laws of thermodynamics. To stress the analogy, we are using the phrase black hole in equilibrium for

[^150]black hole in a stationary spacetime. Besides, for the sake of brevity, we shall not repeat the various assumptions underlying these laws, referring to previously stated properties for all the details. Moreover, for simplicity, we consider a connected event horizon.

## Property 16.9: laws of black hole dynamics

Zeroth law: Under the hypotheses of Property 16.8 , the surface gravity $\kappa$ of the event horizon of a black hole in equilibrium is uniform over the horizon:

$$
\begin{equation*}
\kappa=\text { const. } \tag{16.50}
\end{equation*}
$$

First law: Under the hypotheses of Property 16.3, the change $\delta M$ in total mass between two nearby electrovacuum configurations of a black hole in equilibrium is related to the change $\delta A$ in horizon area, the change $\delta J$ in total angular momentum and the change $\delta Q_{\mathscr{H}}$ in electric charge by ${ }^{a}$

$$
\begin{equation*}
\delta M=\frac{\kappa}{8 \pi} \delta A+\Omega_{\mathscr{H}} \delta J+\Phi_{\mathscr{H}} \delta Q_{\mathscr{H}}, \tag{16.51}
\end{equation*}
$$

where $\Omega_{\mathscr{H}}$ and $\Phi_{\mathscr{H}}$ are the horizon's angular velocity and electric potential respectively.

Second law: Under the hypotheses of Property 16.7, the area of cross-sections of a black hole cannot decrease in time:

$$
\begin{equation*}
A\left(\mathscr{S}_{2}\right) \geq A\left(\mathscr{S}_{1}\right) \tag{16.52}
\end{equation*}
$$

as soon as the cross-section $\mathscr{S}_{2}$ lies in the causal future of the cross-section $\mathscr{S}_{1}$.

[^151]
### 16.5.2 Hawking radiation

From a pure classical (i.e. non-quantum) point of view, if one would like to attribute some temperature $T$ to a black hole, it should be $T=0$, since a black hole does not radiate at all. For a stationary black hole with nonzero surface gravity $\kappa$, this contradicts the tentative identification (16.49) between $T$ and $\kappa$. It is remarkable that quantum field theory in curved spacetime restores the identification:

## Property 16.10: Hawking radiation

Let $(\mathscr{M}, \boldsymbol{g})$ be a $n$-dimensional $(n \geq 2)$ asymptotically flat spacetime that is stationary and contains a black hole, the event horizon of which is a Killing horizon of constant surface gravity $\kappa$. Then, quantum field theory in the curved background $(\mathscr{M}, \boldsymbol{g})$ predicts that any quantum field gives birth to a thermal radiation from the black hole to infinity,
called Hawking radiation. The radiation temperature as measured by asymptotic inertial observers at rest with respect to the black hole is

$$
\begin{equation*}
T_{\mathrm{H}}=\frac{\hbar}{k_{\mathrm{B}}} \frac{\kappa}{2 \pi}, \tag{16.53}
\end{equation*}
$$

where $\hbar=1.05457181710^{-34} \mathrm{~J}$ is the reduced Planck constant and $k_{\mathrm{B}}=1.38064910^{-23}$ $\mathrm{J} \mathrm{K}^{-1}$ is the Boltzmann constant. $T_{\mathrm{H}}$ is called the Hawking temperature.

We shall not establish this property here; this is done in many textbooks, e.g. [446, 448, 184, 76, 172], as well in some review articles, e.g. [67, 139]. Rather, we shall limit ourselves to a few remarks:

Remark 1: Formula (16.53) is given for $c=1$ units, which are used throughout the text. If one restores $c$ and considers that $\kappa$ has the dimension of an acceleration, the formula should read $T_{\mathrm{H}}=\frac{\hbar}{k_{\mathrm{B}}} \frac{\kappa}{2 \pi c}$.

Remark 2: The phenomenon of Hawking radiation is essentially kinematic and does not depend on any field equation for the metric $\boldsymbol{g}$. In particular it does not rely on the Einstein equation. Moreover, the Hawking temperature (16.53) is independent from the spacetime dimension $n$ (see e.g. Ref. [274] for a detailed discussion).

Remark 3: The Hawking temperature $T_{\mathrm{H}}$ is the radiation temperature measured infinitely far from the black hole; it is therefore not a "local" temperature at the level of the event horizon $\mathscr{H}$. More precisely, let us assume for simplicity that the black hole is non-rotating, (cf. Property 5.2) and that its exterior is strictly static. In other words, the stationary Killing vector $\boldsymbol{\xi}$ is assumed to be null on $\mathscr{H}$ and timelike in the black hole exterior. Let us then consider static observers at a finite distance from $\mathscr{H}$, i.e. observers of 4-velocity $\boldsymbol{u}=\boldsymbol{\xi} / V$, where $V:=\sqrt{-\boldsymbol{\xi} \cdot \boldsymbol{\xi}}$ [cf. Eqs. (3.70) and (3.61)]. Then these observers find the temperature of the Hawking radiation to be ${ }^{8}$

$$
\begin{equation*}
T=\frac{T_{\mathrm{H}}}{V} \tag{16.54}
\end{equation*}
$$

For infinitely distant observers, $V \rightarrow 1$ [cf. Eq. (5.1)], and we recover $T=T_{\mathrm{H}}$. For static observers infinitely close to the event horizon ( $V \rightarrow 0$ ), we get $T \rightarrow+\infty$. Note that those observers are also experiencing a diverging acceleration [cf. Eq. (3.75)]. On the contrary, a freely-falling observer crossing the horizon measures $T=0$, i.e. she does not detect the Hawking radiation.

Remark 4: The Hawking radiation is closely related to the Unruh effect, which is another prediction of quantum field theory: in vacuum Minkowski spacetime, a uniformly accelerated observer measures a black-body radiation of all particle species at the temperature $T_{\mathrm{U}}=\left(\hbar / k_{\mathrm{B}}\right) a /(2 \pi)$, where $a=\sqrt{\boldsymbol{a} \cdot \boldsymbol{a}}$ is the norm of the observer's 4 -acceleration [433, 448, 76]. A static observer $\mathscr{O}$ close to the black hole horizon $\mathscr{H}$, as considered in Remark 3, feels an acceleration given by Eq. (3.74): $a \sim \kappa / V$. By combining formulas (16.54) and (16.53), we may then rewrite the radiation temperature $T$ measured by $\mathscr{O}$ as $T \sim\left(\hbar / k_{\mathrm{B}}\right) a /(2 \pi)$. Hence, it coincides with the Unruh temperature $T_{\mathrm{U}}$ of the observer in Minkowski spacetime sharing the same acceleration $a$ as $\mathscr{O}$, which is somehow expected if one assumes that freely-falling observers near $\mathscr{H}$ perceive quantum states identical to the Minkowski vacuum (no radiation).

[^152]Remark 5: In terms of elementary particles, the Hawking radiation is composed of all existing species of massless and massive particles. For the latter ones, the contribution is significant only if $k_{\mathrm{B}} T_{\mathrm{H}}>m_{\mathrm{p}}$, where $m_{\mathrm{p}}$ is the particle's mass. For Schwarzschild black holes of mass $M \gg 210^{13} \mathrm{~kg}$ (the threshold for $k_{\mathrm{B}} T_{\mathrm{H}}$ being equal to the electron mass, see below), the Hawking radiation is composed quasi-exclusively of neutrinos ( $87 \%$ of the radiated energy), photons ( $12 \%$ ) and possibly gravitons ( $1 \%$ ) [354, 430].

Remark 6: The observed radiation spectrum at infinity is not exactly that of a black body of temperature $T_{\mathrm{H}}$ : it is corrected by greybody factors, which take into account the interaction of the radiation with the spacetime curvature (backscattering).

For a Kerr black hole, the surface gravity is given by formula (10.76), so that the Hawking temperature can be expressed in terms of the black hole mass $M=m$ and the dimensionless spin parameter $\bar{a}:=a / m=J / M^{2}(0 \leq \bar{a} \leq 1)$ :

$$
\begin{equation*}
T_{\mathrm{H}}=\frac{\hbar}{k_{\mathrm{B}}} \frac{c^{3}}{8 \pi G M} \frac{2}{1+\left(1-\bar{a}^{2}\right)^{-1 / 2}} . \tag{16.55}
\end{equation*}
$$

Note that we have restored the gravitational constant $G$ and the speed of light $c$ (cf. Remark 1). Numerically, we get

$$
\begin{equation*}
T_{\mathrm{H}}=6.1710^{-8}\left(\frac{M_{\odot}}{M}\right) \frac{2}{1+\left(1-\bar{a}^{2}\right)^{-1 / 2}} \mathrm{~K} \tag{16.56}
\end{equation*}
$$

or, in units more adapted to small black holes,

$$
\begin{equation*}
k_{\mathrm{B}} T_{\mathrm{H}}=1.05710^{10}\left(\frac{1 \mathrm{~kg}}{M}\right) \frac{2}{1+\left(1-\bar{a}^{2}\right)^{-1 / 2}} \mathrm{GeV} \tag{16.57}
\end{equation*}
$$

Hence, for a Schwarzschild black hole $(\bar{a}=0), T_{\mathrm{H}}=6.1710^{-8}\left(M_{\odot} / M\right) \mathrm{K}$. For astrophysical black holes, this leads to tiny temperatures: $T_{\mathrm{H}} \simeq 410^{-9} \mathrm{~K}$ for a $15 M_{\odot}$ stellar black hole (e.g. Cyg X-1, cf. Table 7.1), $T_{\mathrm{H}} \simeq 1.610^{-14} \mathrm{~K}$ for the Milky Way central black hole Sgr A* $\left(M=4.110^{6} M_{\odot}\right)$ and $T_{\mathrm{H}} \simeq 910^{-18} \mathrm{~K}$ for $\mathrm{M} 87^{*}\left(M=6.510^{9} M_{\odot}\right)$. The value $T_{\mathrm{H}}=1 \mathrm{~K}$ is achieved for a black hole of mass $6.1710^{-8} M_{\odot}$, i.e. $2 \%$ of the Earth's mass, while the value $k_{\mathrm{B}} T_{\mathrm{H}}=m_{\mathrm{e}} c^{2}$ ( $m_{\mathrm{e}}=9.1110^{-31} \mathrm{~kg}$ being the electron mass) is achieved for $M=2.0710^{13} \mathrm{~kg}$.

Another conclusion that one can draw from formula (16.55) is that $T_{\mathrm{H}}=0$ for an extremal Kerr black hole ( $\bar{a}=1$ ): such an object does not emit any Hawking radiation.

Since it emits some radiation to infinity, the black hole loses energy, which makes its mass decrease. For a Kerr black hole, according to formula (16.55), this yields a temperature increase and hence an enhanced Hawking radiation. Furthermore, the higher the temperature, the more quantum fields can join the radiation (cf. Remark 5), which enhances the rate of energy loss as well. We are thus facing a runaway process, in which the whole black hole eventually disappears - a phenomenon called Hawking evaporation or black hole evaporation. However, this evaporation occurs on extremely long time scales for astrophysical black holes. To get a rough estimate of the evaporation time, let us consider that the total power (energy radiated per unit time or luminosity) $L$ of Hawking radiation received at infinity obeys the Stefan-Boltzmann law: $L=\mathcal{A} \sigma T_{\mathrm{H}}^{4}$, where $\sigma$ is Stefan-Boltzmann constant: $\sigma=\pi^{2} k_{\mathrm{B}}^{4} /\left(60 \hbar^{3}\right)$ and $\mathcal{A}$ is some
"emission area". For simplicity, let us restrict to a Schwarzschild black hole of mass $M$. Then, a value of $\mathcal{A}$ suitable to get some estimate is $\mathcal{A}=4 \pi b_{\mathrm{c}}^{2}$, where $b_{\mathrm{c}}=3 \sqrt{3} M$ is the critical impact parameter for null geodesics introduced in Chap. 8 [cf. Eq. (8.21)]. Indeed, $4 \pi b_{\mathrm{c}}^{2}$ can be viewed as the black hole's area "seen from infinity" (cf. Fig. 8.24). Moreover, it can be shown that the spectrum of Hawking radiation at high frequencies (i.e. $\nu \gg M^{-1}$, so that the quantum fields can be treated within geometrical optics) is that of a black body of temperature $T_{\mathrm{H}}$ and total area $4 \pi \times 27 M^{2}$ (see Fig. 1 of Ref. [354]). Hence $\mathcal{A}=108 \pi M^{2}$. Given that $k_{\mathrm{B}} T_{\mathrm{H}}=\hbar /(8 \pi M)$ [Eq. (16.55) with $\bar{a}=0$ ], Stefan-Boltzmann law yields

$$
\begin{equation*}
L=\alpha \frac{\hbar}{M^{2}}, \tag{16.58}
\end{equation*}
$$

with $\alpha=9 /(20480 \pi) \simeq 1.4010^{-4}$. Acually, a precise computation, taking into account the propagation of quantum fields in the Schwarzschild geometry and various particle species leads to the same formula (16.58) with [430, 354, 355]

$$
\begin{equation*}
\alpha=2.8310^{-4} . \tag{16.59}
\end{equation*}
$$

This value is valid for $M \gg 210^{13} \mathrm{~kg}$ ( $T_{\mathrm{H}}$ below the electron threshold, cf. Remark 5), so that the Hawking radiation contains only photons, neutrinos and gravitons ${ }^{9}$. The black hole mass decreases according to $\mathrm{d} M / \mathrm{d} t=-L$, i.e.

$$
\begin{equation*}
\frac{\mathrm{d} M}{\mathrm{~d} t}=-\alpha \frac{\hbar}{M^{2}} \tag{16.60}
\end{equation*}
$$

Here $t$ is the time measured by an inertial observer at infinity. This differential equation is easily integrated into

$$
\begin{equation*}
M(t)=\left(M_{0}^{3}-3 \alpha \hbar t\right)^{1 / 3} \tag{16.61}
\end{equation*}
$$

where $M_{0}$ is the mass at $t=0$. Defining the evaporation time $t_{\text {evap }}$ as the time to reach $M=0$ from $M=M_{0}$, we get immediately

$$
\begin{equation*}
t_{\text {evap }}=\frac{M_{0}^{3}}{3 \alpha \hbar} \tag{16.62}
\end{equation*}
$$

With $\alpha$ given by (16.59), this yields the numerical value

$$
\begin{equation*}
t_{\text {evap }}=1.5410^{66}\left(\frac{M_{0}}{M_{\odot}}\right)^{3} \mathrm{yr} \tag{16.63}
\end{equation*}
$$

### 16.5.3 Bekenstein-Hawking entropy

### 16.5.4 The generalized second law
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## Chapter 17

## The quasi-local approach: trapping horizons
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### 17.1 Introduction

This chapter is in a draft stage.

### 17.2 Trapped surfaces and singularity theorems

### 17.2.1 Trapped surfaces

The concept of trapped surfaces has been introduced in Sec. 3.2.3 (see in particular Fig. 3.1). Let us recall that a submanifold $\mathscr{S}$ of a $n$-dimensional spacetime $(\mathscr{M}, \boldsymbol{g})(n \geq 3)$ is a trapped surface iff (i) $\mathscr{S}$ is a compact $(n-2)$-dimensional manifold (without boundary), (ii) $\mathscr{S}$ is spacelike (positive definite induced metric) and the two systems of null geodesics emerging orthogonally from $\mathscr{S}$ towards the future locally converge, i.e. they have negative expansions at $\mathscr{S}: \theta_{(\ell)}<0$ and $\theta_{(\boldsymbol{k})}<0$ [Eq. (3.5)], $\boldsymbol{\ell}$ and $\boldsymbol{k}$ being any future-directed vectors tangent to these geodesics.

Remark 1: Trapped surfaces are sometimes called closed trapped surfaces (e.g. [364, 242]), to stress their closed manifold aspect (compact without boundary). We follow here the textbooks [331, 446] and call them merely trapped surfaces.

Example 1 (trapped surfaces in the Schwarzschild spacetime): Let ( $\mathscr{M}, \boldsymbol{g}$ ) be the Schwarzschild spacetime as defined in Sec. 6.3.6 [Eq. (6.54)]; it is entirely covered by the ingoing Eddington-Finkelstein


Figure 17.1: Intersection $\mathscr{S}$ (red curve) of the past light cones of two points $p$ and $q$ in Minkowski spacetime. Some light rays emerging from $\mathscr{S}$ in the two orthogonal null directions are depicted; both sets of light rays are converging. Yet $\mathscr{S}$ is not trapped because it is not compact. [Figure generated by the notebook D.6.7]
coordinates $(\tilde{t}, r, \theta, \varphi)$. Let $\mathscr{S}$ be any surface $(\tilde{t}, r)=$ const. $\mathscr{S}$ is diffeomorphic to $\mathbb{S}^{2}$ and thus compact. Moreover, from Eq. (6.33), the metric induced by $\boldsymbol{g}$ on $\mathscr{S}$ is $\boldsymbol{q}=r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)$, which is clearly positive definite; hence $\mathscr{S}$ is spacelike. One also reads on the expression of $\boldsymbol{q}$ that the area of $\mathscr{S}$ is simply $A=4 \pi r^{2}$ (i.e. $r$ is the areal radius, cf. Sec. 6.2.2). If $\mathscr{S}$ is located in the black hole interior, i.e. if $0<r<2 m$, Property 6.9 implies that $A$ is decreasing along any future-directed null geodesic. It follows that $\mathscr{S}$ is trapped. On the contrary, if located in the black hole exterior $(r>2 m), \mathscr{S}$ is untrapped. This can be checked on Fig. 6.3, where it appears clearly that, in the region $r>2 m, r$ is increasing along the outgoing radial null geodesics, which are normal to $\mathscr{S}$.

Example 2 (trapped surfaces in the Oppenheimer-Snyder collapse): Spherically symmetric trapped surfaces in the Oppenheimer-Snyder collapse have been investigated in Sec. 14.3.6 (in particular, see Fig. 14.8): in terms of the FLRW coordinates $(\eta, \chi, \theta, \varphi)$ spanning the collapsing star [cf. Eq. (14.45)], they are all the spheres $(\eta, \chi)=$ const such that $\eta>\pi-2 \chi$ (Property 14.7). Outside the collapsing star, i.e. in the Schwarzschild region [cf. Eq. (14.28)], they are all the spheres $(\tilde{t}, r)=$ const with $r<2 m$ (cf. Example 1).

Example 3 (trapped surfaces in the Vaidya collapse): Spherically symmetric trapped surfaces in the Vaidya radiation shell collapse have been investigated in Sec. 15.3.5: in terms of the IEF coordinates $(t, r, \theta, \varphi)$ [cf. Eq. (15.11)], they are the spheres $(t, r)=$ const such that $r<2 M(t+r)$ (Property 15.10). The region containing them is depicted as red dot-filled in the Carter-Penrose diagrams of Figs. 15.7, 15.11 and 15.12.

The existence of a trapped surface characterizes strong gravity. More precisely it indicates that gravity is strong enough to focus all light rays emitted from the surface. This characterization is quasi-local, in the sense that it involves a surface. The surface can be "small" but it cannot be reduced to a point, to which the qualifier local would apply. Note that the hypothesis of compact manifold is crucial in the definition of a trapped surface. Without it, trapped surfaces would exist in Minkowski spacetime, as the following example shows.

Example 4 (a counter-example in Minkowski spacetime): Let us consider the intersection $\mathscr{S}$ of the past light cones $\mathscr{C}_{p}$ and $\mathscr{C}_{q}$ of two points $p$ and $q$ in Minkowski spacetime (cf. Fig. 17.1). Being a cross-section of the null hypersurface $\mathscr{C}_{p}\left(\right.$ or $\left.\mathscr{C}_{q}\right), \mathscr{S}$ is a spacelike surface (Property 2.2). Moreover the null directions $\boldsymbol{k}$ and $\boldsymbol{\ell}$ normal to it are given by the null generators of $\mathscr{C}_{p}$ (since $\mathscr{S}$ is a cross-section of $\left.\mathscr{C}_{p}\right)$ and of $\mathscr{C}_{q}\left(\right.$ since $\mathscr{S}$ is a cross-section of $\left.\mathscr{C}_{q}\right)$. Because $\mathscr{C}_{p}$ and $\mathscr{C}_{q}$ are past light cones, one has clearly $\theta_{(\ell)}<0$ and $\theta_{(\boldsymbol{k})}<0$ (cf. Fig. 17.1). However, $\mathscr{S}$ fails to be a trapped surface for it is not compact. Truncating the light cones would not help, because this would make $\mathscr{S}$ a manifold with boundary and hence not a closed one.

It is worth noticing that some (peculiar) black hole spacetimes do not contain any trapped surface in the strict sense $\left(\theta_{(\boldsymbol{k})}<0\right.$ and $\left.\theta_{(\boldsymbol{\ell})}<0\right)$, but only marginally trapped surfaces $\left(\theta_{(\boldsymbol{k})}<0\right.$ and $\left.\theta_{(\ell)}=0\right)$. This is demonstrated by the following example:

Example 5 (no trapped surface in the extremal Reissner-Nordström spacetime): The extremal Reissner-Nordström black hole is defined by setting $Q=\sqrt{4 \pi / \mu_{0}} M$ and $P=0$ in Eq. (5.104). Performing the change of notation $M \rightarrow m$, this yields the metric

$$
\begin{equation*}
\boldsymbol{g}=-\left(1-\frac{m}{r}\right)^{2} \mathbf{d} t^{2}+\left(1-\frac{m}{r}\right)^{-2} \mathbf{d} r^{2}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) . \tag{17.1}
\end{equation*}
$$

The coordinates $(t, r, \theta, \varphi)$ are singular at $r=m$. One can introduce Eddington-Finkelstein-like coordinates $(\tilde{t}, r, \theta, \varphi)$ via

$$
\begin{equation*}
\tilde{t}:=t+2 m \ln \left|\frac{r}{m}-1\right|+\frac{m}{1-r / m} \tag{17.2}
\end{equation*}
$$

(compare with Eq. (6.32) in the Schwarzschild case) to get a regular coordinate system in the whole range $r \in(0,+\infty)$. The hypersurface $\mathscr{H}$ defined by $r=m$ appears then as a black hole event horizon. $\mathscr{H}$ is a degenerate Killing horizon with respect to the Killing vector $\boldsymbol{\xi}=\boldsymbol{\partial}_{t}=\boldsymbol{\partial}_{\tilde{t}}$ (cf. Sec. 3.3.6) (Exercise: prove it!). This is similar to the event horizon of the extremal Kerr spacetime (cf. Chap. 13), which is a degenerate Killing horizon as well (Property 13.3). From the metric (17.1), it appears that the vector field $\boldsymbol{\partial}_{t}$ is timelike in both regions $r<m$ (black hole interior) and $r>m$ (black hole exterior), since $g_{t t}<0$ there. Moreover, for the standard time orientation given by $\boldsymbol{\partial}_{\tilde{t}}, \boldsymbol{\partial}_{t}$ is future-directed in these two regions. Let us consider a 2 -sphere $\mathscr{S}$ defined by $(t, r)=$ const with $r \neq m$. The two families of null geodesics $\mathscr{L}_{ \pm}$normal to $\mathscr{S}$ are ruled by the equations $(\theta, \varphi)=$ const and

$$
\begin{equation*}
\left.\frac{\mathrm{d} r}{\mathrm{~d} t}\right|_{\mathscr{L}_{ \pm}}= \pm\left(1-\frac{m}{r}\right)^{2} \tag{17.3}
\end{equation*}
$$

This last equation is deduced from Eq. (17.1) by setting $\mathrm{d} s^{2}:=\boldsymbol{g}(\mathrm{d} \boldsymbol{x}, \mathrm{d} \boldsymbol{x})=0$ with $\mathrm{d} \boldsymbol{x}=\mathrm{d} t \boldsymbol{\partial}_{t}+\mathrm{d} r \boldsymbol{\partial}_{r}$ along $\mathscr{L}_{ \pm}$. One reads on the metric (17.1) that the area of $\mathscr{S}$ is $A=4 \pi r^{2}$, as in the Schwarzschild case (Example 1). Now, since $\boldsymbol{\partial}_{t}$ is future-directed timelike, it appears from Eq. (17.3) that $r$ increases (resp. decreases) towards to the future along $\mathscr{L}_{+}$(resp. $\mathscr{L}_{-}$), in both regions $r<m$ and $r>m$. It follows immediately that $\mathscr{S}$ is not trapped. Actually, there exists only marginally trapped surfaces in this spacetime: the cross-sections of the event horizon $\mathscr{H}$.

### 17.2.2 Penrose's singularity theorem

Trapped surfaces are the key ingredient of Penrose's singularity theorem, which basically states that, under some rather generic assumptions, if gravity is strong enough so that a trapped
surface occurs, then some singularity will appear in the future of it. Before stating the theorem, let us recall a few concepts on which it relies.

First of all, a Cauchy surface $\Sigma$ of a spacetime $(\mathscr{M}, \boldsymbol{g})$ is a spacelike hypersurface such that every inextendible timelike curve of $\mathscr{M}$ intersects $\Sigma$ exactly once (cf. Sec. 5.2.3). If ( $\mathscr{M}, \boldsymbol{g})$ admits a Cauchy surface, it is said to be a globally hyperbolic spacetime. On such a spacetime, general relativity can be formulated as a well posed Cauchy problem [100], i.e. there exists a unique solution $\boldsymbol{g}$ of the Einstein equation in $\mathscr{M}$ from initial data prescribed on $\Sigma$, provided that the initial data fulfill four components of the Einstein equation known as the constraint equations (see e.g. Ref. [207]).

The second concept involved in Penrose's theorem is that of an inextendible incomplete geodesic. As defined in Appendix B (Sec. B.3.2), a geodesic $\mathscr{L}$ of a spacetime $(\mathscr{M}, \boldsymbol{g})$ is incomplete if some affine parameter $\lambda$ does not span the whole of $\mathbb{R}$ along $\mathscr{L}$. Given that any two affine parameters are related by an affine transformation, if this holds for a given affine parameter, this holds for all. More precisely, if $\mathscr{L}$ is a causal (i.e. timelike or null) geodesic and $\lambda$ is increasing to the future, one says that $\mathscr{L}$ is future-incomplete if, and only if, $\lambda<\lambda_{\max }$ along $\mathscr{L}$, for some $\lambda_{\max } \in \mathbb{R}$. Similarly, one says that $\mathscr{L}$ is past-incomplete if, and only if, $\lambda>\lambda_{\text {min }}$ along $\mathscr{L}$, for some $\lambda_{\min } \in \mathbb{R}$. Furthermore, a geodesic $\mathscr{L}$ is said inextendible if, and only if, there does not exist any geodesic $\mathscr{L}^{\prime}$ of $(\mathscr{M}, \boldsymbol{g})$ distinct from $\mathscr{L}$ and such that $\mathscr{L} \subset \mathscr{L}^{\prime}$. An inextendible incomplete causal geodesic marks the existence of a singularity of some kind. For instance a free-falling observer having an inextendible futureincomplete timelike geodesic as worldline has his proper time ${ }^{1}$ abruptly stopping at some finite value! Actually, the existence of an inextendible incomplete geodesic is the nowadays adopted definition of a spacetime singularity. We shall discuss the connection with the concept of curvature singularity introduced in Sec. 6.3.4 later on. For the moment, we have enough material to state the famous theorem:

Property 17.1: Penrose's singularity theorem (Penrose 1965 [364])
Let $(\mathscr{M}, \boldsymbol{g})$ be a $n$-dimensional time-orientable spacetime $(n \geq 3)$ such that

- $(\mathscr{M}, \boldsymbol{g})$ admits a non-compact Cauchy surface $\Sigma$;
- the null convergence condition (2.94) holds on $\mathscr{M}$ : for any null vector $\boldsymbol{\ell}, \boldsymbol{R}(\boldsymbol{\ell}, \ell) \geq 0$, where $\boldsymbol{R}$ is $\boldsymbol{g}$ 's Ricci tensor - for general relativity, such a condition is equivalent to the null energy condition (2.95): $\boldsymbol{T}(\boldsymbol{\ell}, \ell) \geq 0$;
- there exists a trapped surface $\mathscr{S}$.

Then at least one inextendible null geodesic emerging orthogonally from $\mathscr{S}$ is futureincomplete.

Proof. We shall prove the theorem by contradiction. Hence let us assume that all inextendible null geodesics emerging orthogonally from $\mathscr{S}$ are future-complete. Let $\mathscr{F}$ be the boundary
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Figure 17.2: Spacetime diagram representing various objects involved in the proof of Penrose's singularity theorem (Property 17.1): the trapped surface $\mathscr{S}$ (the two red dots), the two null directions $\ell$ and $\boldsymbol{k}$ normal to $\mathscr{S}$, the causal future of $\mathscr{S}, J^{+}(\mathscr{S})$ (pale green region), the boundary $\mathscr{F}$ of $J^{+}(\mathscr{S})$ (dark green curve), the compact space $\mathscr{V}$ containing $\mathscr{F}$ (light green curve) and the image $\Phi(\mathscr{F})$ of $\mathscr{F}$ (orange segment) into the Cauchy surface $\Sigma$ (blue line) by the topological embedding $\Phi$ constructed from the field lines of a global timelike vector $\boldsymbol{\xi}$ (maroon lines). The two dark green dots are crossover points, where null geodesics leave $\mathscr{F}$ to the interior of $J^{+}(\mathscr{S})$. The compact $(n-2)$-dimensional surface $\mathscr{S}$ appears disconnected and reduced to two points because this 2D figure is the cut by a vertical plane $\Pi$ of the 3D view of Fig. 3.1, where $\mathscr{S}$ is drawn as an horizontal circle, whose intersection with $\Pi$ is two points.
of the causal future of $\mathscr{S}$ (cf. Sec. 4.4.1 and Fig. 17.2): $\mathscr{F}:=\partial J^{+}(\mathscr{S})$. Since $(\mathscr{M}, \boldsymbol{g})$ is globally hyperbolic (it admits $\Sigma$ as a Cauchy surface), it is necessarily causally simple (cf. Proposition 6.6 .1 of HE [242]). By the very definition of causally simple (cf. Sec. 4.4.1) and the compacity of $\mathscr{S}$, it follows that $\mathscr{F}$ coincides with the future horismos of $\mathscr{S}: \mathscr{F}=E^{+}(\mathscr{S})$. This implies that points of $\mathscr{F}$ are connected to $\mathscr{S}$ by null geodesics. More precisely, we note that $\mathscr{F}$ is an achronal boundary, namely the boundary of the causal future or past of a given set. As mentioned in Sec. 4.4.3 (Remark 6), the properties of achronal boundaries are the same as those established for a black hole event horizon $\mathscr{H}=\partial J^{-}\left(\mathscr{I}^{+}\right) \cap \mathscr{M}$ (Properties 4.5 to 4.11), provided one changes future to past when appropriate. It follows that $\mathscr{F}$ is an achronal ( $n-1$ )-dimensional topological manifold (Properties 4.5 and 4.7) that is ruled by null geodesics, called the generators of $\mathscr{F}$ and obeying the following properties: when followed in the past direction, a generator never leaves $\mathscr{F}$ until it encounters $\mathscr{S}$ and there is a unique generator through each point of $\mathscr{F}$, except at special points, named crossovers, where the generators leave $\mathscr{F}$ in the future direction, i.e. are future-extended to null geodesics of $\mathscr{M}$ that do not belong $^{2}$ to $\mathscr{F}$ (Property 4.8). Note that two crossovers are shown in Fig. 17.2.

We actually need an additional property of $\mathscr{F}$, which has not been established in Sec. 4.4.3: on $\mathscr{S}$ (which is part of $\mathscr{F}$, cf. Sec. 4.4.1), the generators of $\mathscr{F}$ are orthogonal to $\mathscr{S}$ (cf. e.g. Theorem 9.3.11 in Wald's textbook [446]). They therefore start from $\mathscr{S}$ along the two null

[^155]directions $\ell$ and $k$ normal to $\mathscr{S}$ (cf. Fig. 17.2). Let us denote by $\mathscr{L}$ a generic null generator along $\ell$ and by $\lambda$ the affine parameter of $\mathscr{L}$ such that, on $\mathscr{S}, \lambda=0$ and $\mathrm{d} \boldsymbol{x} /\left.\mathrm{d} \lambda\right|_{\mathscr{L}}=\ell$. We shall use the latter relation to extend the definition of $\ell$ along $\mathscr{L}$ away from $\mathscr{S}$. Similarly, let us denote by $\overline{\mathscr{L}}$ a generic null generator along $\boldsymbol{k}$ and by $\bar{\lambda}$ the affine parameter of $\overline{\mathscr{L}}$ such that $\bar{\lambda}=0$ on $\mathscr{S}$ and $\mathrm{d} \boldsymbol{x} /\left.\mathrm{d} \bar{\lambda}\right|_{\overline{\mathscr{L}}}=\boldsymbol{k}$. By hypothesis, $\mathscr{L}$ and $\overline{\mathscr{L}}$ are future-complete. Since $\mathscr{S}$ is a trapped surface, $\theta_{0}:=\left.\theta_{(\ell)}\right|_{\mathscr{S}}<0$ and $\bar{\theta}_{0}:=\left.\theta_{(\boldsymbol{k})}\right|_{\mathscr{L}}<0$. Then, the null Raychaudhuri equation (2.88) applied to the null hypersurface generated by the null geodesics of the $\mathscr{L}$ family and the null convergence condition $\boldsymbol{R}(\ell, \ell) \geq 0$ implies that there exists $\lambda_{*} \in\left(0,(n-2) /\left|\theta_{0}\right|\right]$ such that $\theta_{(\ell)} \rightarrow-\infty$ for $\lambda \rightarrow \lambda_{*}$ along $\mathscr{L}$. The reasoning is exactly the same at that used in the proof of Property 16.6 and we shall not repeat it here. The point $\lambda=\lambda_{*}$ on $\mathscr{L}$ is a caustic point, where all nearby geodesics starting from $\mathscr{S}$ along $\ell$ converge. Given the properties of $\mathscr{F}$, we conclude that for $\lambda>\lambda_{*}, \mathscr{L}$ ceases to a be null generator of $\mathscr{F}$, i.e. $\mathscr{L}_{\lambda>\lambda_{*}} \notin \mathscr{F}$. Similarly, along $\overline{\mathscr{L}}, \theta_{(\boldsymbol{k})} \rightarrow-\infty$ for $\bar{\lambda} \rightarrow \bar{\lambda}_{*}$ with $\bar{\lambda}_{*} \in\left(0,(n-2) /\left[\bar{\theta}_{0} \mid\right]\right.$, so that $\overline{\mathscr{L}}_{\bar{\lambda}>\bar{\lambda}_{*}} \notin \mathscr{F}$. Let
$$
\lambda_{\max }:=\sup _{p \in \mathscr{\mathscr { S }}}\left(\frac{n-2}{\left|\theta_{(\ell)}(p)\right|}\right) \quad \text { and } \quad \bar{\lambda}_{\max }:=\sup _{p \in \mathscr{\mathscr { S }}}\left(\frac{n-2}{\left|\bar{\theta}_{(\boldsymbol{k})}(p)\right|}\right) .
$$

Since $\mathscr{S}$ is compact, $\lambda_{\text {max }}$ and $\bar{\lambda}_{\text {max }}$ are finite. Let us then consider the map $f: \mathscr{S} \times\left[0, \lambda_{\max }\right] \rightarrow$ $\mathscr{M},(p, \lambda) \mapsto q$, where $q$ is the point of affine parameter $\lambda$ on the null geodesic of the $\mathscr{L}$-family through $p$. Since all the $\mathscr{L}$ geodesics are assumed to be future-complete, $f$ is well defined. Moreover, $f$ is clearly continuous. Then, given that $\mathscr{S} \times\left[0, \lambda_{\max }\right]$ is a compact set, the image set $f\left(\mathscr{S} \times\left[0, \lambda_{\text {max }}\right]\right)$ is necessarily compact. Similarly, the image set $\bar{f}\left(\mathscr{S} \times\left[0, \bar{\lambda}_{\text {max }}\right]\right)$ is compact, where $\bar{f}: \mathscr{S} \times\left[0, \bar{\lambda}_{\max }\right] \rightarrow \mathscr{M},(p, \lambda) \mapsto \bar{q}-$ the point of affine parameter $\bar{\lambda}$ on the null geodesic of the $\overline{\mathscr{L}}$-family through $p$. The set

$$
\mathscr{V}:=f\left(\mathscr{S} \times\left[0, \lambda_{\max }\right]\right) \cup \bar{f}\left(\mathscr{S} \times\left[0, \bar{\lambda}_{\max }\right]\right)
$$

is then a compact subset of $\mathscr{M}$, as the union of two such sets. By construction, for each $p \in \mathscr{S}$, the point $q=f\left(p, \lambda_{\max }\right)$ (resp. $\left.\bar{q}=f\left(p, \lambda_{\max }\right)\right)$ lies beyond the caustic point on the geodesic $\mathscr{L}$ (resp. $\overline{\mathscr{L}}$ ) through $p$. It follows that $\mathscr{F} \subset \mathscr{V}$ (cf. Fig. 17.2). Given that $\mathscr{F}$ is closed, being a topological boundary $\left(\mathscr{F}:=\partial J^{+}(\mathscr{S})\right)$, and $\mathscr{V}$ is compact, we conclude that $\mathscr{F}$ is compact.

Because $(\mathscr{M}, \boldsymbol{g})$ is time-orientable, there exists a nonvanishing timelike vector field $\boldsymbol{\xi}$ on $\mathscr{M}$. The field lines of $\boldsymbol{\xi}$ form a congruence of timelike curves $\mathscr{C}$, each of them intersecting $\Sigma$ in a single point, for $\Sigma$ is a Cauchy surface. We may then define a map $\Phi: \mathscr{F} \rightarrow \Sigma, p \mapsto \mathscr{C}_{p} \cap \Sigma$, where $\mathscr{C}_{p}$ is the unique timelike curve of the $\mathscr{C}$ congruence through $p$ (cf. Fig. 17.2). The map $\Phi$ is clearly continuous. Moreover, it is injective given that $\mathscr{F}$ is achronal (if a point $q \in \Sigma$ was the image of two distinct points $p$ and $p^{\prime}$ of $\mathscr{F}$, this would mean that $p$ and $p^{\prime}$ are connected by a timelike curve, namely a segment of $\mathscr{C}_{p}$ ). Now, there cannot be any injective continuous map from a compact manifold (without boundary) (here $\mathscr{F}$ ) into a non-compact manifold of the same dimension (here $\Sigma$ ). For instance, there is no injective continuous map from the sphere $\mathbb{S}^{2}$ into the plane $\mathbb{R}^{2}$. To show this impossibility in the present case, and hence to reach the sought contradiction, let us invoke a standard topology theorem (see e.g. Lemma 4.50 in Lee's textbook [307]), according to which an injective continuous map from a compact space to a Hausdorff space is a topological embedding, i.e. a homeomorphism onto its image. This theorem applies here since $\Sigma$ is Hausdorff, being a manifold (cf. Sec. A.2.1). Hence
$\Phi(\mathscr{F})$ is homeomorphic to $\mathscr{F}$. $\Phi(\mathscr{F})$ is therefore a compact subset of $\Sigma$. Another standard result of topology (see e.g. Proposition 4.36b in Lee's textbook [307]) states that a compact subset of a Hausdorff space is closed. Hence $\Phi(\mathscr{F})$ is a closed subset of $\Sigma$. On the other side, since $\mathscr{F}$ is a $(n-1)$-dimensional topological manifold, each point of $\mathscr{F}$ has a neighborhood homeomorphic to an open subset of $\mathbb{R}^{n-1}$. The same feature holds then for $\Phi(\mathscr{F})$. Since $\Sigma$ is a ( $n-1$ )-dimensional manifold, it follows that $\Phi(\mathscr{F})$ is an open subset of $\Sigma$. Hence $\Phi(\mathscr{F})$ is both open and closed in $\Sigma$. Given that $\Sigma$ is connected, being a Cauchy surface in a connected spacetime, this implies that $\Phi(\mathscr{F})=\Sigma$. Here we reach a contradiction because $\Sigma$ is assumed non-compact.

It is worth to stress that Penrose's singularity theorem is not telling that a curvature singularity, as described in Sec. 6.3.4, must exist in spacetime (or at some "boundary" of it, since curvature singularities are usually excluded from the spacetime manifold). The theorem only stipulates that some inextendible null geodesic is future-incomplete. However, a good reason for a null geodesic to be future-incomplete is to hit a curvature singularity as the examples below are going to illustrate.

Another cause of incompleteness could be that the geodesic, $\mathscr{L}$ say, has reached some regular "external boundary" $\mathscr{H}$ of the spacetime $(\mathscr{M}, \boldsymbol{g})$ and both $\mathscr{M}$ and $\boldsymbol{g}$ can be smoothly extended beyond this boundary, i.e. there exists a spacetime $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$ such that $\mathscr{M} \subset \tilde{\mathscr{M}}$ and $\left.\tilde{\boldsymbol{g}}\right|_{\mathscr{M}}=\boldsymbol{g}$. The boundary $\mathscr{H}$, which is a part of $\tilde{\mathscr{M}}$, not of $\mathscr{M}$ (for $\mathscr{M}$ is a manifold without boundary), is then the future Cauchy horizon of the hypersurface $\Sigma$ in $\tilde{\mathscr{M}}$ (cf. Sec. 10.8.3). Note that since $\Sigma$ is a Cauchy surface of $(\mathscr{M}, \boldsymbol{g}), \Sigma$ has no Cauchy horizon within $\mathscr{M}$. With respect to $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}}), \Sigma$ is only a partial Cauchy surface (cf. Sec. 10.8.3 and Fig. 10.12). The geodesic $\mathscr{L}$, which was inextendible within $\mathscr{M}$, can then be extended beyond $\mathscr{H}$ in a possibly complete geodesic of $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$ and there might be no curvature singularity at all in the spacetime $(\tilde{\mathscr{M}}, \tilde{\boldsymbol{g}})$.
Example 6 (Schwarzschild spacetime): Let us consider the maximally extended Schwarzschild spacetime ( $\mathscr{M}, \boldsymbol{g}$ ) discussed in Chap. 9. The hypersurface $\Sigma$ defined by $T=0$ in terms of the KruskalSzekeres coordinates $(T, X, \theta, \varphi)$ is a non-compact Cauchy surface of $(\mathscr{M}, \boldsymbol{g})$ (cf. Fig. 9.8 or Fig. 9.11). The null convergence condition is trivially fulfilled since the Ricci tensor $\boldsymbol{R}$ is identically zero, $\boldsymbol{g}$ being a solution of the vacuum Einstein equation (1.44). As detailled in Example 1 (p. 639), any sphere $\mathscr{S}$ defined by $(\tilde{t}, r)=$ const is a trapped surface in the region $r<2 m$ of the ingoing Eddington-Finkelstein patch, i.e. the region $\mathscr{M}_{\mathrm{II}}$. All the hypotheses of Penrose's singularity theorem are then fulfilled, so there must exist an incomplete null geodesic emerging from $\mathscr{S}$. Actually, all null geodesics emerging orthogonally from $\mathscr{S}$ are incomplete, for they all reach the curvature singularity $r=0$ within a finite affine parameter, as it appears clearly in Fig. 9.7 (remember that $r$ is an affine parameter along these geodesics, cf. Property 6.3).

Example 7 (Oppenheimer-Snyder collapse): The gravitational collapse of a homogeneous pressureless ball, as described by the Oppenheimer-Snyder model discussed in Sec. 14.3, provides an example of a dynamical spacetime illustrating Penrose's theorem. The hypersurface $\Sigma$ defined by $\tilde{t}=0$ in terms of the global IEF coordinates $(\tilde{t}, r, \theta, \varphi)$ is a non-compact Cauchy surface of the underlying spacetime $(\mathscr{M}, \boldsymbol{g})$ (cf. the Carter-Penrose diagram of Fig. 14.4). Since $\boldsymbol{g}$ is a solution of the Einstein equation, the null convergence condition reduces to the null energy condition: $\boldsymbol{T}(\ell, \ell) \geq 0$ for any null vector $\ell$. Given the form (14.2) of the energy-momentum tensor $\boldsymbol{T}$, we get, inside the collapsing star, $\boldsymbol{T}(\ell, \ell)=\rho(\boldsymbol{u} \cdot \boldsymbol{\ell})^{2}>0$ since $\rho>0$, while $\boldsymbol{T}(\ell, \ell)=0$ outside the star. Hence the null convergence condition is fulfilled. Finally, as detailed in Example 2 (p. 640), this spacetime contains trapped surfaces. All the hypotheses of

Penrose's singularity theorem are thus satisfied. Let us check its predictions on the two families $\mathscr{L}$ and $\overline{\mathscr{L}}$ of null geodesics emanating orthogonally from a trapped sphere $\mathscr{S}$ that is defined in terms of the conformal coordinates $(\eta, \chi, \theta, \varphi)$ by $(\eta, \chi)=\left(\eta_{0}, \chi_{0}\right)=$ const, with $\pi-\eta_{0}<\chi_{0}<\chi_{\mathrm{s}}-\left(\pi-\eta_{0}\right)$. This constraint implies that both $\mathscr{L}$ and $\overline{\mathscr{L}}$ stay in the interior of the collapsing star until they reach the curvature singularity $\eta=\pi$ (cf. the conformal diagram in Fig. 14.2 left). Let us check that this happens for a finite value of their affine parameters. The equation of these geodesics is easily deduced from the conformal form (14.45) of the metric tensor: we get $\eta-\eta_{0}= \pm\left(\chi-\chi_{0}\right)$ with $\pm=+$ for $\mathscr{L}$ and $\pm=-$ for $\overline{\mathscr{L}}$. Moreover, $\eta$ is an affine parameter along both $\mathscr{L}$ and $\overline{\mathscr{L}}$ with respect to the conformal metric $\boldsymbol{h}:=-\mathbf{d} \eta^{2}+\mathbf{d} \chi^{2}+\sin ^{2} \chi\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right)$. According to Eq. (4.13) any affine parameter $\lambda$ of $\mathscr{L}$ or $\overline{\mathscr{L}}$ with respect to the physical metric $\boldsymbol{g}$ is related to the $\boldsymbol{h}$-affine parameter $\eta$ by $\mathrm{d} \lambda / \mathrm{d} \eta=a \Omega^{2}$, where $a$ is a positive constant and the conformal factor $\Omega$ is read on Eq. (14.45): $\Omega^{2}=\left(a_{0} / 2\right)^{2}(1+\cos \eta)^{2}$. The integration leads to

$$
\lambda=\alpha(6 \eta+8 \sin \eta+\sin 2 \eta)+\beta
$$

where $\alpha$ and $\beta$ are two constants such that $\alpha>0$. We have then $\lim _{\eta \rightarrow \pi} \lambda=6 \alpha \pi+\beta$, which is obviously finite. We conclude that both $\mathscr{L}$ and $\overline{\mathscr{L}}$ are future-incomplete.

Example 8 (Vaidya collapse): Let us consider the collapse of a radiation shell as studied in Sec. 15.3, assuming that the shell is thin (large radiation density): $\alpha:=2 m / v_{0}>1 / 8$ [cf. Eqs. (15.18) and (15.23)]. As it can be inferred from the Carter-Penrose diagram of Fig. 15.7, a hypersurface $t=$ const in the black hole exterior is a non-compact Cauchy surface (for instance the hypersurface $t=-3 m$ in the $\alpha=2 / 3$ model considered in Fig. 15.1). Besides, we have already noticed in Sec. 15.2.1 that the null energy condition is fulfilled, for $M(v)$ is an increasing function (cf. Fig. 15.2). Finally, as detailed in Example 3 (p. 640), trapped surfaces forms in the late stages of the collapse. Penrose's singularity theorem thus applies and there should be an incomplete inextendible null geodesic emerging from each trapped sphere $\mathscr{S}$ described in Example 3. It is easy to show that this is indeed the case for all ingoing null geodesics ${ }^{3}$ $\overline{\mathscr{L}}=\mathscr{L}_{(v, \theta, \varphi)}^{\text {in }}$, i.e. geodesics emerging from $\mathscr{S}$ along the vector $\boldsymbol{k}$ normal to the null hypersurfaces $v=$ const (cf. Property 15.1). As it is clear on Fig. 15.7, all the geodesics $\mathscr{L}_{(v, \theta, \varphi)}^{\text {in }}$ terminate at the curvature singularity $r=0, v>0$. Since $-r$ is an affine parameter along them (Property 15.4), we conclude that they are future-incomplete.

Example 9 (Bardeen regular black hole as a counter-example): There exist solutions of the Einstein equation (with some rather exotic matter sources) corresponding to a black hole without any curvature singularity. They are called regular black holes (see e.g. the recent book [26]). A well known example (historically the first one) is the Bardeen black hole [29] (see also Sec. V of Ref. [61]). The underlying spacetime $(\mathscr{M}, \boldsymbol{g})$ is static and spherically symmetric; in some part of it, the metric is expressed in terms of the Schwarzschild-Droste-like coordinates $(t, r, \theta, \varphi)$ by

$$
\begin{equation*}
\boldsymbol{g}=-\left(1-\frac{2 M(r)}{r}\right) \mathbf{d} t^{2}+\left(1-\frac{2 M(r)}{r}\right)^{-1} \mathbf{d} r^{2}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{17.4}
\end{equation*}
$$

where

$$
\begin{equation*}
M(r):=m \frac{r^{3}}{\left(r^{2}+\ell^{2}\right)^{3 / 2}} \tag{17.5}
\end{equation*}
$$

$m$ and $\ell$ being two positive constants obeying $\ell<4 m /(3 \sqrt{3})$. Would $M(r)$ be a constant function, one would get the Schwarzschild metric (6.14). Actually the Schwarzschild metric is recovered asymptotically,

[^156]since $M(r) \rightarrow m$ for $r \rightarrow+\infty$. For small values of $r$, one has instead
\[

$$
\begin{equation*}
M(r) \underset{r \rightarrow 0}{\sim} \frac{m}{\ell^{3}} r^{3} . \tag{17.6}
\end{equation*}
$$

\]

This implies that $\boldsymbol{g}$ is regular at $r=0$, contrary to the Schwarzschild metric. More precisely, setting $\Lambda:=6 m / \ell^{3}$, we get

$$
\begin{equation*}
\boldsymbol{g} \underset{r \rightarrow 0}{\sim}-\left(1-\frac{\Lambda}{3} r^{2}\right) \mathbf{d} t^{2}+\left(1-\frac{\Lambda}{3} r^{2}\right)^{-1} \mathbf{d} r^{2}+r^{2}\left(\mathbf{d} \theta^{2}+\sin ^{2} \theta \mathbf{d} \varphi^{2}\right) \tag{17.7}
\end{equation*}
$$

We recognize in the right-hand side the metric of de Sitter spacetime of cosmological constant $\Lambda$ expressed in the so-called static coordinates (see e.g. Sec. 4.3 of Ref. [223]). On the other side, the metric components (17.4) are singular at values of $r$ for which $2 M(r)=r$. This equation admits two solutions: $r=r_{ \pm}$with $0<r_{-}<r_{+}$. By introducing coordinates $(\tilde{t}, r, \theta, \varphi)$ of Eddington-Finkelstein type, one can show that $\boldsymbol{g}$ is regular at $r=r_{ \pm}$. The hypersurfaces $r=r_{ \pm}$turn out to be two Killing horizons; the outermost one ( $r=r_{+}$) is the black hole event horizon, while the innermost one is a Cauchy horizon in the maximally extended spacetime (see Fig. 1 of Ref. [13]). The Bardeen metric $\boldsymbol{g}$ is a solution of the Einstein equation (1.40) sourced by a magnetic monopole in some nonlinear electrodynamics [24]. By nonlinear electrodynamics, it is meant a theory involving an electromagnetic 2-form $\boldsymbol{F}$ and for which the Lagrangian density $\mathcal{L}$ is a nonlinear function of the electromagnetic invariant $\mathcal{F}:=F_{\mu \nu} F^{\mu \nu} / 4$, the standard Maxwell theory corresponding to the linear case: $\mathcal{L}=-\mathcal{F} / \mu_{0}$. Specifically, for the Bardeen black hole, the nonlinear electrodynamics is defined by [24]

$$
\begin{equation*}
\mathcal{L}=-\frac{3 m}{\mu_{0}|\ell| \ell^{2}}\left(\frac{\sqrt{2 \ell^{2} \mathcal{F}}}{1+\sqrt{2 \ell^{2} \mathcal{F}}}\right)^{5 / 2} \tag{17.8}
\end{equation*}
$$

and the electromagnetic field is

$$
\begin{equation*}
\boldsymbol{F}=\frac{\mu_{0}}{4 \pi} \ell \sin \theta \mathbf{d} \theta \wedge \mathbf{d} \varphi \tag{17.9}
\end{equation*}
$$

which corresponds to a magnetic monopole $\ell$ located at the center of symmetry (cf. Remark 2 on p. 169).
The energy-momentum tensor ${ }^{4} \boldsymbol{T}$ derived from the Lagrangian density (17.8) fulfills the weak energy condition (2.96), which implies the null energy condition and thus the null convergence condition. Moreover, the Bardeen spacetime contains trapped surfaces in the region $r_{-}<r<r_{+}$. Yet all inextendible null geodesics are complete. The Bardeen spacetime evades Penrose's singularity theorem because it does not admit any non-compact Cauchy surface (actually no Cauchy surface at all). More precisely, in the internal region it admits a partial Cauchy surface $\Sigma$ to which the boundary $\mathscr{F}$ of the causal future of a given trapped surface $\mathscr{S}$ can be mapped injectively. However $\Sigma$ is compact, having the topology of $\mathbb{S}^{3}$ (see [62] for details), so that one cannot reach the contradiction completing the proof of Penrose's theorem.

### 17.2.3 Hawking \& Penrose's singularity theorem

Among the three hypotheses of Penrose's singularity theorem (Property 17.1), the first one, namely there exists a non-compact Cauchy surface, is an assumption about the global structure

[^157]of spacetime. It cannot be checked by any local physical experiment. As the Bardeen black hole shows (Example 9), one cannot get rid of this hypothesis without replacing it by other ones. It turns out that it is possible find more local hypotheses: a stronger convergence condition and the non-existence of closed timelike curve. More precisely, we have:

Property 17.2: Hawking-Penrose theorem (1970 [243])
Let $(\mathscr{M}, \boldsymbol{g})$ be a $n$-dimensional time-orientable spacetime $(n \geq 3)$ such that

1. $\mathscr{M}$ does not contain any closed timelike curve;
2. the causal convergence condition holds on $\mathscr{M}$ :

$$
\begin{equation*}
\boldsymbol{R}(\boldsymbol{v}, \boldsymbol{v}) \geq 0 \quad \text { for any timelike or null vector } \boldsymbol{v}, \tag{17.10}
\end{equation*}
$$

where $\boldsymbol{R}$ is $\boldsymbol{g}$ 's Ricci tensor - for general relativity with a cosmological constant $\Lambda$, such a condition is equivalent to the strong energy condition:

$$
\begin{equation*}
\boldsymbol{T}(\boldsymbol{v}, \boldsymbol{v})-\frac{1}{n-2}\left(T-\frac{\Lambda}{4 \pi}\right) \boldsymbol{v} \cdot \boldsymbol{v} \geq 0 \quad \text { for any timelike or null vector } \boldsymbol{v} \tag{17.11}
\end{equation*}
$$

where $\boldsymbol{T}$ is the matter energy-momentum tensor and $T:=g^{\mu \nu} T_{\mu \nu}$ is its trace;
3. the following generic condition holds: every causal geodesic contains at least one point at which the (nonzero) tangent vectors $\boldsymbol{v}$ fulfill

$$
\begin{equation*}
v^{[\alpha} R_{\mu \nu[\gamma}^{\beta]} v_{\delta]} v^{\mu} v^{\nu} \neq 0, \tag{17.12}
\end{equation*}
$$

where $R^{\alpha}{ }_{\beta \gamma \delta}$ is $\boldsymbol{g}$ 's Riemann curvature tensor;
4. $\mathscr{M}$ contains at least one of the following:
(a) a trapped surface,
(b) a point $p$ such that the expansion of all the future-directed null geodesics, or of all the past-directed null geodesics, emanating from $p$ becomes negative at some point along each geodesic,
(c) a spacelike compact hypersurface without boundary (i.e. an embedded compact manifold of dimension $n-1$ ).

Then $\mathscr{M}$ contains at least one incomplete inextendible causal geodesic.

The proof is quite long and we refer to HE [242], p. 267, where it is given for $n=4$, the generalization to any dimension being straightforward (see also Sec. 5 of Ref. [403] and Sec. 5.1.4 of Ref. [406]). Here, we shall limit ourselves to a few comments:

- The non-existence of closed timelike curves is a much weaker condition than the existence
of a Cauchy surface required in Penrose's theorem (Property 17.1), the latter condition implying the former one.
- On the other side, the causal convergence condition (17.10) is stronger than the null convergence condition (2.94) involved in Penrose's theorem, for it has to hold for timelike vectors, in addition to null ones.
- For general relativity, the causal convergence condition (17.10) is equivalent to the strong energy condition (17.11) thanks to the Einstein equation (1.42). For a perfect fluid of proper energy density $\rho$ and pressure $p$, the energy-momentum is $\boldsymbol{T}=(\rho+p) \underline{\boldsymbol{u}} \otimes \underline{\boldsymbol{u}}+p \boldsymbol{g}$ and the strong energy condition (17.11) is equivalent to

$$
\begin{equation*}
(n-3) \rho+(n-1) p-\frac{\Lambda}{4 \pi} \geq 0 \tag{17.13}
\end{equation*}
$$

Note that, even for $\Lambda=0$, the strong energy condition does not imply the weak energy condition introduced in Sec. 2.4.2 [Eq. (2.96)], contrary to what the names may suggest. The only logical connection between the two conditions is that both imply the null energy condition (2.95).

- For timelike geodesics, the generic condition (17.12) is equivalent to ${ }^{5}$

$$
\begin{equation*}
R^{\alpha}{ }_{\mu \nu \beta} v^{\mu} v^{\nu} \neq 0 . \tag{17.14}
\end{equation*}
$$

In view of the geodesic deviation equation (B.49), this implies that the relative acceleration in any timelike geodesic congruence cannot vanish identically along the geodesics. In physical terms, this means that tidal forces are necessarily felt sometime along the worldline of any inertial observer. Apart from flat (Minkowski) spacetime, this condition is violated only in peculiar cases, involving a high degree of symmetry, hence the qualifier generic. An example is the Einstein static universe considered in Sec. 4.2.3 [Eq. (4.18)]: it can be shown [403] that the curves $(\chi, \theta, \varphi)=$ const are timelike geodesics that have $R^{\alpha}{ }_{\mu \nu \beta} v^{\mu} v^{\nu}=0$ all along them.

- Hypothesis 4 of the Hawking-Penrose theorem is more general than the requirement of a trapped surface in Penrose's theorem (Property 17.1), since the trapped surface can be replaced by a light cone that reconverges in the future (case (b)) or a spacelike compact hypersurface (case (c)). The latter possibility arises in spatially closed cosmological models, such as the de Sitter spacetime (cf. Example 3 on p. 101), which admits spacelike hypersurfaces of $\mathbb{S}^{3}$ topology. This does not occur in Minkowski spacetime: embedded hypersurfaces with $\mathbb{S}^{3}$ topology are of course possible (the unit sphere of $\mathbb{R}^{4}$ !), but they cannot be everywhere spacelike.
- The Hawking-Penrose theorem does not specify whether the incomplete geodesic is timelike or null and whether it is future-incomplete or past-incomplete; it is therefore less precise than Penrose's singularity theorem, which tells that the incomplete geodesic is null and future-incomplete. It can be argued however that in the case (4a) (trapped surface), the geodesic is future-incomplete (cf. Ref. [403], p. 792).

[^158]Remark 2: Hypothesis (4c) (existence of a spacelike compact hypersurface) is that stated in the original article by Hawking \& Penrose [243]. It can be generalized to the existence of an achronal compact set without edge (cf. Theorem 2 on p. 266 of HE [242] and Theorem 5.6 of Ref. [403]).

Example 10 (strong energy condition): Let us check that the strong energy condition (17.11) holds for the classical spacetimes involved in Examples 6 (Schwarzschild), 7 (Oppenheimer-Snyder) and 8 (Vaidya). For the Schwarzschild black hole, this is trivial since $\boldsymbol{T}=0$ and $\Lambda=0$. For the Oppenheimer-Snyder collapse, still $\Lambda=0$ and we note that the matter is a perfect fluid with $\rho \geq 0$ and $p=0$, so that the fluid strong energy condition (17.13) is fulfilled. For the Vaidya collapse, the energy-momentum tensor $\boldsymbol{T}$ is given by Eq. (15.5), which yields $\boldsymbol{T}(\boldsymbol{v}, \boldsymbol{v})=M^{\prime}(v)(\boldsymbol{k} \cdot \boldsymbol{v})^{2} /\left(4 \pi r^{2}\right)$ and $T=0$. Given that $M^{\prime}(v) \geq 0$ and $\Lambda=0$, it is clear that (17.11) is satisfied.

Example 11 (Bardeen regular black hole as a counter-example): We have seen in Example 9 that the Bardeen black hole, which has no singularity and is geodesically complete, evades Penrose's theorem 17.1 because it has no Cauchy surface. It must evade the Hawking-Penrose theorem 17.2 as well. Hypothesis 1 of that theorem is fulfilled: the Bardeen spacetime does not contain any closed timelike curve. Hypotheses 3 and 4 a are fulfilled as well. The only reason for which the HawkingPenrose theorem does not apply is actually hypothesis 2 : the strong energy condition is violated by the nonlinear-electrodynamics energy-momentum tensor sourcing the Bardeen solution (albeit the weak energy condition is not).

Remark 3: The scope of the Hawking-Penrose theorem goes beyond gravitational collapse and black hole physics. It encompasses cosmology and can be used to predict the Big-Bang singularity, via the hypothesis (4b) with the point $p$ being our current position in the Universe and considering the past-directed null goedesics (our past light-cone) (see Sec. 10.1 of HE [242] for details).

Remark 4: Both Penrose and Hawking-Penrose theorems have been generalized to $n$-dimensional spacetimes containing a "trapped" submanifold of any codimension (the codimension is 2 in Penrose's theorem 17.1 and 2 , $n$ and 1 for respectively cases (4a), (4b) and (4c) of Hawking-Penrose theorem 17.2) by Gregory Galloway and José Senovilla in 2010 [192]. In this work, the concept of trapped surface, a priori defined for codimension 2 only (cf. Sec. 17.2.1), is generalized to any codimension by demanding that the mean curvature vector of the submanifold is everywhere future-directed timelike; moreover, the null and causal convergence conditions are generalized to inequalities involving the Riemann tensor.

Historical note : The singularity theorem established by Roger Penrose in 1965 [364] (Property 17.1) was a major breakthrough in general relativity and mathematical physics. It introduced a brand new concept, that of trapped surfaces, which revealed to be extremely fruitful in relativistic gravity. It also brought in the characterization of spacetime singularities by geodesic incompleteness. This novel view point on singularities was subsequently advocated by Robert Geroch in 1968 [196] and Stephen Hawking and George Ellis in their 1973 textbook [242]; it is nowadays the standard one. From an astrophysical perspective, Penrose's theorem showed that once a gravitational collapse has reached a certain stage, characterized by the appearance of trapped surfaces, then the formation of a singularity is inevitable, whatever the geometry of the collapse and the stiffness of the matter's equation of state may be (provided the very mild null energy condition is obeyed). Previously, it could have been argued that the central singularity obtained in exact solutions, like that of the Oppenheimer-Snyder collapse (Chap. 14), is an artifact of spherical symmetry or the assumption of zero pressure, so that e.g. rotation or high pressures could prevent the singularity from appearing. For this achievement, Roger Penrose was awarded the Nobel Prize in Physics in 2020. More details about the history of Penrose's theorem and its impact can be
found in the review articles [404, 405, 406, 301]. As for the theorem proven in 1970 by Stephen Hawking and Roger Penrose [243] (Property 17.2), it is still considered today as the best singularity theorem.
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## A. 1 Introduction

We recall in this appendix basic definitions and results of differential geometry that are used in the main text. The reader who has some knowledge of general relativity should be familiar with most of them. It should be clear that this appendix is not intended to be a monograph on differential geometry. In particular, contrary to the other parts of these notes, we state many results without proofs, referring the reader to classical textbooks on the topic [297, 308, $309,350,51,99,171]$, as well as to the differential geometry sections of the general relativity textbooks [97, 415, 446].

## A. 2 Differentiable manifolds

## A.2.1 Notion of manifold

Given an integer $n \geq 1$, a manifold of dimension $n$ is a topological space $\mathscr{M}$ obeying the following properties:

1. $\mathscr{M}$ is a separated space (also called Hausdorff space): any two distinct points of $\mathscr{M}$ admit disjoint open neighborhoods.


Figure A.1: Locally a manifold resembles $\mathbb{R}^{n}$ ( $n=2$ on the figure), but not necessarily at the global level.
2. $\mathscr{M}$ has a countable bass ${ }^{1}$ : there exists a countable family $\left(\mathscr{U}_{k}\right)_{k \in \mathbb{N}}$ of open sets of $\mathscr{M}$ such that any open set of $\mathscr{M}$ can be written as the union (possibly infinite) of some members of the above family.
3. Around each point of $\mathscr{M}$, there exists a neighborhood which is homeomorphic to an open subset of $\mathbb{R}^{n}$.

Property 1 excludes manifolds with "forks" and is very reasonable from a physical point of view: it allows to distinguish between two points even after a small perturbation. Property 2 excludes "too large" manifolds; in particular it permits setting up the theory of integration on manifolds. It also allows for a smooth manifold of dimension $n$ to be embedded smoothly into the Euclidean space $\mathbb{R}^{2 n}$ (Whitney theorem). Property 3 expresses the essence of a manifold: it means that, locally, one can label the points of $\mathscr{M}$ in a continuous way by $n$ real numbers $\left(x^{\alpha}\right)_{\alpha \in\{0, \ldots, n-1\}}$, which are called coordinates (cf. Fig. A.1). More precisely, given an open subset $\mathscr{U} \subset \mathscr{M}$, a coordinate system or chart on $\mathscr{U}$ is a homeomorphism ${ }^{2}$

$$
\begin{align*}
\Phi: \mathscr{U} \subset \mathscr{M} & \longrightarrow \mathscr{V} \subset \mathbb{R}^{n} \\
p & \longmapsto\left(x^{0}, \ldots, x^{n-1}\right) \tag{A.1}
\end{align*}
$$

where $\mathscr{V}$ is an open subset of $\mathbb{R}^{n}$.
Remark 1: In relativity, it is customary to label the $n$ coordinates by an index ranging from 0 to $n-1$. Actually, this convention is mostly used when $\mathscr{M}$ is the spacetime manifold ( $n=4$ in standard general relativity). The computer-oriented reader will have noticed the similarity with the index ranging of arrays in the $\mathrm{C} / \mathrm{C}++$ or Python programming languages.

Remark 2: Strictly speaking the definition given above is that of a topological manifold. We are saying manifold for short.

[^159]Usually, one needs more than one coordinate system to cover $\mathscr{M}$. An atlas on $\mathscr{M}$ is a set of pairs $\left(\mathscr{U}_{i}, \Phi_{i}\right)_{i \in I}$, where $I$ is a set (not necessarily finite), $\mathscr{U}_{i}$ an open set of $\mathscr{M}$ and $\Phi_{i}$ a chart on $\mathscr{U}_{i}$, such that the union of all $\mathscr{U}_{i}$ covers $\mathscr{M}$ :

$$
\begin{equation*}
\bigcup_{i \in I} \mathscr{U}_{i}=\mathscr{M} \tag{A.2}
\end{equation*}
$$

The above definition of a manifold lies at the topological level (cf. Remark 2), meaning that one has the notion of continuity, but not of differentiability. To get the latter, one should rely on the smooth structure of $\mathbb{R}^{n}$, via the atlases: a smooth manifold, is a manifold $\mathscr{M}$ equipped with an atlas $\left(\mathscr{U}_{i}, \Phi_{i}\right)_{i \in I}$ such that for any non-empty intersection $\mathscr{U}_{i} \cap \mathscr{U}_{j}$, the mapping

$$
\begin{equation*}
\Phi_{i} \circ \Phi_{j}^{-1}: \Phi_{j}\left(\mathscr{U}_{i} \cap \mathscr{U}_{j}\right) \subset \mathbb{R}^{n} \longrightarrow \Phi_{i}\left(\mathscr{U}_{i} \cap \mathscr{U}_{j}\right) \subset \mathbb{R}^{n} \tag{A.3}
\end{equation*}
$$

is smooth (i.e. $C^{\infty}$ ). Note that the above mapping is from an open set of $\mathbb{R}^{n}$ to an open set of $\mathbb{R}^{n}$, so that the invoked differentiability is nothing but that of $\mathbb{R}^{n}$. Such a mapping is called a change of coordinates or, in the mathematically-oriented literature, a transition map. The atlas $\left(\mathscr{U}_{i}, \Phi_{i}\right)_{i \in I}$ is called a smooth atlas. In the following, we consider only smooth manifolds.

Remark 3: Strictly speaking a smooth manifold is a pair $(\mathscr{M}, \mathcal{A})$ where $\mathcal{A}$ is a (maximal) smooth atlas on $\mathscr{M}$. Indeed, a given (topological) manifold $\mathscr{M}$ can have non-equivalent differentiable structures, as shown by Milnor (1956) [327] for $\mathbb{S}^{7}$, the unit sphere of dimension 7: there exist smooth manifolds, the so-called exotic spheres, that are homeomorphic to $\mathbb{S}^{7}$ but not diffeomorphic to $\mathbb{S}^{7}$. On the other side, for $n \leq 6$, there is a unique smooth structure for the sphere $\mathbb{S}^{n}$. Moreover, any manifold of dimension $n \leq 3$ admits a unique smooth structure. Amazingly, in the case of $\mathbb{R}^{n}$, there exists a unique smooth structure (the standard one) for any $n \neq 4$, but for $n=4$ (the spacetime case!) there exist uncountably many non-equivalent smooth structures, the so-called exotic $\mathbb{R}^{4}[424]$.

Remark 4: When discussing the no-hair theorem in Chap. 5, we refer to the concept of analytic manifold, which is a special case of that of smooth manifold. Indeed, an analytic manifold is defined as a manifold equipped with an altas for which all the changes of coordinates $\Phi_{i} \circ \Phi_{j}^{-1}$ are real analytic functions. Let us recall that an analytic function is a $C^{\infty}$ function $f$ for which the Taylor series about any point $x$ in its domain converges to $f$ in some neighborhood of $x$.

Given two smooth manifolds, $\mathscr{M}$ and $\mathscr{M}^{\prime}$, of respective dimensions $n$ and $n^{\prime}$, we say that a map $\phi: \mathscr{M} \rightarrow \mathscr{M}^{\prime}$ is smooth map iff in some (and hence all, thanks to the smoothness of (A.3)) coordinate systems of $\mathscr{M}$ and $\mathscr{M}^{\prime}$ belonging to the smooth atlases of $\mathscr{M}$ and $\mathscr{M}^{\prime}$, the coordinates of the image $\phi(p)$ are smooth functions $\mathbb{R}^{n} \rightarrow \mathbb{R}^{n^{\prime}}$ of the coordinates of $p$. The map $\phi$ is said to be a diffeomorphism iff it is bijective and both $\phi$ and $\phi^{-1}$ are smooth. This implies $n=n^{\prime}$.

## A.2.2 Manifold with boundary

A (topological) manifold with boundary $\mathscr{M}$ is defined in the same way as a topological manifold, except that condition 3 in the definition given at the beginning of Sec. A.2.1 is replaced by

3'. Around each point of $\mathscr{M}$, there exists a neighborhood which is homeomorphic to an open subset ${ }^{3}$ of the closed half-space

$$
\begin{equation*}
\mathbb{H}^{n}:=\left\{\left(x^{1}, \ldots, x^{n}\right) \in \mathbb{R}^{n}, \quad x^{n} \geq 0\right\} . \tag{A.4}
\end{equation*}
$$

A point $p \in \mathscr{M}$ is said to be a boundary point of $\mathscr{M}$ iff there exists a homeomorphism $\Phi$ from an open neighborhood of $p$ to an open subset of $\mathbb{H}^{n}$ such that $\Phi(p) \in \partial \mathbb{H}^{n}$, where

$$
\begin{equation*}
\partial \mathbb{H}^{n}:=\left\{\left(x^{1}, \ldots, x^{n}\right) \in \mathbb{R}^{n}, \quad x^{n}=0\right\} . \tag{A.5}
\end{equation*}
$$

This definition is independent from the choice of $\Phi$ (cf. Theorem 1.37 of Ref. [308]). The set of all boundary points of $\mathscr{M}$ is naturally called the boundary of $\mathscr{M}$ and is denoted by $\partial \mathscr{M}$.

Remark 5: The boundary $\partial \mathscr{M}$ should not be confused with the topological boundary of $\mathscr{M}$, i.e. the boundary of $\mathscr{M}$ as a topological space, which is the closure of $\mathscr{M}$ minus the interior of $\mathscr{M}$; since both sets coincide with $\mathscr{M}$, the topological boundary of $\mathscr{M}$ is obsviously $\varnothing$.

A smooth manifold with boundary is a manifold with boundary endowed with a smooth atlas, with the understanding that a transition map

$$
\Phi_{i} \circ \Phi_{j}^{-1}: \Phi_{j}\left(\mathscr{U}_{i} \cap \mathscr{U}_{j}\right) \subset \mathbb{H}^{n} \longrightarrow \Phi_{i}\left(\mathscr{U}_{i} \cap \mathscr{U}_{j}\right) \subset \mathbb{H}^{n}
$$

is said to be smooth iff it can be extended around each point of its domain (including the points of $\partial \mathbb{H}^{n}$ ) into a smooth map from an open subset of $\mathbb{R}^{n}$ to $\mathbb{R}^{n}$.

## A.2.3 Curves and vectors on a manifold

On a manifold, vectors are defined as tangent vectors to a curve. Given an interval $I \subset \mathbb{R}$, a (smooth) curve is a subset $\mathscr{L} \subset \mathscr{M}$ that is the image of a smooth map $I \rightarrow \mathscr{M}$ :

$$
\begin{align*}
P: I & \longrightarrow \mathscr{M}  \tag{A.6}\\
\lambda & \longmapsto p=P(\lambda) \in \mathscr{L} .
\end{align*}
$$

Hence $\mathscr{L}=P(I):=\{P(\lambda) \mid \lambda \in I\}$. The function $P$ is called a parametrization of $\mathscr{L}$ and the real variable $\lambda$ is called a parameter along $\mathscr{L}$. Given a coordinate system $\left(x^{\alpha}\right)$ in a neighborhood of a point $p \in \mathscr{L}$, the parametrization $P$ is defined by $n$ functions $X^{\alpha}: I \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
x^{\alpha}(P(\lambda))=X^{\alpha}(\lambda) . \tag{A.7}
\end{equation*}
$$

Remark 6: In the literature, especially in the mathematical one, a curve is often defined as a map $P: I \rightarrow \mathscr{M}$ and not as the image of $P$. According to this definition, different parametrizations give birth to different curves.

A scalar field on $\mathscr{M}$ is a function $f: \mathscr{M} \rightarrow \mathbb{R}$. In practice, we will always consider smooth scalar fields. At a point $p=P(\lambda) \in \mathscr{L}$, the tangent vector to $\mathscr{L}$ associated with the

[^160]parametrization $P$ is the operator $\boldsymbol{v}$ which maps every scalar field $f$ defined around $p$ to the real number
\[

$$
\begin{equation*}
\boldsymbol{v}(f)=\left.\frac{\mathrm{d} f}{\mathrm{~d} \lambda}\right|_{\mathscr{L}}:=\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon}[f(P(\lambda+\varepsilon))-f(P(\lambda))] . \tag{A.8}
\end{equation*}
$$

\]

Given a coordinate system $\left(x^{\alpha}\right)$ around some point $p \in \mathscr{M}$, there are $n$ curves $\mathscr{L}_{\alpha}$ through $p$ associated with $\left(x^{\alpha}\right)$ and called the coordinate lines: for each $\alpha \in\{0, \ldots, n-1\}, \mathscr{L}_{\alpha}$ is defined as the curve through $p$ parameterized by $\lambda=x^{\alpha}$ and having constant coordinates $x^{\beta}$ for all $\beta \neq \alpha$. The tangent vector to $\mathscr{L}_{\alpha}$ parameterized by $x^{\alpha}$ is denoted $\partial_{\alpha}$. Its action on a scalar field $f$ is by definition

$$
\boldsymbol{\partial}_{\alpha}(f)=\left.\frac{\mathrm{d} f}{\mathrm{~d} x^{\alpha}}\right|_{\mathscr{L}_{\alpha}}=\left.\frac{\mathrm{d} f}{\mathrm{~d} x^{\alpha}}\right|_{\substack{x^{\beta}=\text { const } \\ \beta \neq \sim}} .
$$

Considering $f$ as a function of the coordinates $\left(x^{0}, \ldots, x^{n-1}\right)$ (whereas strictly speaking it is a function of the points on $\mathscr{M}$ ) we recognize in the last term the partial derivative of $f$ with respect to $x^{\alpha}$. Hence

$$
\begin{equation*}
\partial_{\alpha}(f)=\frac{\partial f}{\partial x^{\alpha}} \text {. } \tag{A.9}
\end{equation*}
$$

Similarly, we may rewrite (A.8) as

$$
\begin{aligned}
\boldsymbol{v}(f) & =\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon}\left[f\left(X^{0}(\lambda+\varepsilon), \ldots, X^{n-1}(\lambda+\varepsilon)\right)-f\left(X^{0}(\lambda), \ldots, X^{n-1}(\lambda)\right)\right] \\
& =\frac{\partial f}{\partial x^{\alpha}} \frac{\mathrm{d} X^{\alpha}}{\mathrm{d} \lambda}=\boldsymbol{\partial}_{\alpha}(f) \frac{\mathrm{d} X^{\alpha}}{\mathrm{d} \lambda}
\end{aligned}
$$

In the above equation, we are using the Einstein summation convention: a repeated index implies a summation over all the possible values of this index (here from $\alpha=0$ to $\alpha=n-1$ ). The above identity being valid for any scalar field $f$, we conclude that

$$
\begin{equation*}
\boldsymbol{v}=v^{\alpha} \boldsymbol{\partial}_{\alpha}, \tag{A.10}
\end{equation*}
$$

with the $n$ real numbers

$$
\begin{equation*}
v^{\alpha}:=\frac{\mathrm{d} X^{\alpha}}{\mathrm{d} \lambda}, \quad 0 \leq \alpha \leq n-1 \tag{A.11}
\end{equation*}
$$

Since every tangent vector to a curve at $p$ is expressible as (A.10), we conclude that the set of all tangent vectors to a curve at $p$ is a vector space of dimension $n$ and that $\left(\boldsymbol{\partial}_{\alpha}\right)$ constitutes a basis of it. This vector space is called the tangent vector space to $\mathscr{M}$ at $p$ and is denoted $T_{p} \mathscr{M}$. The elements of $T_{p} \mathscr{M}$ are simply called vectors at $p$. The basis $\left(\boldsymbol{\partial}_{\alpha}\right)$ is called the natural basis associated with the coordinates ( $x^{\alpha}$ ) and the coefficients $v^{\alpha}$ in (A.10) are called the components of the vector $v$ with respect to the coordinates $\left(x^{\alpha}\right)$. The tangent vector space is represented at two different points in Fig. A.2.

Contrary to what happens for an affine space, one cannot, in general, define a vector connecting two points $p$ and $q$ on a manifold, except if $p$ and $q$ are infinitesimally close to each other. Indeed, in the latter case, we may define the infinitesimal displacement vector from $p \boldsymbol{t o} q$ as the vector $\mathrm{d} \boldsymbol{x} \in T_{p} \mathscr{M}$ whose action on a scalar field $f$ is

$$
\begin{equation*}
\mathrm{d} \boldsymbol{x}(f)=\left.\mathrm{d} f\right|_{p \rightarrow q}=f(q)-f(p) . \tag{A.12}
\end{equation*}
$$



Figure A.2: The vectors at two points $p$ and $q$ on the manifold $\mathscr{M}$ belong to two different vector spaces: the tangent spaces $T_{p} \mathscr{M}$ and $T_{q} \mathscr{M}$.

Since $p$ and $q$ are infinitesimally close, there is a unique (piece of) curve $\mathscr{L}$ going from $p$ to $q$ and one has

$$
\begin{equation*}
\mathrm{d} \boldsymbol{x}=\boldsymbol{v} \mathrm{d} \lambda, \tag{A.13}
\end{equation*}
$$

where $\lambda$ is a parameter along $\mathscr{L}, \boldsymbol{v}$ the associated tangent vector at $p$ and $\mathrm{d} \lambda$ the parameter increment from $p$ to $q: p=P(\lambda)$ and $q=P(\lambda+\mathrm{d} \lambda)$. The relation (A.13) follows immediately from the definition (A.8) of $\boldsymbol{v}$. Given a coordinate system, let $\left(x^{\alpha}\right)$ be the coordinates of $p$ and $\left(x^{\alpha}+\mathrm{d} x^{\alpha}\right)$ those of $q$. Then from Eq. (A.12),

$$
\mathrm{d} \boldsymbol{x}(f)=\mathrm{d} f=\frac{\partial f}{\partial x^{\alpha}} \mathrm{d} x^{\alpha}=\mathrm{d} x^{\alpha} \boldsymbol{\partial}_{\alpha}(f)
$$

The scalar field $f$ being arbitrary, we conclude that

$$
\begin{equation*}
\mathrm{d} \boldsymbol{x}=\mathrm{d} x^{\alpha} \boldsymbol{\partial}_{\alpha} . \tag{A.14}
\end{equation*}
$$

In other words, the components of the infinitesimal displacement vector with respect to the coordinates $\left(x^{\alpha}\right)$ are nothing but the infinitesimal coordinate increments $\mathrm{d} x^{\alpha}$.

## A.2.4 Linear forms

A fundamental operation on vectors consists in mapping them to real numbers, and this in a linear way. More precisely, at each point $p \in \mathscr{M}$, one defines a linear form as a mapping ${ }^{4}$

$$
\begin{align*}
\boldsymbol{\omega}: T_{p} \mathscr{M} & \longrightarrow \mathbb{R}  \tag{A.15}\\
\boldsymbol{v} & \longmapsto\langle\boldsymbol{\omega}, \boldsymbol{v}\rangle
\end{align*}
$$

[^161]that is linear: $\langle\boldsymbol{\omega}, \lambda \boldsymbol{v}+\boldsymbol{u}\rangle=\lambda\langle\boldsymbol{\omega}, \boldsymbol{v}\rangle+\langle\boldsymbol{\omega}, \boldsymbol{u}\rangle$ for all $\boldsymbol{u}, \boldsymbol{v} \in T_{p} \mathscr{M}$ and $\lambda \in \mathbb{R}$. The set of all linear forms at $p$ constitutes a $n$-dimensional vector space, which is called the dual space of $T_{p} \mathscr{M}$ and denoted by $T_{p}^{*} \mathscr{M}$. Given the natural basis $\left(\boldsymbol{\partial}_{\alpha}\right)$ of $T_{p} \mathscr{M}$ associated with some coordinates $\left(x^{\alpha}\right)$, there is a unique basis of $T_{p}^{*} \mathscr{M}$, denoted by $\left(\mathbf{d} x^{\alpha}\right)$, such that
\[

$$
\begin{equation*}
\left\langle\mathbf{d} x^{\alpha}, \boldsymbol{\partial}_{\beta}\right\rangle=\delta^{\alpha}{ }_{\beta}, \tag{A.16}
\end{equation*}
$$

\]

where $\delta^{\alpha}{ }_{\beta}$ is the Kronecker symbol: $\delta^{\alpha}{ }_{\beta}=1$ if $\alpha=\beta$ and 0 otherwise. The basis $\left(\mathbf{d} x^{\alpha}\right)$ is called the dual basis of the basis $\left(\boldsymbol{\partial}_{\alpha}\right)$. The notation $\mathbf{d} x^{\alpha}$ stems from the fact that if we apply the linear form $\mathbf{d} x^{\alpha}$ to the infinitesimal displacement vector (A.14), we get nothing but the number $\mathrm{d} x^{\alpha}$ :

$$
\begin{equation*}
\left\langle\mathbf{d} x^{\alpha}, \mathrm{d} \boldsymbol{x}\right\rangle=\left\langle\mathbf{d} x^{\alpha}, \mathrm{d} x^{\beta} \boldsymbol{\partial}_{\beta}\right\rangle=\mathrm{d} x^{\beta} \underbrace{\left\langle\mathbf{d} x^{\alpha}, \boldsymbol{\partial}_{\beta}\right\rangle}_{\delta^{\alpha}{ }_{\beta}}=\mathrm{d} x^{\alpha} . \tag{A.17}
\end{equation*}
$$

Remark 7: Do not confuse the linear form $\mathbf{d} x^{\alpha}$ with the infinitesimal increment $\mathrm{d} x^{\alpha}$ of the coordinate $x^{\alpha}$.

The dual basis can be used to expand any linear form $\omega$, thereby defining its components $\omega_{\alpha}$ with respect to the coordinates $\left(x^{\alpha}\right)$ :

$$
\begin{equation*}
\boldsymbol{\omega}=\omega_{\alpha} \mathbf{d} x^{\alpha} \tag{A.18}
\end{equation*}
$$

In terms of components, the action of a linear form on a vector takes then a very simple form:

$$
\begin{equation*}
\langle\boldsymbol{\omega}, \boldsymbol{v}\rangle=\omega_{\alpha} v^{\alpha} \text {. } \tag{A.19}
\end{equation*}
$$

This follows immediately from (A.18), (A.10) and (A.16).
A field of linear forms, i.e. a (smooth) map which associates to each point $p \in \mathscr{M}$ an element of the dual space $T_{p}^{*} \mathscr{M}$ is called a 1-form. Given a smooth scalar field $f$ on $\mathscr{M}$, there exists a 1-form canonically associated with it, called the differential of $f$ and denoted $\mathbf{d} f$ or $\boldsymbol{\nabla} f$. At each point $p \in \mathscr{M}, \mathbf{d} f$ is the unique linear form which, once applied to the infinitesimal displacement vector $\mathrm{d} \boldsymbol{x}$ from $p$ to a nearby point $q$, gives the change in $f$ between points $p$ and $q$ :

$$
\begin{equation*}
\mathrm{d} f:=f(q)-f(p)=\langle\mathbf{d} f, \mathrm{~d} \boldsymbol{x}\rangle . \tag{A.20}
\end{equation*}
$$

Since $\mathrm{d} f=\partial f / \partial x^{\alpha} \mathrm{d} x^{\alpha}$, Eq. (A.17) implies that the components of the differential with respect to the dual basis are nothing but the partial derivatives of $f$ with respect to the coordinates $\left(x^{\alpha}\right):$

$$
\begin{equation*}
\mathbf{d} f=\frac{\partial f}{\partial x^{\alpha}} \mathbf{d} x^{\alpha} . \tag{A.21}
\end{equation*}
$$

Remark 8: In non-relativistic physics, the concept of gradient of a scalar field is commonly used instead of the differential, the former being a vector field and the latter a 1 -form. This is so because one associates implicitly a vector $\vec{\omega}$ to any 1 -form $\boldsymbol{\omega}$ via the Euclidean scalar product of $\mathbb{R}^{3}: \forall \vec{v} \in \mathbb{R}^{3},\langle\boldsymbol{\omega}, \vec{v}\rangle=\overrightarrow{\boldsymbol{\omega}} \cdot \vec{v}$. Accordingly, formula (A.20) is rewritten as $\mathrm{d} f=\vec{\nabla} f \cdot \mathrm{~d} \boldsymbol{x}$. But we should keep in mind that, at the fundamental level, the key quantity is the differential 1-form $\nabla f=\mathbf{d} f$, for Eq. (A.20) does not require
any metric on the manifold $\mathscr{M}$ to be meaningful. The gradient $\vec{\nabla} f$ is a derived quantity, obtained from the differential $\nabla f$ by metric duality.

Remark 9: For a fixed value of $\alpha$, the coordinate $x^{\alpha}$ can be considered as a scalar field on $\mathscr{M}$. If we apply (A.21) to $f=x^{\alpha}$, we then get $\mathbf{d} x^{\alpha}=\mathbf{d} x^{\alpha}$. Hence the dual basis to the natural basis $\left(\boldsymbol{\partial}_{\alpha}\right)$ is formed by the differentials of the coordinates. This justifies the notation $\mathbf{d} x^{\alpha}$ used for its elements.

Of course natural bases are not the only bases in the vector space $T_{p} \mathscr{M}$. One may use a basis $\left(\boldsymbol{e}_{\alpha}\right)$ that is not related to a coordinate system on $\mathscr{M}$, for instance an orthonormal basis with respect to some metric. There exists then a unique basis $\left(e^{\alpha}\right)$ of the dual space $T_{p}^{*} \mathscr{M}$ such that ${ }^{5}$

$$
\begin{equation*}
\left\langle\boldsymbol{e}^{\alpha}, \boldsymbol{e}_{\beta}\right\rangle=\delta_{\beta}^{\alpha} \tag{A.22}
\end{equation*}
$$

$\left(\boldsymbol{e}^{\alpha}\right)$ is called the dual basis to $\left(\boldsymbol{e}_{\alpha}\right)$. The relation (A.16) is a special case of (A.22), for which $\boldsymbol{e}_{\alpha}=\boldsymbol{\partial}_{\alpha}$ and $\boldsymbol{e}^{\alpha}=\mathbf{d} x^{\alpha}$.

## A.2.5 Tensors

Tensors are generalizations of both vectors and linear forms. At a point $p \in \mathscr{M}$, a tensor of type $(k, \ell)$ with $(k, \ell) \in \mathbb{N}^{2}$, also called tensor $k$ times contravariant and $\ell$ times covariant, is a mapping

$$
\begin{array}{rll}
\boldsymbol{T}: \underbrace{T_{p}^{*} \mathscr{M} \times \cdots \times T_{p}^{*} \mathscr{M}}_{k \text { times }} \times \underbrace{T_{p} \mathscr{M} \times \cdots \times T_{p} \mathscr{M}}_{\ell \text { times }} & \longrightarrow & \mathbb{R}  \tag{A.23}\\
\left(\boldsymbol{\omega}_{1}, \ldots, \boldsymbol{\omega}_{k}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{\ell}\right) & \longmapsto \boldsymbol{T}\left(\boldsymbol{\omega}_{1}, \ldots, \boldsymbol{\omega}_{k}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{\ell}\right)
\end{array}
$$

that is linear with respect to each of its arguments. The integer $k+\ell$ is called the tensor valence, or sometimes the tensor rank or order. Let us recall the canonical duality $T_{p}^{* *} \mathscr{M}=T_{p} \mathscr{M}$, which means that every vector $v$ can be considered as a linear form on the space $T_{p}^{*} \mathscr{M}$, via $T_{p}^{*} \mathscr{M} \rightarrow \mathbb{R}, \boldsymbol{\omega} \mapsto\langle\boldsymbol{\omega}, \boldsymbol{v}\rangle$. Accordingly a vector is a tensor of type $(1,0)$. A linear form is a tensor of type $(0,1)$. A tensor of type $(0,2)$ is called a bilinear form. It maps pairs of vectors to real numbers, in a linear way for each vector.

Given a basis $\left(\boldsymbol{e}_{\alpha}\right)$ of $T_{p} \mathscr{M}$ and the corresponding dual basis $\left(\boldsymbol{e}^{\alpha}\right)$ in $T_{p}^{*} \mathscr{M}$, we can expand any tensor $\boldsymbol{T}$ of type $(k, \ell)$ as

$$
\begin{equation*}
\boldsymbol{T}=T_{\beta_{1} \ldots \beta_{\ell}}^{\alpha_{1} \ldots \alpha_{k}} \boldsymbol{e}_{\alpha_{1}} \otimes \ldots \otimes \boldsymbol{e}_{\alpha_{k}} \otimes \boldsymbol{e}^{\beta_{1}} \otimes \ldots \otimes \boldsymbol{e}^{\beta_{\ell}} \tag{A.24}
\end{equation*}
$$

where the tensor product $\boldsymbol{e}_{\alpha_{1}} \otimes \ldots \otimes \boldsymbol{e}_{\alpha_{k}} \otimes \boldsymbol{e}^{\beta_{1}} \otimes \ldots \otimes \boldsymbol{e}^{\beta_{\ell}}$ is the tensor of type $(k, \ell)$ for which the image of $\left(\boldsymbol{\omega}_{1}, \ldots, \boldsymbol{\omega}_{k}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{\ell}\right)$ as in (A.23) is the real number

$$
\prod_{i=1}^{k}\left\langle\boldsymbol{\omega}_{i}, \boldsymbol{e}_{\alpha_{i}}\right\rangle \times \prod_{j=1}^{\ell}\left\langle\boldsymbol{e}^{\beta_{j}}, \boldsymbol{v}_{j}\right\rangle
$$

[^162]Notice that all the products in the above formula are simply products in $\mathbb{R}$. The $n^{k+\ell}$ scalar coefficients $T^{\alpha_{1} \ldots \alpha_{k}}{ }_{\beta_{1} \ldots \beta_{\ell}}$ in (A.24) are called the components of the tensor $T$ with respect to the basis $\left(\boldsymbol{e}_{\alpha}\right)$. These components are unique and fully characterize the tensor $\boldsymbol{T}$.

Remark 10: The notations $v^{\alpha}$ and $\omega_{\alpha}$ already introduced for the components of a vector $\boldsymbol{v}$ [Eq. (A.10)] or a linear form $\boldsymbol{\omega}$ [Eq. (A.18)] are of course the particular cases $(k, \ell)=(1,0)$ or $(k, \ell)=(0,1)$ of (A.24), with, in addition, $\boldsymbol{e}_{\alpha}=\boldsymbol{\partial}_{\alpha}$ and $\boldsymbol{e}^{\alpha}=\mathbf{d} x^{\alpha}$.

## A.2.6 Fields on a manifold

A tensor field of type $(k, \ell)$ is a map which associates to each point $p \in \mathscr{M}$ a tensor of type $(k, \ell)$ on $T_{p} \mathscr{M}$. By convention, a scalar field is considered as a tensor field of type ( 0,0 ). We shall consider only smooth fields.

Given a non-negative integer $p$, a differential form of degree $p$, or $p$-form, is a tensor field of type $(0, p)$, i.e. a field of $p$-linear forms, that is fully antisymmetric whenever $p \geq 2$. This definition generalizes that of a 1 -form given in Sec. A.2.4.

A frame field or moving frame is a $n$-tuple of vector fields $\left(\boldsymbol{e}_{\alpha}\right)$ such that at each point $p \in \mathscr{M},\left(\boldsymbol{e}_{\alpha}(p)\right)$ is a basis of the tangent space $T_{p} \mathscr{M}$. If $n=4$, a frame field is also called a tetrad and if $n=3$, it is called a triad.

Given a vector field $\boldsymbol{v}$ and a scalar field $f$, the function $\mathscr{M} \rightarrow \mathbb{R},\left.p \mapsto \boldsymbol{v}\right|_{p}(f)$ clearly defines a scalar field on $\mathscr{M}$, which we denote naturally by $\boldsymbol{v}(f)$. We may then define the commutator of two vector fields $\boldsymbol{u}$ and $\boldsymbol{v}$ as the vector field $[\boldsymbol{u}, \boldsymbol{v}]$ whose action on a scalar field $f$ is

$$
\begin{equation*}
[\boldsymbol{u}, \boldsymbol{v}](f):=\boldsymbol{u}(\boldsymbol{v}(f))-\boldsymbol{v}(\boldsymbol{u}(f)) . \tag{A.25}
\end{equation*}
$$

With respect to a coordinate system $\left(x^{\alpha}\right)$, it is not difficult, via (A.10), to see that the components of the commutator are

$$
\begin{equation*}
[\boldsymbol{u}, \boldsymbol{v}]^{\alpha}=u^{\mu} \frac{\partial v^{\alpha}}{\partial x^{\mu}}-v^{\mu} \frac{\partial u^{\alpha}}{\partial x^{\mu}} . \tag{A.26}
\end{equation*}
$$

## A.2.7 Immersions, embeddings and submanifolds

Let $\mathscr{M}$ and $\mathscr{N}$ be two smooth manifolds and

$$
\begin{equation*}
\Phi: \mathscr{M} \longrightarrow \mathscr{N} \tag{A.27}
\end{equation*}
$$

be a smooth map (cf. Sec. A.2.1). At a given point $p \in \mathscr{M}$, the differential of $\Phi$ is the linear map

$$
\begin{equation*}
\left.\mathrm{d} \Phi\right|_{p}: T_{p} \mathscr{M} \longrightarrow T_{\Phi(p)} \mathscr{N} \tag{A.28}
\end{equation*}
$$

that "approximates" $\Phi$ in the following sense: if $\mathrm{d} \boldsymbol{x} \in T_{p} \mathscr{M}$ is the infinitesimal displacement vector from $p$ to some (infinitesimally close) point $q$, then

$$
\begin{equation*}
\left.\mathrm{d} \Phi\right|_{p}(\mathrm{~d} \boldsymbol{x})=\mathrm{d} \boldsymbol{L} \tag{A.29}
\end{equation*}
$$

where $\mathrm{d} \boldsymbol{L}$ is the infinitesimal displacement vector of $T_{\Phi(p)} \mathscr{N}$ connecting $\Phi(p)$ to $\Phi(q)$ (cf. Fig. ??). Using the characterization of vectors by their action on scalar fields [Eqs. (A.8) and (A.12)], it is easy to see that the definition (A.29) is equivalent to

$$
\begin{equation*}
\forall \boldsymbol{v} \in T_{p} \mathscr{M}, \forall f \in C^{\infty}(\mathscr{N}, \mathbb{R}),\left.\quad \mathrm{d} \Phi\right|_{p}(\boldsymbol{v})(f)=\boldsymbol{v}(f \circ \Phi) \tag{A.30}
\end{equation*}
$$

The smooth map $\Phi$ is called an immersion iff the differential $\left.\mathrm{d} \Phi\right|_{p}$ is injective at any point $p \in \mathscr{M}$. Moreover, $\Phi$ is called an embedding iff (i) $\Phi$ is an immersion and (ii) $\Phi$ is a homeomorphism $\mathscr{M} \rightarrow \Phi(\mathscr{M})$. Note that an embedding is necessarily injective, contrary to an immersion.

A submanifold of $\mathscr{M}$ is a subset $\mathscr{S} \subset \mathscr{M}$ such that (i) $\mathscr{S}$ is a manifold in the subspace topology and (ii) $\mathscr{S}$ has a smooth structure with respect to which the inclusion map $\iota: \mathscr{S} \rightarrow \mathscr{M}$ is an embedding. One can show that $\mathscr{S}$ is a submanifold of $\mathscr{M}$ iff there exists a manifold $\mathscr{S}_{0}$ (a priori not a subset of $\mathscr{M})$ and an embedding $\Phi: \mathscr{S}_{0} \rightarrow \mathscr{M}$, such that $\mathscr{S}=\Phi\left(\mathscr{S}_{0}\right)$.
Remark 11: Scritly speaking, the above definition regards an embedded submanifold; there is also the wider concept of immersed submanifold (see e.g. Chap 5 of [308]).

One has necessarily $\operatorname{dim} \mathscr{S} \leq \operatorname{dim} \mathscr{M}$. The non-negative integer $m=\operatorname{dim} \mathscr{M}-\operatorname{dim} \mathscr{S}$ is called the codimension of the submanifold $\mathscr{S}$. A submanifold of codimension 1 is called a hypersurface. A submanifold of dimension 1 is (the image of) a curve in $\mathscr{M}$, but note that not all curves are submanifolds: a curve with self-crossing points is not a submanifold.

## A. 3 Pseudo-Riemannian manifolds

## A.3.1 Metric tensor

A pseudo-Riemannian manifold is a pair $(\mathscr{M}, \boldsymbol{g})$ where $\mathscr{M}$ is a smooth manifold and $\boldsymbol{g}$ is a metric tensor on $\mathscr{M}$, i.e. a tensor field obeying the following properties:

1. $\boldsymbol{g}$ is a tensor field of type $(0,2)$ : at each point $p \in \mathscr{M}, \boldsymbol{g}(p)$ is a bilinear form acting on vectors in the tangent space $T_{p} \mathscr{M}$ :

$$
\begin{align*}
\boldsymbol{g}(p): T_{p} \mathscr{M} \times T_{p} \mathscr{M} & \longrightarrow \mathbb{R}  \tag{A.31}\\
(\boldsymbol{u}, \boldsymbol{v}) & \longmapsto \boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v}) .
\end{align*}
$$

2. $\boldsymbol{g}$ is symmetric: $\boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v})=\boldsymbol{g}(\boldsymbol{v}, \boldsymbol{u})$.
3. $\boldsymbol{g}$ is non-degenerate: at any point $p \in \mathscr{M}$, a vector $\boldsymbol{u}$ such that $\forall \boldsymbol{v} \in T_{p} \mathscr{M}, \boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v})=0$ is necessarily the null vector.

The properties of being symmetric and non-degenerate are typical of a scalar product. Accordingly, one says that two vectors $\boldsymbol{u}$ and $\boldsymbol{v}$ are $\boldsymbol{g}$-orthogonal (or simply orthogonal if there is no ambiguity) iff $\boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v})=0$. Moreover, when there is no ambiguity on the metric (usually the spacetime metric), we are using a dot to denote the scalar product of two vectors taken with $\boldsymbol{g}$ :

$$
\begin{equation*}
\forall(\boldsymbol{u}, \boldsymbol{v}) \in T_{p} \mathscr{M} \times T_{p} \mathscr{M}, \quad \boldsymbol{u} \cdot \boldsymbol{v}:=\boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v}) . \tag{A.32}
\end{equation*}
$$

In a given basis $\left(\boldsymbol{e}_{\alpha}\right)$ of $T_{p} \mathscr{M}$, the components of $\boldsymbol{g}$ is the matrix $\left(g_{\alpha \beta}\right)$ defined by formula (A.24) with $(k, \ell)=(0,2)$ :

$$
\begin{equation*}
\boldsymbol{g}=g_{\alpha \beta} \boldsymbol{e}^{\alpha} \otimes \boldsymbol{e}^{\beta} \text {. } \tag{A.33}
\end{equation*}
$$

For any pair $(\boldsymbol{u}, \boldsymbol{v})$ of vectors we have then

$$
\begin{equation*}
\boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v})=g_{\alpha \beta} u^{\alpha} v^{\beta} . \tag{A.34}
\end{equation*}
$$

In particular, considering the natural basis associated with some coordinate system $\left(x^{\alpha}\right)$, the scalar square of an infinitesimal displacement vector $\mathrm{d} \boldsymbol{x}=\mathrm{d} x^{\alpha} \boldsymbol{\partial}_{\alpha}$ [cf. Eqs. (A.12) and (A.14)] is

$$
\begin{equation*}
\mathrm{d} s^{2}:=\boldsymbol{g}(\mathrm{d} \boldsymbol{x}, \mathrm{~d} \boldsymbol{x})=g_{\alpha \beta} \mathrm{d} x^{\alpha} \mathrm{d} x^{\beta} \text {. } \tag{A.35}
\end{equation*}
$$

This formula is called the expression of the line element on the pseudo-Riemannian manifold $(\mathscr{M}, \boldsymbol{g})$. It is often used to define the metric tensor in general relativity texts. Note that contrary to what the notation may suggest, $\mathrm{d} s^{2}$ is not necessarily a positive quantity.

For the dual basis associated with coordinates $\left(x^{\alpha}\right)$, one has $\boldsymbol{e}^{\alpha}=\mathbf{d} x^{\alpha}$ (cf. Sec. A.2.4), so that Eq. (A.33) can be rewritten as

$$
\begin{equation*}
\boldsymbol{g}=g_{\alpha \beta} \mathbf{d} x^{\alpha} \otimes \mathbf{d} x^{\beta} . \tag{A.36}
\end{equation*}
$$

One can give a form to this relation which reminds the line element (A.35) by introducing the symmetric product notation (cf. e.g. Refs. [309] or [415]):

$$
\begin{equation*}
\mathbf{d} x^{\alpha} \mathbf{d} x^{\beta}:=\frac{1}{2}\left(\mathbf{d} x^{\alpha} \otimes \mathbf{d} x^{\beta}+\mathbf{d} x^{\beta} \otimes \mathbf{d} x^{\alpha}\right) \quad \text { and } \quad\left(\mathbf{d} x^{\alpha}\right)^{2}:=\mathbf{d} x^{\alpha} \otimes \mathbf{d} x^{\alpha} . \tag{A.37}
\end{equation*}
$$

Formula (A.36) then becomes

$$
\begin{equation*}
\boldsymbol{g}=g_{\alpha \beta} \mathbf{d} x^{\alpha} \mathbf{d} x^{\beta} \text {. } \tag{A.38}
\end{equation*}
$$

Applying this relation to the pair of infinitesimal vectors $(\mathrm{d} \boldsymbol{x}, \mathrm{d} \boldsymbol{x})$, one gets the line element (A.35), by virtue of the identity $\left\langle\mathrm{d} x^{\alpha}, \mathrm{d} \boldsymbol{x}\right\rangle=\mathrm{d} x^{\alpha}$ [Eq. (A.17)].

## A.3.2 Signature and orthonormal bases

An important feature of the metric tensor is its signature: in all bases of $T_{p} \mathscr{M}$ where the components $\left(g_{\alpha \beta}\right)$ form a diagonal matrix, there is necessarily the same number, $s$ say, of negative components and the same number, $n-s$, of positive components. The independence of $s$ from the choice of the basis where $\left(g_{\alpha \beta}\right)$ is diagonal is a basic result of linear algebra named Sylvester's law of inertia. One writes:

$$
\begin{equation*}
\operatorname{sign} \boldsymbol{g}=(\underbrace{-, \ldots,-}_{s \text { times }}, \underbrace{+, \ldots,+}_{n-s \text { times }}) \text {. } \tag{A.39}
\end{equation*}
$$

If $s=0, \boldsymbol{g}$ is called a Riemannian metric and $(\mathscr{M}, \boldsymbol{g})$ a Riemannian manifold. In this case, $\boldsymbol{g}$ is positive-definite, which means that

$$
\begin{equation*}
\forall \boldsymbol{v} \in T_{p} \mathscr{M}, \quad \boldsymbol{g}(\boldsymbol{v}, \boldsymbol{v}) \geq 0 \tag{A.40}
\end{equation*}
$$

and $\boldsymbol{g}(\boldsymbol{v}, \boldsymbol{v})=0$ iff $\boldsymbol{v}=0$. A standard example of Riemannian metric is of course the scalar product of the Euclidean space $\mathbb{R}^{n}$.

If $s=1, \boldsymbol{g}$ is called a Lorentzian metric and $(\mathscr{M}, \boldsymbol{g})$ a Lorentzian manifold. One may then have $\boldsymbol{g}(\boldsymbol{v}, \boldsymbol{v})<0$; vectors for which this occurs are called timelike, whereas vectors for which $\boldsymbol{g}(\boldsymbol{v}, \boldsymbol{v})>0$ are called spacelike, and those for which $\boldsymbol{g}(\boldsymbol{v}, \boldsymbol{v})=0$ are called null. The subset of $T_{p} \mathscr{M}$ formed by all null vectors is termed the null cone of $\boldsymbol{g}$ at $p$. A coordinate $x^{\alpha}$ of a coordinate system $\left(x^{0}, \ldots, x^{n-1}\right)$ is said to be a timelike coordinate (resp. spacelike coordinate or null coordinate) iff the hypersurfaces defined by $x^{\alpha}=$ const are spacelike ${ }^{6}$ (resp. timelike or null).
Remark 1: Being timelike, spacelike or null is a property of the coordinate $x^{\alpha}$ per se (i.e. considering $x^{\alpha}$ as a scalar field $\mathscr{U} \subset \mathscr{M} \rightarrow \mathbb{R}$ ); on the contrary the causal type of the coordinate vector $\boldsymbol{\partial}_{\alpha}$ depends on the coordinate system $\left(x^{0}, \ldots, x^{n-1}\right)$ to which $x^{\alpha}$ belongs. More precisely, whatever the causal type of $x^{\alpha}$, the vector $\partial_{\alpha}$ can be made spacelike, timelike or null by a proper choice of the complementary coordinates $\left(x^{\beta}\right)_{\beta \neq \alpha}$.

A basis $\left(\boldsymbol{e}_{\alpha}\right)$ of $T_{p} \mathscr{M}$ is called a $\boldsymbol{g}$-orthonormal basis (or simply orthonormal basis if there is no ambiguity on the metric) iff ${ }^{7}$

$$
\begin{array}{lll}
\boldsymbol{g}\left(\boldsymbol{e}_{\alpha}, \boldsymbol{e}_{\alpha}\right)=-1 & \text { for } & 0 \leq \alpha \leq s-1 \\
\boldsymbol{g}\left(\boldsymbol{e}_{\alpha}, \boldsymbol{e}_{\alpha}\right)=1 & \text { for } & s \leq \alpha \leq n-1  \tag{A.41}\\
\boldsymbol{g}\left(\boldsymbol{e}_{\alpha}, \boldsymbol{e}_{\beta}\right)=0 & \text { for } & \alpha \neq \beta .
\end{array}
$$

## A.3.3 Metric duality

Since the bilinear form $\boldsymbol{g}$ is non-degenerate, its matrix $\left(g_{\alpha \beta}\right)$ in any basis $\left(\boldsymbol{e}_{\alpha}\right)$ is invertible and the inverse is denoted by $\left(g^{\alpha \beta}\right)$ :

$$
\begin{equation*}
g^{\alpha \mu} g_{\mu \beta}=\delta^{\alpha}{ }_{\beta} . \tag{A.42}
\end{equation*}
$$

The metric $\boldsymbol{g}$ induces an isomorphism between $T_{p} \mathscr{M}$ (vectors) and $T_{p}^{*} \mathscr{M}$ (linear forms) which, in index notation, corresponds to the lowering or raising of the index by contraction with $g_{\alpha \beta}$ or $g^{\alpha \beta}$. In the present book, an index-free symbol will always denote a tensor with a fixed covariance type (such as a vector, a 1-form, a bilinear form, etc.). We will therefore use a different symbol to denote its image under the metric isomorphism. In particular, we denote by an underbar the isomorphism $T_{p} \mathscr{M} \rightarrow T_{p}^{*} \mathscr{M}$ and by an arrow the reverse isomorphism $T_{p}^{*} \mathscr{M} \rightarrow T_{p} \mathscr{M}:$

1. For any vector $\boldsymbol{u}$ in $T_{p} \mathscr{M}, \underline{\boldsymbol{u}}$ stands for the unique linear form such that

$$
\begin{equation*}
\forall \boldsymbol{v} \in T_{p} \mathscr{M}, \quad\langle\underline{\boldsymbol{u}}, \boldsymbol{v}\rangle=\boldsymbol{g}(\boldsymbol{u}, \boldsymbol{v}) \tag{A.43}
\end{equation*}
$$

However, we will omit the underbar on the components of $\underline{\boldsymbol{u}}$, since the position of the index allows us to distinguish between vectors and linear forms, following the standard

[^163]usage: if the components of $\boldsymbol{u}$ in a given basis $\left(\boldsymbol{e}_{\alpha}\right)$ are denoted by $u^{\alpha}$, the components of $\underline{\boldsymbol{u}}$ in the dual basis ( $\boldsymbol{e}^{\alpha}$ ) are then denoted by $u_{\alpha}$ and are given by
\[

$$
\begin{equation*}
u_{\alpha}=g_{\alpha \mu} u^{\mu} . \tag{A.44}
\end{equation*}
$$

\]

2. For any linear form $\boldsymbol{\omega}$ in $T_{p}^{*} \mathscr{M}, \overrightarrow{\boldsymbol{\omega}}$ stands for the unique vector of $T_{p} \mathscr{M}$ such that

$$
\begin{equation*}
\forall \boldsymbol{v} \in T_{p} \mathscr{M}, \quad \boldsymbol{g}(\overrightarrow{\boldsymbol{\omega}}, \boldsymbol{v})=\langle\boldsymbol{\omega}, \boldsymbol{v}\rangle . \tag{A.45}
\end{equation*}
$$

As for the underbar, we will omit the arrow on the components of $\vec{\omega}$ by denoting them $\omega^{\alpha}$; they are given by

$$
\begin{equation*}
\omega^{\alpha}=g^{\alpha \mu} \omega_{\mu} \tag{A.46}
\end{equation*}
$$

3. We extend the arrow notation to bilinear forms on $T_{p} \mathscr{M}$ (type- $(0,2)$ tensor): for any bilinear form $\boldsymbol{T}$, we denote by $\overrightarrow{\boldsymbol{T}}$ the tensor of type $(1,1)$ such that

$$
\begin{equation*}
\forall(\boldsymbol{u}, \boldsymbol{v}) \in T_{p} \mathscr{M} \times T_{p} \mathscr{M}, \quad \boldsymbol{T}(\boldsymbol{u}, \boldsymbol{v})=\overrightarrow{\boldsymbol{T}}(\underline{\boldsymbol{u}}, \boldsymbol{v})=\boldsymbol{u} \cdot \overrightarrow{\boldsymbol{T}}(\boldsymbol{v}), \tag{A.47}
\end{equation*}
$$

and by $\overrightarrow{\boldsymbol{T}}$ the tensor of type $(2,0)$ defined by

$$
\begin{equation*}
\forall(\boldsymbol{u}, \boldsymbol{v}) \in T_{p} \mathscr{M} \times T_{p} \mathscr{M}, \quad \boldsymbol{T}(\boldsymbol{u}, \boldsymbol{v})=\overrightarrow{\boldsymbol{T}}(\underline{\boldsymbol{u}}, \underline{\boldsymbol{v}}) . \tag{A.48}
\end{equation*}
$$

Note that in the second equality of (A.47), we have considered $\vec{T}$ as an endomorphism $T_{p} \mathscr{M} \rightarrow T_{p} \mathscr{M}$, which is always possible for a tensor of type $(1,1)$. If $T_{\alpha \beta}$ are the components of $\boldsymbol{T}$ in some basis $\left(\boldsymbol{e}_{\alpha}\right)$, the components of $\overrightarrow{\boldsymbol{T}}$ and $\overrightarrow{\boldsymbol{T}}$ are respectively

$$
\begin{align*}
& (\overrightarrow{\boldsymbol{T}})^{\alpha}{ }_{\beta}=T^{\alpha}{ }_{\beta}=g^{\alpha \mu} T_{\mu \beta}  \tag{A.49}\\
& (\overrightarrow{\boldsymbol{T}})^{\alpha \beta}=T^{\alpha \beta}=g^{\alpha \mu} g^{\beta \nu} T_{\mu \nu} . \tag{A.50}
\end{align*}
$$

Remark 2: In mathematical literature, the isomorphism induced by $\boldsymbol{g}$ between $T_{p} \mathscr{M}$ and $T_{p}^{*} \mathscr{M}$ is called the musical isomorphism, because a flat and a sharp symbols are used instead of, respectively, the underbar and the arrow introduced above:

$$
\boldsymbol{u}^{b}=\underline{\boldsymbol{u}} \quad \text { and } \quad \boldsymbol{\omega}^{\sharp}=\vec{\omega} .
$$

## A.3.4 Levi-Civita tensor

Let us assume that $\mathscr{M}$ is an orientable manifold, i.e. that there exists a $n$-form ${ }^{8}$ on $\mathscr{M}$ ( $n$ being $\mathscr{M}$ 's dimension) that is continuous on $\mathscr{M}$ and nowhere vanishing. Then, given a metric $\boldsymbol{g}$ on $\mathscr{M}$, one can show that there exist only two $n$-forms $\boldsymbol{\epsilon}$ such that for any $\boldsymbol{g}$-orthonormal basis $\left(e_{\alpha}\right)$,

$$
\begin{equation*}
\boldsymbol{\epsilon}\left(\boldsymbol{e}_{0}, \ldots, \boldsymbol{e}_{n-1}\right)= \pm 1 \tag{A.51}
\end{equation*}
$$

[^164]Picking one of these two $n$-forms amounts to choosing an orientation for $\mathscr{M}$. The chosen $\boldsymbol{\epsilon}$ is then called the Levi-Civita tensor associated with the metric $\boldsymbol{g}$. Bases for which the right-hand side of (A.51) is +1 are called right-handed, and those for which it is -1 are called left-handed. More generally, given a (not necessarily orthonormal) basis ( $\boldsymbol{e}_{\alpha}$ ) of $T_{p} \mathscr{M}$, one has necessarily $\epsilon\left(\boldsymbol{e}_{0}, \ldots, \boldsymbol{e}_{n-1}\right) \neq 0$ and one says that the basis is right-handed or left-handed iff $\boldsymbol{\epsilon}\left(\boldsymbol{e}_{0}, \ldots, \boldsymbol{e}_{n-1}\right)>0$ or $<0$, respectively. The components of $\boldsymbol{\epsilon}$ with respect to ( $\boldsymbol{e}_{\alpha}$ ) are given by

$$
\begin{equation*}
\epsilon_{\alpha_{1} \ldots \alpha_{n}}= \pm \sqrt{|g|}\left[\alpha_{1}, \ldots, \alpha_{n}\right] \tag{A.52}
\end{equation*}
$$

where $\pm$ must be + (resp. - ) for a right-handed basis (resp. left-handed basis), $g$ stands for the determinant of the matrix of $\boldsymbol{g}$ 's components with respect to the basis $\left(\boldsymbol{e}_{\alpha}\right)$ :

$$
\begin{equation*}
g:=\operatorname{det}\left(g_{\alpha \beta}\right) \tag{A.53}
\end{equation*}
$$

and the symbol $\left[\alpha_{1}, \ldots, \alpha_{n}\right]$ takes the value 0 if any two indices $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ are equal and takes the value 1 or -1 if $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is an even or odd permutation, respectively, of $(0, \ldots, n-1)$.

## A.3.5 Vector normal to a hypersurface

In a pseudo-Riemannian manifold, one can associate to any hypersurface $\Sigma$ (cf. Sec. A.2.7) a unique normal direction, which can be represented by a nonvanishing vector field $\boldsymbol{n}$ defined on $\Sigma$ as follows. Locally the hypersurface $\Sigma$ can be considered as a level set, i.e. there exists a smooth scalar field $f: \mathscr{M} \rightarrow \mathbb{R}$, such that $\mathbf{d} f \neq 0$ on $\Sigma$ and for any point $p$ in the considered local region of $\mathscr{M}$, the following equivalence holds

$$
\begin{equation*}
p \in \Sigma \Longleftrightarrow f(p)=0 \tag{A.54}
\end{equation*}
$$

Then, a vector field $\boldsymbol{v}$ on $\mathscr{M}$ is tangent to $\Sigma$ iff the value of $f$ stays to 0 for a small displacement $\mathrm{d} \lambda$ along $\boldsymbol{v}$; thanks to Eqs. (A.12), (A.13) and (A.10), this is equivalent to $\boldsymbol{v}(f)=v^{\mu} \partial f / \partial x^{\mu}=0$, or to $\boldsymbol{g}(\boldsymbol{n}, \boldsymbol{v})=0$, where we have let appear the gradient vector $\boldsymbol{n}:=\vec{\nabla} f$; in terms of components with respect to a coordinate system $\left(x^{\alpha}\right)$ :

$$
\begin{equation*}
n^{\alpha}=\nabla^{\alpha} f=g^{\alpha \mu} \frac{\partial f}{\partial x^{\mu}} \tag{A.55}
\end{equation*}
$$

The vector field $\boldsymbol{n}$ is called a normal to $\Sigma$. All normal vectors to $\Sigma$ are collinear to each other.
It follows from the definitions given in Sec. A.3.2 that for any coordinate $x^{\alpha}$ of a given chart $\left(x^{0}, \ldots, x^{n-1}\right)$,

$$
\begin{align*}
& x^{\alpha} \text { timelike coordinate } \Longleftrightarrow \vec{\nabla} x^{\alpha} \text { timelike vector } \Longleftrightarrow g^{\alpha \alpha}<0  \tag{A.56a}\\
& x^{\alpha} \text { null coordinate } \Longleftrightarrow \vec{\nabla} x^{\alpha} \text { null vector } \Longleftrightarrow g^{\alpha \alpha}=0  \tag{A.56b}\\
& x^{\alpha} \text { spacelike coordinate } \Longleftrightarrow \vec{\nabla} x^{\alpha} \text { spacelike vector } \Longleftrightarrow g^{\alpha \alpha}>0 \tag{A.56c}
\end{align*}
$$

where $g^{\alpha \alpha}$ is the component $(\alpha, \alpha)$ of the inverse metric (no summation on $\alpha$ ). It appears here because, according to Eq. (A.55), $\boldsymbol{g}\left(\vec{\nabla} x^{\alpha}, \vec{\nabla} x^{\alpha}\right)=g_{\mu \nu} g^{\mu \rho} \partial x^{\alpha} / \partial x^{\rho} g^{\nu \sigma} \partial x^{\alpha} / \partial x^{\sigma}=\delta^{\rho}{ }_{\nu} \delta_{\rho}^{\alpha} g^{\nu \sigma} \delta_{\sigma}^{\alpha}=$ $g^{\alpha \alpha}$.

## A. 4 The three basic derivatives

Three kinds of derivative operators on tensor fields can be defined on a pseudo-Riemannian manifold. One of them depends on the metric: the covariant derivative $\boldsymbol{\nabla}$ (Sec. A.4.1). Another one depends on the choice of a reference vector field: the Lie derivative $\mathcal{L}$ (Sec. A.4.2). The third one depends only on the smooth-manifold structure, i.e. is independent of any (metric or vector) field, but, on the other side, it is applicable only to a specific kind of tensor fields: the $p$-forms; it is the exterior derivative $\mathbf{d}$ (Sec. A.4.3).

## A.4. 1 Covariant derivative

## Affine connection on a manifold

Let us denote by $\mathfrak{X}(\mathscr{M})$ the space of smooth vector fields on $\mathscr{M} . \mathfrak{X}(\mathscr{M})$ is an infinitedimensional vector space over $\mathbb{R}$. Given a vector field $\boldsymbol{v} \in \mathfrak{X}(\mathscr{M})$, it is not possible from the manifold structure alone to define its variation between two neighboring points $p$ and $q$. Indeed a formula like $\mathrm{d} \boldsymbol{v}:=\boldsymbol{v}(q)-\boldsymbol{v}(p)$ is meaningless because the vectors $\boldsymbol{v}(q)$ and $\boldsymbol{v}(p)$ belong to two distinct vector spaces, $T_{q} \mathscr{M}$ and $T_{p} \mathscr{M}$ respectively (cf. Fig. A.2), so that their subtraction is a priori not defined. Note that this issue does not arise for a scalar field [cf. Eq. (A.20)]. The solution is to introduce an extra-structure on $\mathscr{M}$, called an affine connection because, by providing a clear meaning to the variation of vector fields, it connects the various tangent spaces on the manifold. More precisely, an affine connection on $\mathscr{M}$ is a map

$$
\begin{align*}
\boldsymbol{\nabla}: \mathfrak{X}(\mathscr{M}) \times \mathfrak{X}(\mathscr{M}) & \longrightarrow \mathfrak{X}(\mathscr{M})  \tag{A.57}\\
(\boldsymbol{u}, \boldsymbol{v}) & \longmapsto \nabla_{u} \boldsymbol{v}
\end{align*}
$$

that satisfies the following properties:

1. $\boldsymbol{\nabla}$ is bilinear (considering $\mathfrak{X}(\mathscr{M})$ as a vector space over $\mathbb{R}$ ).
2. For any scalar field $f$ and any pair $(\boldsymbol{u}, \boldsymbol{v})$ of vector fields:

$$
\begin{equation*}
\boldsymbol{\nabla}_{f u} \boldsymbol{v}=f \boldsymbol{\nabla}_{\boldsymbol{u}} \boldsymbol{v} \tag{A.58}
\end{equation*}
$$

3. For any scalar field $f$ and any pair $(\boldsymbol{u}, \boldsymbol{v})$ of vector fields, the following Leibniz rule holds:

$$
\begin{equation*}
\boldsymbol{\nabla}_{\boldsymbol{u}}(f \boldsymbol{v})=\langle\boldsymbol{\nabla} f, \boldsymbol{u}\rangle \boldsymbol{v}+f \boldsymbol{\nabla}_{\boldsymbol{u}} \boldsymbol{v} \tag{A.59}
\end{equation*}
$$

where $\nabla f$ stands for the differential of $f$ as defined in Sec. A.2.4.
The vector $\nabla_{u} \boldsymbol{v}$ is called the covariant derivative of $\boldsymbol{v}$ along $\boldsymbol{u}$.
Remark 1: Property 2 is not implied by property 1 , for $f$ is a scalar field, not a real number. Actually, property 2 ensures that at a given point $p \in \mathscr{M}$, the value of $\boldsymbol{\nabla}_{\boldsymbol{u}} \boldsymbol{v}$ depends only on the vector $\boldsymbol{u}(p) \in T_{p} \mathscr{M}$ and not on the behaviour of $\boldsymbol{u}$ around $p$; therefore the role of $\boldsymbol{u}$ is only to give the direction of the derivative of $\boldsymbol{v}$.

Given an affine connection, the variation of a vector field $\boldsymbol{v}$ between two neighboring points $p$ and $q$, is defined as

$$
\begin{equation*}
\mathrm{d} \boldsymbol{v}:=\boldsymbol{\nabla}_{\mathrm{d} \boldsymbol{x}} \boldsymbol{v} \tag{A.60}
\end{equation*}
$$

$\mathrm{d} \boldsymbol{x}$ being the infinitesimal displacement vector connecting $p$ and $q$ [cf Eq. (A.12)]. One says that $\boldsymbol{v}$ is parallelly transported from $p$ to $q$ with respect to the connection $\nabla$ iff $\mathrm{d} \boldsymbol{v}=0$.

Given a frame field $\left(\boldsymbol{e}_{\alpha}\right)$ on $\mathscr{M}$, the connection coefficients of an affine connection $\nabla$ with respect to $\left(\boldsymbol{e}_{\alpha}\right)$ are the scalar fields $\Gamma^{\gamma}{ }_{\alpha \beta}$ defined by the expansion, at each point $p \in \mathscr{M}$, of the vector $\boldsymbol{\nabla}_{\boldsymbol{e}_{\beta}} \boldsymbol{e}_{\alpha}(p)$ onto the basis $\left(\boldsymbol{e}_{\alpha}(p)\right)$ :

$$
\begin{equation*}
\boldsymbol{\nabla}_{\boldsymbol{e}_{\beta}} \boldsymbol{e}_{\alpha}=: \Gamma_{\alpha \beta}^{\mu} \boldsymbol{e}_{\mu} \tag{A.61}
\end{equation*}
$$

An affine connection is entirely defined by the connection coefficients. In other words, there are as many affine connections on a manifold of dimension $n$ as there are possibilities of choosing $n^{3}$ scalar fields $\Gamma^{\gamma}{ }_{\alpha \beta}$.

Given $\boldsymbol{v} \in \mathfrak{X}(\mathscr{M})$, one defines a tensor field of type $(1,1), \boldsymbol{\nabla} \boldsymbol{v}$, called the covariant derivative of $v$ with respect to the affine connection $\nabla$, by the following action at each point $p \in \mathscr{M}$ :

$$
\begin{array}{rlc}
\boldsymbol{\nabla} \boldsymbol{v}(p): T_{p}^{*} \mathscr{M} \times T_{p} \mathscr{M} & \longrightarrow & \mathbb{R}  \tag{A.62}\\
(\boldsymbol{\omega}, \boldsymbol{u}) & \longmapsto\left\langle\boldsymbol{\omega}, \nabla_{\tilde{\boldsymbol{u}}} \boldsymbol{v}(p)\right\rangle
\end{array}
$$

where $\tilde{\boldsymbol{u}}$ is any vector field which performs some extension of $\boldsymbol{u}$ around $p: \tilde{\boldsymbol{u}}(p)=\boldsymbol{u}$. As already noted (cf. Remark 1), $\boldsymbol{\nabla}_{\tilde{\boldsymbol{u}}} \boldsymbol{v}(p)$ is independent of the choice of $\tilde{\boldsymbol{u}}$, so that the mapping (A.62) is well-defined. By comparing with (A.23), we verify that $\boldsymbol{\nabla} \boldsymbol{v}(p)$ is a tensor of type $(1,1)$.

One can extend the covariant derivative to all tensor fields by (i) demanding that for a scalar field the action of the affine connection is nothing but taking the differential (hence the same notation $\nabla f$ ) and (ii) using the Leibniz rule. As a result, the covariant derivative of a tensor field $\boldsymbol{T}$ of type $(k, \ell)$ is a tensor field $\boldsymbol{\nabla} \boldsymbol{T}$ of type $(k, \ell+1)$. Its components with respect a given field frame $\left(\boldsymbol{e}_{\alpha}\right)$ are denoted

$$
\begin{equation*}
\nabla_{\gamma} T_{\beta_{1} \ldots \beta_{\ell}}^{\alpha_{1} \ldots \alpha_{k}}:=(\boldsymbol{\nabla} \boldsymbol{T})^{\alpha_{1} \ldots \alpha_{k}}{ }_{\beta_{1} \ldots \beta_{\ell} \gamma} \tag{A.63}
\end{equation*}
$$

and are given by

$$
\begin{align*}
& -\sum_{i=1}^{\ell} \Gamma^{\sigma}{ }_{\beta_{i} \gamma} T_{\substack{\beta_{1} \ldots \underset{i}{\sigma_{i}}, \beta_{\ell} \\
\alpha_{1} \ldots \alpha_{k}}}, \tag{A.64}
\end{align*}
$$

where $\boldsymbol{e}_{\gamma}\left(T^{\alpha_{1} \ldots \alpha_{k}}{ }_{\beta_{1} \ldots \beta_{\ell}}\right)$ stands for the action of the vector $\boldsymbol{e}_{\gamma}$ on the scalar field $T^{\alpha_{1} \ldots \alpha_{k}}{ }_{\beta_{1} \ldots \beta_{\ell}}$, resulting from the very definition of a vector (cf. Sec. A.2.3). In particular, if $\left(\boldsymbol{e}_{\alpha}\right)$ is a natural
frame associated with some coordinate system $\left(x^{\alpha}\right)$, then $\boldsymbol{e}_{\alpha}=\boldsymbol{\partial}_{\alpha}$ and the above formula becomes [cf. (A.9)]

$$
\begin{align*}
\nabla_{\gamma} T^{\alpha_{1} \ldots \alpha_{k}}{ }_{\beta_{1} \ldots \beta_{\ell}}= & \frac{\partial}{\partial x^{\gamma}} T^{\alpha_{1} \ldots \alpha_{k}}{ }_{\beta_{1} \ldots \beta_{\ell}}+\sum_{i=1}^{k} \Gamma^{\alpha_{i}}{ }_{\sigma \gamma} T^{\alpha_{1} \ldots} \stackrel{\dot{j} \ldots \alpha_{k}}{\beta_{1} \ldots \beta_{\ell}} \\
& -\sum_{i=1}^{\ell} \Gamma^{\sigma}{ }_{\beta_{i} \gamma} T^{\alpha_{1} \ldots \alpha_{k}}{ }_{\beta_{1} \ldots \sigma_{\uparrow} \ldots \beta_{\ell}} . \tag{A.65}
\end{align*}
$$

Remark 2: Notice the position of the index $\gamma$ in Eq. (A.63): it is the last one on the right-hand side. According to (A.24), $\boldsymbol{\nabla} \boldsymbol{T}$ is then expressed as

$$
\begin{equation*}
\boldsymbol{\nabla} \boldsymbol{T}=\nabla_{\gamma} T_{\beta_{1} \ldots \alpha_{k}}^{\alpha_{1} \ldots \beta_{\ell}} \boldsymbol{e}_{\alpha_{1}} \otimes \ldots \otimes \boldsymbol{e}_{\alpha_{k}} \otimes \boldsymbol{e}^{\beta_{1}} \otimes \ldots \otimes \boldsymbol{e}^{\beta_{\ell}} \otimes \boldsymbol{e}^{\gamma} . \tag{A.66}
\end{equation*}
$$

Because $\boldsymbol{e}^{\gamma}$ is the last 1 -form of the tensorial product on the right-hand side, the notation $T^{\alpha_{1} \ldots \alpha_{k}}{ }_{\beta_{1} \ldots \beta_{\ell} ; \gamma}$ instead of $\nabla_{\gamma} T^{\alpha_{1} \ldots \alpha_{k}}{ }_{\beta_{1} \ldots \beta_{\ell}}$ would have been more appropriate. The index convention (A.66) agrees with that of MTW [331] [cf. their Eq. (10.17)].

The covariant derivative of the tensor field $T$ along $\boldsymbol{a}$ vector $\boldsymbol{v}$ is defined by

$$
\begin{equation*}
\boldsymbol{\nabla}_{\boldsymbol{v}} \boldsymbol{T}:=\boldsymbol{\nabla} \boldsymbol{T}(\underbrace{\ldots, \ldots, .}_{k+\ell \text { slots }}, \boldsymbol{u}) . \tag{A.67}
\end{equation*}
$$

The components of $\boldsymbol{\nabla}_{\boldsymbol{v}} \boldsymbol{T}$ are then $v^{\mu} \nabla_{\mu} T^{\alpha_{1} \ldots \alpha_{k}}{ }_{\beta_{1} \ldots \beta_{\ell}}$. Note that $\boldsymbol{\nabla}_{\boldsymbol{v}} \boldsymbol{T}$ is a tensor field of the same type as $\boldsymbol{T}$. In the particular case of a scalar field $f$, we will use the notation $\boldsymbol{v} \cdot \boldsymbol{\nabla} f$ for $\nabla_{v} f$ :

$$
\begin{equation*}
\boldsymbol{v} \cdot \boldsymbol{\nabla} f:=\boldsymbol{\nabla}_{\boldsymbol{v}} f=\langle\boldsymbol{\nabla} f, \boldsymbol{v}\rangle=\boldsymbol{v}(f) . \tag{A.68}
\end{equation*}
$$

The divergence with respect to the affine connection $\boldsymbol{\nabla}$ of a tensor field $\boldsymbol{T}$ of type ( $k, \ell$ ) with $k \geq 1$ is the tensor field denoted $\boldsymbol{\nabla} \cdot \boldsymbol{T}$ of type $(k-1, \ell)$ and whose components with respect to any frame field are given by

$$
\begin{equation*}
(\boldsymbol{\nabla} \cdot \boldsymbol{T})^{\alpha_{1} \ldots \alpha_{k-1}}{ }_{\beta_{1} \ldots \beta_{\ell}}=\boldsymbol{\nabla}_{\mu} T^{\alpha_{1} \ldots \alpha_{k-1} \mu}{ }_{\beta_{1} \ldots \beta_{\ell}} . \tag{A.69}
\end{equation*}
$$

Remark 3: For the divergence, the contraction is performed on the last upper index of $\boldsymbol{T}$.

## Levi-Civita connection

On a pseudo-Riemannian manifold $(\mathscr{M}, \boldsymbol{g})$ there is a unique affine connection $\nabla$ such that

1. $\boldsymbol{\nabla}$ is torsion-free, i.e. for any scalar field $f, \nabla \nabla f$ is a field of symmetric bilinear forms; in components:

$$
\begin{equation*}
\nabla_{\alpha} \nabla_{\beta} f=\nabla_{\beta} \nabla_{\alpha} f \tag{A.70}
\end{equation*}
$$

2. The covariant derivative of the metric tensor vanishes identically:

$$
\begin{equation*}
\nabla \boldsymbol{g}=0 \text {. } \tag{A.71}
\end{equation*}
$$

$\nabla$ is called the Levi-Civita connection associated with $\boldsymbol{g}$. In this book, we shall consider only such connections.

With respect to the Levi-Civita connection, the Levi-Civita tensor $\boldsymbol{\epsilon}$ introduced in Sec. A.3.4 shares the same property as $\boldsymbol{g}$ :

$$
\begin{equation*}
\nabla \boldsymbol{\epsilon}=0 \text {. } \tag{A.72}
\end{equation*}
$$

Given a coordinate system $\left(x^{\alpha}\right)$ on $\mathscr{M}$, the connection coefficients of the Levi-Civita connection with respect to the natural basis $\left(\boldsymbol{\partial}_{\alpha}\right)$ are called the Christoffel symbols; they can be evaluated from the partial derivatives of the metric components with respect to the coordinates:

$$
\begin{equation*}
\Gamma_{\alpha \beta}^{\gamma}=\frac{1}{2} g^{\gamma \mu}\left(\frac{\partial g_{\mu \beta}}{\partial x^{\alpha}}+\frac{\partial g_{\alpha \mu}}{\partial x^{\beta}}-\frac{\partial g_{\alpha \beta}}{\partial x^{\mu}}\right) . \tag{A.73}
\end{equation*}
$$

Note that the Christoffel symbols are symmetric with respect to the lower two indices.
For the Levi-Civita connection, the expression for the divergence of a vector takes a rather simple form in a natural basis associated with some coordinates ( $x^{\alpha}$ ). Indeed, combining Eqs. (A.69) and (A.65), we get for $\boldsymbol{v} \in \mathfrak{X}(\mathscr{M})$,

$$
\boldsymbol{\nabla} \cdot \boldsymbol{v}=\nabla_{\mu} v^{\mu}=\frac{\partial v^{\mu}}{\partial x^{\mu}}+\Gamma^{\mu}{ }_{\sigma \mu} v^{\sigma} .
$$

Now, from (A.73), we have

$$
\begin{equation*}
\Gamma_{\alpha \mu}^{\mu}=\frac{1}{2} g^{\mu \nu} \frac{\partial g_{\mu \nu}}{\partial x^{\alpha}}=\frac{1}{2} \frac{\partial}{\partial x^{\alpha}} \ln |g|=\frac{1}{\sqrt{|g|}} \frac{\partial}{\partial x^{\alpha}} \sqrt{|g|}, \tag{A.74}
\end{equation*}
$$

where $g:=\operatorname{det}\left(g_{\alpha \beta}\right)$ [Eq. (A.53)]. The last but one equality follows from the general law of variation of the determinant of any invertible matrix $A$ :

$$
\begin{equation*}
\delta(\ln |\operatorname{det} A|)=\operatorname{tr}\left(A^{-1} \times \delta A\right), \tag{A.75}
\end{equation*}
$$

where $\delta$ denotes any variation that fulfills the Leibniz rule (i.e. a derivation), tr stands for the trace and $\times$ for the matrix product. We conclude that

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \boldsymbol{v}=\frac{1}{\sqrt{|g|}} \frac{\partial}{\partial x^{\mu}}\left(\sqrt{|g|} v^{\mu}\right) . \tag{A.76}
\end{equation*}
$$

Similarly, for an antisymmetric tensor field of type (2, 0),

$$
\nabla_{\mu} A^{\alpha \mu}=\frac{\partial A^{\alpha \mu}}{\partial x^{\mu}}+\underbrace{\Gamma^{\alpha}{ }_{\sigma \mu} A^{\sigma \mu}}_{0}+\Gamma^{\mu}{ }_{\sigma \mu} A^{\alpha \sigma}=\frac{\partial A^{\alpha \mu}}{\partial x^{\mu}}+\frac{1}{\sqrt{|g|}} \frac{\partial}{\partial x^{\sigma}} \sqrt{|g|} A^{\alpha \sigma}
$$

where we have used the fact that $\Gamma^{\alpha}{ }_{\sigma \mu}$ is symmetric in $(\sigma, \mu)$, whereas $A^{\sigma \mu}$ is antisymmetric. Hence the simple formula for the divergence of an antisymmetric tensor field of type ( 2,0 ):

$$
\begin{equation*}
\nabla_{\mu} A^{\alpha \mu}=\frac{1}{\sqrt{|g|}} \frac{\partial}{\partial x^{\mu}}\left(\sqrt{|g|} A^{\alpha \mu}\right) . \tag{A.77}
\end{equation*}
$$

## A.4.2 Lie derivative

As discussed in Sec. A.4.1, the notion of a derivative of a vector field on a manifold $\mathscr{M}$ requires the introduction of some extra-structure on $\mathscr{M}$. In Sec. A.4.1, this extra-structure was an affine connection and in Sec. A.4.1 a metric $\boldsymbol{g}$ (which provides naturally an affine connection: the Levi-Civita one). Another possible extra-structure is a "reference" vector field, with respect to which the derivative is to be defined. This leads to the concept of the Lie derivative, which we discuss here.

## Lie derivative of a vector field

Consider a vector field $\boldsymbol{u}$ on $\mathscr{M}$, called hereafter the flow. Let $\boldsymbol{v}$ be another vector field on $\mathscr{M}$, the variation of which is to be studied. We can use the flow $\boldsymbol{u}$ to transport the vector $\boldsymbol{v}$ from one point $p$ to a neighboring one $q$ and then define rigorously the variation of $\boldsymbol{v}$ as the difference between the actual value of $\boldsymbol{v}$ at $q$ and the transported value via $\boldsymbol{u}$. More precisely the definition of the Lie derivative of $\boldsymbol{v}$ with respect to $\boldsymbol{u}$ is as follows (see Fig. A.3). We first define the image $\Phi_{\varepsilon}(p)$ of the point $p$ by the transport by an infinitesimal "distance" $\varepsilon$ along the field lines of $\boldsymbol{u}$ as $\Phi_{\varepsilon}(p)=q$, where $q$ is the point close to $p$ such that the infinitesimal displacement vector from $p$ to $q$ is $\overrightarrow{p q}=\varepsilon \boldsymbol{u}(p)$ (cf. Sec. A.2.3). We shall call the map $\Phi_{\varepsilon}: \mathscr{M} \rightarrow \mathscr{M}$ hence defined the flow map along $\boldsymbol{u}$. Besides, if we multiply the vector $\boldsymbol{v}(p)$ by some infinitesimal parameter $\lambda$, it becomes an infinitesimal vector at $p$. Then there exists a unique point $p^{\prime}$ close to $p$ such that $\lambda \boldsymbol{v}(p)=\overrightarrow{p p^{\prime}}$. We may transport the point $p^{\prime}$ to a point $q^{\prime}$ along the field lines of $\boldsymbol{u}$ by the same "distance" $\varepsilon$ as that used to transport $p$ to $q: q^{\prime}=\Phi_{\varepsilon}\left(p^{\prime}\right)$ (see Fig. A.3). $\overrightarrow{q q^{\prime}}$ is then an infinitesimal vector at $q$ and we define the transport by the distance $\varepsilon$ of the vector $\boldsymbol{v}(p)$ along the field lines of $\boldsymbol{u}$ according to

$$
\begin{equation*}
\Phi_{\varepsilon *}(\boldsymbol{v}(p)):=\frac{1}{\lambda} \overrightarrow{q q^{\prime}} . \tag{A.78}
\end{equation*}
$$

$\Phi_{\varepsilon *}(\boldsymbol{v}(p))$ is a vector in $T_{q} \mathscr{M}$. The map $\Phi_{\varepsilon^{*}}: T_{p} \mathscr{M} \rightarrow T_{q} \mathscr{M}$ hence defined is called the pushforward of the flow map $\Phi_{\varepsilon}$. Actually it is nothing but the differential of the flow map $\Phi_{\varepsilon}: \mathscr{M} \rightarrow \mathscr{M}$, as defined in Sec. A.2.7:

$$
\begin{equation*}
\Phi_{\varepsilon *}(\boldsymbol{v}(p))=\left.\mathrm{d} \Phi_{\varepsilon}\right|_{p}((\boldsymbol{v}(p)) . \tag{A.79}
\end{equation*}
$$

We may then subtract the vector $\Phi_{\varepsilon *}(\boldsymbol{v}(p))$ from the actual value of the field $\boldsymbol{v}$ at $q=\Phi_{\varepsilon}(p)$ and define the Lie derivative of $\boldsymbol{v}$ along $\boldsymbol{u}$ at the point $p$ by

$$
\begin{equation*}
\mathcal{L}_{u} \boldsymbol{v}:=\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon}\left[\boldsymbol{v}\left(\Phi_{\varepsilon}(p)\right)-\Phi_{\varepsilon *}(\boldsymbol{v}(p))\right] . \tag{A.80}
\end{equation*}
$$

Let us consider a coordinate system $\left(x^{\alpha}\right)$ adapted to the field $\boldsymbol{u}$ in the sense that $\boldsymbol{u}=\boldsymbol{\partial}_{0}$, where $\boldsymbol{\partial}_{0}$ is the first vector of the natural basis associated with the coordinates $\left(x^{\alpha}\right)$. We have, from the definitions of points $q, p^{\prime}$ and $q^{\prime}$,

$$
\begin{aligned}
& x^{\alpha}(q)=x^{\alpha}(p)+\varepsilon \delta^{\alpha}{ }_{0} \\
& x^{\alpha}\left(p^{\prime}\right)=x^{\alpha}(p)+\lambda v^{\alpha}(p) \\
& x^{\alpha}\left(q^{\prime}\right)=x^{\alpha}\left(p^{\prime}\right)+\varepsilon \delta^{\alpha}{ }_{0},
\end{aligned}
$$



Figure A.3: Geometrical construction of the Lie derivative of a vector field $\boldsymbol{v}$ along a vector field $\boldsymbol{u}$ : given a small parameter $\lambda$, each extremity of the arrow $\lambda \boldsymbol{v}$ is dragged by some small parameter $\varepsilon$ along $\boldsymbol{u}$, to form the vector denoted by $\Phi_{\varepsilon *}(\lambda \boldsymbol{v})$. The latter is then compared with the actual value of $\lambda \boldsymbol{v}$ at the point $q$, the difference (divided by $\lambda \varepsilon$ ) defining the Lie derivative $\mathcal{L}_{\boldsymbol{u}} \boldsymbol{v}$.
so that

$$
\left(q q^{\prime}\right)^{\alpha}=x^{\alpha}\left(p^{\prime}\right)-x^{\alpha}(p)=\lambda v^{\alpha}(p)
$$

Accordingly, (A.78) and (A.80) result in

$$
\begin{aligned}
\left(\mathcal{L}_{u} \boldsymbol{v}\right)^{\alpha} & =\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon}\left[v^{\alpha}(q)-v^{\alpha}(p)\right] \\
& =\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon}\left[v^{\alpha}\left(x^{0}+\varepsilon, x^{1}, \ldots, x^{n-1}\right)-v^{\alpha}\left(x^{0}, x^{1}, \ldots, x^{n-1}\right)\right]
\end{aligned}
$$

Hence, in adapted coordinates, the Lie derivative is simply obtained by taking the partial derivative of the vector components with respect to $x^{0}$ :

$$
\begin{equation*}
\mathcal{L}_{u} v^{\alpha}=\frac{\partial v^{\alpha}}{\partial x^{0}} \tag{A.81}
\end{equation*}
$$

where we have used the standard notation for the components of a Lie derivative: $\mathcal{L}_{u} v^{\alpha}:=$ $\left(\mathcal{L}_{u} \boldsymbol{v}\right)^{\alpha}$. Besides, using the fact that the components of $\boldsymbol{u}$ are $u^{\alpha}=(1,0, \ldots, 0)$ in the adapted coordinate system, we notice that the components of the commutator of $\boldsymbol{u}$ and $\boldsymbol{v}$, as given by (A.26), are

$$
[\boldsymbol{u}, \boldsymbol{v}]^{\alpha}=\frac{\partial v^{\alpha}}{\partial x^{0}}
$$

This is exactly (A.81): $[\boldsymbol{u}, \boldsymbol{v}]^{\alpha}=\mathcal{L}_{u} v^{\alpha}$. We conclude that the Lie derivative of a vector with respect to another one is actually nothing but the commutator of these two vectors:

$$
\begin{equation*}
\mathcal{L}_{u} \boldsymbol{v}=[\boldsymbol{u}, \boldsymbol{v}] . \tag{A.82}
\end{equation*}
$$

Thanks to formula (A.26), we may then express the components of the Lie derivative in an arbitrary coordinate system:

$$
\begin{equation*}
\mathcal{L}_{u} v^{\alpha}=u^{\mu} \frac{\partial v^{\alpha}}{\partial x^{\mu}}-v^{\mu} \frac{\partial u^{\alpha}}{\partial x^{\mu}} . \tag{A.83}
\end{equation*}
$$

Thanks to the symmetry property of the Christoffel symbols, the partial derivatives in Eq. (A.83) can be replaced by the Levi-Civita connection $\boldsymbol{\nabla}$ associated with some metric $\boldsymbol{g}$, yielding

$$
\begin{equation*}
\mathcal{L}_{u} v^{\alpha}=u^{\mu} \nabla_{\mu} v^{\alpha}-v^{\mu} \nabla_{\mu} u^{\alpha} . \tag{A.84}
\end{equation*}
$$

## Generalization to any tensor field

If $\boldsymbol{T}$ is tensor field of type $(0, \ell)$ on $\mathscr{M}$ (with $\ell \geq 1$ ) its pullback by the flow map $\Phi_{\varepsilon}$ is the tensor field $\Phi_{\varepsilon}^{*} \boldsymbol{T}$ of type ( $0, \ell$ ) defined by applying $\boldsymbol{T}$ to pushforwarded vectors:

$$
\begin{equation*}
\forall\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{\ell}\right) \in\left(T_{p} \mathscr{M}\right)^{\ell},\left.\quad \Phi_{\varepsilon}^{*} \boldsymbol{T}\right|_{p}\left(\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{\ell}\right):=\left.\boldsymbol{T}\right|_{\Phi_{\varepsilon}(p)}\left(\Phi_{\varepsilon *}\left(\boldsymbol{v}_{1}\right), \ldots, \Phi_{\varepsilon *}\left(\boldsymbol{v}_{\ell}\right)\right) \tag{A.85}
\end{equation*}
$$

The Lie derivative of $\boldsymbol{T}$ along $\boldsymbol{u}$ is then defined by comparing the pullback image at some point $p$ to the actual value of $\boldsymbol{\omega}$ at the same point:

$$
\begin{equation*}
\mathcal{L}_{u} \boldsymbol{T}:=\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon}\left(\Phi_{\varepsilon}^{*} \boldsymbol{T}-\boldsymbol{T}\right) . \tag{A.86}
\end{equation*}
$$

Finally, the Lie derivative is extended to any tensor field by (i) demanding that for a scalar field $f, \mathcal{L}_{u} f=\langle\boldsymbol{\nabla} f, \boldsymbol{u}\rangle$ and (ii) using the Leibniz rule. As a result, the Lie derivative $\mathcal{L}_{u} \boldsymbol{T}$ of a tensor field $\boldsymbol{T}$ of type $(k, \ell)$ is a tensor field of the same type, the components of which with respect to a given coordinate system $\left(x^{\alpha}\right)$ are

$$
\begin{align*}
\mathcal{L}_{u} T^{\alpha_{1} \ldots \alpha_{k}}{ }_{\beta_{1} \ldots \beta_{\ell}}= & u^{\mu} \frac{\partial}{\partial x^{\mu}} T^{\alpha_{1} \ldots \alpha_{k}}{ }_{\beta_{1} \ldots \beta_{\ell}}-\sum_{i=1}^{k} T^{\substack{\alpha_{1} \ldots \stackrel{i}{\dot{b}} \ldots \alpha_{k}}}{ }_{\beta_{1} \ldots \beta_{\ell}} \frac{\partial u^{\alpha_{i}}}{\partial x^{\sigma}} \\
& +\sum_{i=1}^{\ell} T^{\alpha_{1} \ldots \alpha_{k}}{ }_{\beta_{1} \ldots \sigma_{i} \ldots \beta_{\ell}}^{i} \frac{\partial u^{\sigma}}{\partial x^{\beta_{i}}} . \tag{A.87}
\end{align*}
$$

In particular, for a 1-form,

$$
\begin{equation*}
\mathcal{L}_{u} \omega_{\alpha}=u^{\mu} \frac{\partial \omega_{\alpha}}{\partial x^{\mu}}+\omega_{\mu} \frac{\partial u^{\mu}}{\partial x^{\alpha}} . \tag{A.88}
\end{equation*}
$$

As for the vector case [Eq. (A.83)], the partial derivatives in Eq. (A.87) can be replaced by the covariant derivative $\boldsymbol{\nabla}$ (or any other connection without torsion), yielding

$$
\begin{align*}
\mathcal{L}_{u} T^{\alpha_{1} \ldots \alpha_{k}}{ }_{\beta_{1} \ldots \beta_{\ell}}= & u^{\mu} \nabla_{\mu} T^{\alpha_{1} \ldots \alpha_{k}}{ }_{\beta_{1} \ldots \beta_{\ell}}-\sum_{i=1}^{k} T^{\alpha_{1} \ldots \stackrel{i}{\sigma} \ldots \alpha_{k}}{ }_{\beta_{1} \ldots \beta_{\ell}} \nabla_{\sigma} u^{\alpha_{i}} \\
& +\sum_{i=1}^{\ell} T^{\alpha_{1} \ldots \alpha_{k}}{ }_{\substack{ \\
\alpha_{1} \ldots \\
\uparrow}}^{i} \ldots \beta_{\ell}  \tag{A.89}\\
\beta_{i} & u^{\sigma} .
\end{align*}
$$

A special case of this formula is worth considering, namely $\boldsymbol{T}=\boldsymbol{g}$ (the metric tensor):

$$
\mathcal{L}_{u} g_{\alpha \beta}=u^{\mu} \underbrace{\nabla_{\mu} g_{\alpha \beta}}_{0}+\underbrace{g_{\sigma \beta} \nabla_{\alpha} u}_{\nabla_{\alpha} u_{\beta}}+\underbrace{g_{\alpha \sigma} \nabla_{\beta} u^{\sigma}}_{\nabla_{\beta} u_{\alpha}} .
$$

Hence one gets the so-called Killing expression of the Lie derivative of the metric tensor:

$$
\begin{equation*}
\mathcal{L}_{u} g_{\alpha \beta}=\nabla_{\alpha} u_{\beta}+\nabla_{\beta} u_{\alpha} . \tag{A.90}
\end{equation*}
$$

In adapted coordinates, we have, similarly to Eq. (A.81),

$$
\begin{equation*}
\mathcal{L}_{\boldsymbol{u}} T^{\alpha_{1} \ldots \alpha_{k}}{ }_{\beta_{1} \ldots \beta_{\ell}}=\frac{\partial}{\partial x^{0}} T^{\alpha_{1} \ldots \alpha_{k}}{ }_{\beta_{1} \ldots \beta_{\ell}} \quad \text { (coordinates adapted to } \boldsymbol{u} \text { ). } \tag{A.91}
\end{equation*}
$$

Note that this formula is a direct consequence of (A.87) since in adapted coordinates, $u^{\alpha}=$ $(1,0, \ldots, 0)$, so that $u^{\mu} \partial / \partial x^{\mu}=\partial / \partial x^{0}$ and $\partial u^{\alpha} / \partial x^{\beta}=0$.

## A.4.3 Exterior derivative

In Sec. A.2.6, we have introduced the differential forms or $p$-forms as tensor fields of type $(0, p)$, with $p \geq 0$, that are antisymmetric in all their arguments as soon as $p \geq 2$. Differential forms play a special role in the theory of integration on manifolds. Indeed, the primary definition of an integral over a manifold of dimension $n$ is the integral of a $n$-form. The Levi-Civita tensor $\boldsymbol{\epsilon}$ introduced in Sec. A.3.4 is a $n$-form, whose integral gives the volume with respect to the metric $\boldsymbol{g}$. Regarding physics, the electromagnetic field is a 2 -form $\boldsymbol{F}$ (cf. Sec. 1.5.2); in relativistic hydrodynamics, the vorticity of a fluid is also described by a 2 -form (see e.g. [208]).

Being tensor fields, differential forms are subject to the covariant and Lie derivatives discussed above. But, in addition, they are subject to a third kind of derivative, called the exterior derivative. The exterior derivative of a $p$-form $\boldsymbol{\omega}$ is a $(p+1)$-form which is denoted $\mathrm{d} \boldsymbol{\omega}$ and whose components with respect to a given coordinate system $\left(x^{\alpha}\right)$ are defined by

$$
\begin{align*}
\text { 0-form (scalar field) } & :(\mathbf{d} \boldsymbol{\omega})_{\alpha}:=\frac{\partial \omega}{\partial x^{\alpha}}  \tag{A.92}\\
\text { 1-form } & :(\mathbf{d} \boldsymbol{\omega})_{\alpha \beta}:=\frac{\partial \omega_{\beta}}{\partial x^{\alpha}}-\frac{\partial \omega_{\alpha}}{\partial x^{\beta}}  \tag{A.93}\\
\text { 2-form } & :(\mathbf{d} \boldsymbol{\omega})_{\alpha \beta \gamma}:=\frac{\partial \omega_{\beta \gamma}}{\partial x^{\alpha}}+\frac{\partial \omega_{\gamma \alpha}}{\partial x^{\beta}}+\frac{\partial \omega_{\alpha \beta}}{\partial x^{\gamma}}  \tag{A.94}\\
\text { etc... } &
\end{align*}
$$

It can be easily checked that these formulæ, although expressed in terms of partial derivatives of components in a coordinate system, do define tensor fields. Moreover, the result is clearly antisymmetric (assuming that $\boldsymbol{\omega}$ is), so that we end up with ( $p+1$ )-forms. Notice that for a scalar field ( 0 -form), the exterior derivative is nothing but the differential 1-form $\mathbf{d} f$ already defined in Sec. A.2.4. Notice also that the exterior derivative appeals only to the manifold structure. It does not depend upon the metric tensor $\boldsymbol{g}$, nor upon any other extra structure on $\mathscr{M}$.

Remark 4: Although the exterior derivative does not depend on the metric $\boldsymbol{g}$ and hence on the LeviCivita connection $\boldsymbol{\nabla}$, one may replace all partial derivatives in the formulæ (A.92)-(A.94) by covariant derivatives:

$$
\begin{align*}
0 \text {-form } & :(\mathbf{d} \boldsymbol{\omega})_{\alpha}=\nabla_{\alpha} \omega  \tag{A.95}\\
1 \text {-form } & :(\mathbf{d} \boldsymbol{\omega})_{\alpha \beta}=\nabla_{\alpha} \omega_{\beta}-\nabla_{\beta} \omega_{\alpha}  \tag{A.96}\\
2 \text {-form } & :(\mathbf{d} \boldsymbol{\omega})_{\alpha \beta \gamma}=\nabla_{\alpha} \omega_{\beta \gamma}+\nabla_{\beta} \omega_{\gamma \alpha}+\nabla_{\gamma} \omega_{\alpha \beta} \tag{A.97}
\end{align*}
$$

The above identities hold thanks to the symmetry of the Christoffel symbols on their last two indices (and thanks to (A.21) for a 0 -form).

A fundamental property of the exterior derivative is to be nilpotent:

$$
\begin{equation*}
\operatorname{dd} \omega=0 \text {. } \tag{A.98}
\end{equation*}
$$

A $p$-form $\boldsymbol{\omega}$ is said to be closed iff $\mathbf{d} \boldsymbol{\omega}=0$, and $\boldsymbol{e x a c t}$ iff there exists a $(p-1$ )-form $\boldsymbol{\sigma}$ such that $\boldsymbol{\omega}=\mathrm{d} \boldsymbol{\sigma}$. From property (A.98), any exact $p$-form is closed. The Poincaré lemma states that the converse is true, at least locally.

The exterior derivative enters in the well known Stokes' theorem: if $\mathcal{D}$ is a submanifold of $\mathscr{M}$ of dimension $d$ that has a boundary (denoted $\partial \mathcal{D}$ ), then for any $(d-1)$-form $\boldsymbol{\omega}$,

$$
\begin{equation*}
\int_{\partial \mathcal{D}} \omega=\int_{\mathcal{D}} \mathrm{d} \omega . \tag{A.99}
\end{equation*}
$$

Note that $\partial \mathcal{D}$ is a manifold of dimension $d-1$ and $\mathbf{d} \boldsymbol{\omega}$ is a $d$-form, so that each side of (A.99) is (of course!) a well-defined quantity, as the integral of a $p$-form over a $p$-dimensional manifold.

Another very important formula involving the exterior derivative is the Cartan identity, which states that the Lie derivative of a differential form $\boldsymbol{\omega}$ along a vector field $\boldsymbol{u}$ is expressible as

$$
\begin{equation*}
\mathcal{L}_{u} \boldsymbol{\omega}=\boldsymbol{u} \cdot \mathrm{d} \boldsymbol{\omega}+\mathrm{d}(\boldsymbol{u} \cdot \boldsymbol{\omega}) \text {. } \tag{A.100}
\end{equation*}
$$

In the above formula, a dot denotes the contraction on adjacent indices, i.e. $\boldsymbol{u} \cdot \boldsymbol{\omega}$ is the $(p-1)$-form $\boldsymbol{\omega}(\boldsymbol{u}, ., \ldots,$.$) , with the p-1$ last slots remaining free. Notice that if $\boldsymbol{\omega}$ is a 1 -form, Eq. (A.100) is readily obtained by combining Eqs. (A.88), (A.92) and (A.93). An immediate consequence of the Cartan identity and the nilpotence property (A.98) is that the Lie derivative and the exterior derivative commute, i.e. for any vector field $\boldsymbol{u}$ and any $p$-form $\boldsymbol{\omega}$ :

$$
\begin{equation*}
\mathcal{L}_{u} \mathrm{~d} \omega=\mathrm{d} \mathcal{L}_{u} \boldsymbol{\omega} \tag{A.101}
\end{equation*}
$$

## A. 5 Curvature

## A.5.1 General definition

The Riemann curvature tensor of an affine connection $\nabla$ is defined by

$$
\begin{array}{rlc}
\text { Riem : } \begin{aligned}
\mathfrak{X}^{*}(\mathscr{M}) \times \mathfrak{X}(\mathscr{M})^{3} & \longrightarrow
\end{aligned} C^{\infty}(\mathscr{M}, \mathbb{R}) \\
(\boldsymbol{\omega}, \boldsymbol{w}, \boldsymbol{u}, \boldsymbol{v}) & \longmapsto\left\langle\boldsymbol{\omega}, \boldsymbol{\nabla}_{u} \boldsymbol{\nabla}_{\boldsymbol{v}} \boldsymbol{w}-\nabla_{v} \boldsymbol{\nabla}_{\boldsymbol{u}} \boldsymbol{w}-\boldsymbol{\nabla}_{[\boldsymbol{u}, \boldsymbol{v}]} \boldsymbol{w}\right\rangle, \tag{A.102}
\end{array}
$$

where $\mathfrak{X}^{*}(\mathscr{M})$ stands for the space of 1 -forms on $\mathscr{M}, \mathfrak{X}(\mathscr{M})$ for the space of vector fields on $\mathscr{M}$ and $C^{\infty}(\mathscr{M}, \mathbb{R})$ for the space of smooth scalar fields on $\mathscr{M}$. The above formula does define a tensor field on $\mathscr{M}$, i.e. the value of $\operatorname{Riem}(\boldsymbol{\omega}, \boldsymbol{w}, \boldsymbol{u}, \boldsymbol{v})$ at a given point $p \in \mathscr{M}$ depends only upon the values of the fields $\boldsymbol{\omega}, \boldsymbol{w}, \boldsymbol{u}$ and $\boldsymbol{v}$ at $p$ and not upon their behaviours away from $p$, as the covariant derivatives in Eq. (A.102) might suggest. We denote the components of this tensor in a given basis ( $\boldsymbol{e}_{\alpha}$ ), not by $\operatorname{Riem}^{\gamma}{ }_{\delta \alpha \beta}$, but by $R^{\gamma}{ }_{\delta \alpha \beta}$. The definition (A.102) leads then to the following expression, named the Ricci identity:

$$
\begin{equation*}
\forall \boldsymbol{w} \in \mathfrak{X}(\mathscr{M}), \quad\left(\nabla_{\alpha} \nabla_{\beta}-\nabla_{\beta} \nabla_{\alpha}\right) w^{\gamma}=R^{\gamma}{ }_{\mu \alpha \beta} w^{\mu} . \tag{A.103}
\end{equation*}
$$

Remark 1: In view of this identity, one may say that the Riemann tensor measures the lack of commutativity of two successive covariant derivatives of a vector field. On the opposite, for a scalar field and a torsion-free connection, two successive covariant derivatives always commute [cf. Eq. (A.70)].

In a coordinate basis, the components of the Riemann tensor are given in terms of the connection coefficients by

$$
\begin{equation*}
R^{\alpha}{ }_{\beta \mu \nu}=\frac{\partial \Gamma^{\alpha}{ }_{\beta \nu}}{\partial x^{\mu}}-\frac{\partial \Gamma^{\alpha}{ }_{\beta \mu}}{\partial x^{\nu}}+\Gamma^{\alpha}{ }_{\sigma \mu} \Gamma^{\sigma}{ }_{\beta \nu}-\Gamma^{\alpha}{ }_{\sigma \nu} \Gamma^{\sigma}{ }_{\beta \mu} . \tag{A.104}
\end{equation*}
$$

From the definition (A.102), the Riemann tensor is clearly antisymmetric with respect to its last two arguments:

$$
\begin{equation*}
\operatorname{Riem}(., ., \boldsymbol{u}, \boldsymbol{v})=-\operatorname{Riem}(., ., \boldsymbol{v}, \boldsymbol{u}) \tag{A.105}
\end{equation*}
$$

In addition, it satisfies the cyclic property

$$
\begin{equation*}
\operatorname{Riem}(., \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})+\operatorname{Riem}(., \boldsymbol{w}, \boldsymbol{u}, \boldsymbol{v})+\operatorname{Riem}(., \boldsymbol{v}, \boldsymbol{w}, \boldsymbol{u})=0 \tag{A.106}
\end{equation*}
$$

The covariant derivatives of the Riemann tensor obey the Bianchi identity

$$
\begin{equation*}
\nabla_{\rho} R_{\beta \mu \nu}^{\alpha}+\nabla_{\mu} R_{\beta \nu \rho}^{\alpha}+\nabla_{\nu} R_{\beta \rho \mu}^{\alpha}=0 . \tag{A.107}
\end{equation*}
$$

## A.5.2 Case of a pseudo-Riemannian manifold

The Riemann tensor of the Levi-Civita connection obeys the additional antisymmetry:

$$
\begin{equation*}
\operatorname{Riem}(\boldsymbol{\omega}, \boldsymbol{w}, ., .)=-\operatorname{Riem}(\underline{\boldsymbol{w}}, \overrightarrow{\boldsymbol{\omega}}, ., .) \tag{A.108}
\end{equation*}
$$

Combined with (A.105) and (A.106), this implies the symmetry property

$$
\begin{equation*}
\operatorname{Riem}(\boldsymbol{\omega}, \boldsymbol{w}, \boldsymbol{u}, \boldsymbol{v})=\operatorname{Riem}(\underline{u}, v, \vec{\omega}, \boldsymbol{w}) \tag{A.109}
\end{equation*}
$$

A pseudo-Riemannian manifold $(\mathscr{M}, \boldsymbol{g})$ with a vanishing Riemann tensor is called a flat manifold; in this case, $\boldsymbol{g}$ is said to be a flat metric. If in addition, $\boldsymbol{g}$ has a Riemannian (resp. Lorentzian) signature, it is called an Euclidean metric (resp. Minkowski metric).

## A.5.3 Ricci tensor

The Ricci tensor of the affine connection $\boldsymbol{\nabla}$ is the field of bilinear forms $\boldsymbol{R}$ defined by

$$
\begin{array}{rlc}
\boldsymbol{R}: \mathfrak{X}(\mathscr{M}) \times \mathfrak{X}(\mathscr{M}) & \longrightarrow & C^{\infty}(\mathscr{M}, \mathbb{R})  \tag{A.110}\\
(\boldsymbol{u}, \boldsymbol{v}) & \longmapsto & \operatorname{Riem}\left(\boldsymbol{e}^{\mu}, \boldsymbol{u}, \boldsymbol{e}_{\mu}, \boldsymbol{v}\right),
\end{array}
$$

where $\left(\boldsymbol{e}_{\alpha}\right)$ is a vector frame on $\mathscr{M}$ and $\left(\boldsymbol{e}^{\alpha}\right)$ its dual counterpart. This definition is independent of the choice of $\left(\boldsymbol{e}_{\alpha}\right)$. In terms of components:

$$
\begin{equation*}
R_{\alpha \beta}:=R^{\mu}{ }_{\alpha \mu \beta} . \tag{A.111}
\end{equation*}
$$

Remark 2: Following the standard usage, we denote the components of the Riemann and Ricci tensors by the same letter $R$, the number of indices allowing us to distinguish between the two tensors. On the other hand, we are using different symbols, Riem and $\boldsymbol{R}$, when employing the index-free notation.

For the Levi-Civita connection associated with the metric $\boldsymbol{g}$, the property (A.109) implies that the Ricci tensor is symmetric:

$$
\begin{equation*}
\boldsymbol{R}(\boldsymbol{u}, \boldsymbol{v})=\boldsymbol{R}(\boldsymbol{v}, \boldsymbol{u}) \tag{A.112}
\end{equation*}
$$

In addition, one defines the Ricci scalar (also called scalar curvature) as the trace of the Ricci tensor with respect to the metric $\boldsymbol{g}$ :

$$
\begin{equation*}
R:=g^{\mu \nu} R_{\mu \nu} \tag{A.113}
\end{equation*}
$$

The Bianchi identity (A.107) implies the divergence-free property

$$
\begin{equation*}
\nabla \cdot \vec{G}=0 \tag{A.114}
\end{equation*}
$$

where $\vec{G}$ in the type- $(1,1)$ tensor associated by metric duality [cf. (A.47)] to the Einstein tensor:

$$
\begin{equation*}
\boldsymbol{G}:=\boldsymbol{R}-\frac{1}{2} R \boldsymbol{g} . \tag{A.115}
\end{equation*}
$$

Equation (A.114) is called the contracted Bianchi identity.

## A.5.4 Weyl tensor

Let $(\mathscr{M}, \boldsymbol{g})$ be a pseudo-Riemannian manifold of dimension $n$.
For $n=1$, the Riemann tensor vanishes identically, i.e. $(\mathscr{M}, \boldsymbol{g})$ is necessarily flat. The reader having in mind a curved line in the Euclidean plane $\mathbb{R}^{2}$ might be surprised by the above statement. This is because the Riemann tensor represents the intrinsic curvature of a manifold. For a curved line $\mathscr{L}$, the curvature that is not vanishing is the extrinsic curvature, i.e. the curvature resulting from the embedding of $\mathscr{L}$ in $\mathbb{R}^{2}$.

For $n=2$, the Riemann tensor is entirely determined by the Ricci scalar $R$, according to the formula:

$$
\begin{equation*}
R^{\gamma}{ }_{\delta \alpha \beta}=\frac{R}{2}\left(\delta^{\gamma}{ }_{\alpha} g_{\delta \beta}-\delta^{\gamma}{ }_{\beta} g_{\delta \alpha}\right) \quad(n=2) . \tag{A.116}
\end{equation*}
$$

For $n=3$, the Riemann tensor is entirely determined by the Ricci tensor, according to

$$
\begin{align*}
R^{\gamma}{ }_{\delta \alpha \beta}= & R^{\gamma}{ }_{\alpha} g_{\delta \beta}-R^{\gamma}{ }_{\beta} g_{\delta \alpha}+\delta^{\gamma}{ }_{\alpha} R_{\delta \beta}-\delta^{\gamma}{ }_{\beta} R_{\delta \alpha} \\
& +\frac{R}{2}\left(\delta^{\gamma}{ }_{\beta} g_{\delta \alpha}-\delta^{\gamma}{ }_{\alpha} g_{\delta \beta}\right) \quad(n=3) . \tag{A.117}
\end{align*}
$$

For $n \geq 4$, the Riemann tensor can be split into (i) a "trace-trace" part, represented by the Ricci scalar $R$ [Eq. (A.113)], (ii) a "trace" part, represented by the Ricci tensor $\boldsymbol{R}$ [Eq. (A.111)], and (iii) a "traceless" part, which is constituted by the Weyl conformal curvature tensor, $\boldsymbol{C}$ :

$$
\begin{align*}
R_{\delta \alpha \beta}^{\gamma}= & C^{\gamma}{ }_{\delta \alpha \beta}+\frac{1}{n-2}\left(R_{\alpha}^{\gamma} g_{\delta \beta}-R_{\beta}^{\gamma} g_{\delta \alpha}+\delta_{\alpha}^{\gamma} R_{\delta \beta}-\delta^{\gamma}{ }_{\beta} R_{\delta \alpha}\right) \\
& +\frac{1}{(n-1)(n-2)} R\left(\delta^{\gamma}{ }_{\beta} g_{\delta \alpha}-\delta^{\gamma}{ }_{\alpha} g_{\delta \beta}\right) . \tag{A.118}
\end{align*}
$$

The above relation may be taken as the definition of $\boldsymbol{C}$. It implies that $\boldsymbol{C}$ is traceless: $C^{\mu}{ }_{\alpha \mu \beta}=0$. The other possible traces are zero thanks to the symmetry properties of the Riemann tensor.
Remark 3: The decomposition (A.118) is meaningful for $n=3$ as well, but then it implies that the Weyl tensor vanishes identically [compare with (A.117)].
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## B. 1 Introduction

Geodesics play a key role in general relativity, since they represent the worldlines of test particles and photons (cf. Sec. 1.3). Moreover, in black hole theory, null geodesics play a prominent role, as the generators of event horizons (cf. Sec. 4.4.3). We review here the definition and main properties of geodesics on a generic pseudo-Riemannian manifold, i.e. a manifold equipped with a metric of generic signature, as introduced in Sec. A.3. In particular, the results apply to pure Riemannian manifolds (positive definite metric), as well as to Lorentzian manifolds, i.e. spacetimes. Contrary to Appendix A, proofs of most statements will be provided, since they are quite illustrative.

## B. 2 Definition and first properties

## B.2.1 Geodesics and affine parametrizations

On a Riemannian manifold, i.e. when the metric tensor is positive definite (cf. Sec. A.3.2), a geodesic is the curve of minimal length between two points (at least for close enough points). It is also a curve which is "as straight as possible", in the sense that its tangent vectors are transported parallelly to themselves along it. A typical example is a geodesic in the Euclidean
space: this is nothing but a straight line, for which tangent vectors keep obviously a fixed direction. In a pseudo-Riemannian manifold, such as the spacetimes of general relativity, one uses this last property to define geodesics.

Let us first recall the basic definitions given in Sec. A.2.3: a curve ${ }^{1}$ is the image $\mathscr{L}=P(I)$ of a map (called a parametrization of the curve) $P: I \rightarrow \mathscr{M}, \lambda \mapsto P(\lambda)$, where $I$ is an interval of $\mathbb{R}$ and the variable $\lambda$ is called a parameter of the curve. Moreover, we exclude the case where $\mathscr{L}$ is reduced to a single point of $\mathscr{M}$, i.e. where $P$ is a constant function. We are now in position to define a geodesic as a "straight" curve:

A smooth curve $\mathscr{L}$ of a pseudo-Riemannian manifold $(\mathscr{M}, \boldsymbol{g})$ is called a geodesic iff it admits a parametrization $P$ whose associated tangent vector field $\boldsymbol{v}$ is transported parallelly to itself along $\mathscr{L}$ :

$$
\begin{equation*}
\boldsymbol{\nabla}_{\boldsymbol{v}} \boldsymbol{v}=0, \tag{B.1}
\end{equation*}
$$

where $\boldsymbol{\nabla}$ is the Levi-Civita connection of the metric $\boldsymbol{g}$. The parametrization $P$ is then called an affine parametrization and the corresponding parameter $\lambda$ is called an affine parameter of the geodesic $\mathscr{L}$. Note that the relation between $v$ and $\lambda$ is

$$
\begin{equation*}
\boldsymbol{v}=\frac{\mathrm{d} \boldsymbol{x}}{\mathrm{~d} \lambda} \tag{B.2}
\end{equation*}
$$

where $\mathrm{d} \boldsymbol{x}$ is the infinitesimal displacement along $\mathscr{L}$ corresponding to the change $\mathrm{d} \lambda$ in the parameter $\lambda$ (cf. Eq. (A.13)).

The qualifier affine in the above definition stems from:

## Property B.1: affine parametrizations of a geodesic

Any two affine parametrizations of a geodesic $\mathscr{L}$ are necessarily related by an affine transformation:

$$
\begin{equation*}
\lambda^{\prime}=a \lambda+b, \tag{B.3}
\end{equation*}
$$

where $a$ and $b$ are two real constants such that $a \neq 0$.
Proof. Let $P: I \rightarrow \mathscr{L} \subset \mathscr{M}, \lambda \mapsto P(\lambda)$ and $P^{\prime}: I^{\prime} \rightarrow \mathscr{L}, \lambda^{\prime} \mapsto P^{\prime}\left(\lambda^{\prime}\right)$ be two parametrizations of $\mathscr{L}$. They are necessarily related by a diffeomorphism $I \rightarrow I^{\prime}, \lambda \mapsto \lambda^{\prime}(\lambda)$. It follows from Eq. (B.2) that the tangent vector fields $\boldsymbol{v}$ and $\boldsymbol{v}^{\prime}$ associated with these two parametrizations are related by

$$
\begin{equation*}
\boldsymbol{v}=\frac{\mathrm{d} \lambda^{\prime}}{\mathrm{d} \lambda} \boldsymbol{v}^{\prime} . \tag{B.4}
\end{equation*}
$$

Using the rules 2 and 3 governing the connection $\nabla$ (cf. Sec. A.4.1), we get then

$$
\begin{equation*}
\boldsymbol{\nabla}_{\boldsymbol{v}} \boldsymbol{v}=\frac{\mathrm{d}^{2} \lambda^{\prime}}{\mathrm{d} \lambda^{2}} \boldsymbol{v}^{\prime}+\left(\frac{\mathrm{d} \lambda^{\prime}}{\mathrm{d} \lambda}\right)^{2} \boldsymbol{\nabla}_{\boldsymbol{v}^{\prime}} \boldsymbol{v}^{\prime} \tag{B.5}
\end{equation*}
$$

[^165]If both parametrizations are affine, then $\boldsymbol{\nabla}_{\boldsymbol{v}} \boldsymbol{v}=0$ and $\boldsymbol{\nabla}_{\boldsymbol{v}^{\prime}} \boldsymbol{v}^{\boldsymbol{\prime}}=0$, so that the above identity reduces to $\mathrm{d}^{2} \lambda^{\prime} / \mathrm{d} \lambda^{2}=0$, which implies the affine law (B.3).

Remark 1: Because of (B.1), a geodesic is also called an autoparallel curve. It is also sometimes called a zero-acceleration curve, the vector $\nabla_{v} v$ being considered as the "acceleration" of (the parametrization $P$ of) the curve $\mathscr{L}$; this is of course by extension of the concept of 4 -acceleration $\boldsymbol{a}:=\boldsymbol{\nabla}_{u} \boldsymbol{u}$ of a timelike worldline with 4 -velocity $\boldsymbol{u}$, the latter being nothing but the tangent vector associated with the parametrization of the worldline by its proper time (cf. Sec. 1.3.3).

An important property of geodesics is

## Property B.2: constancy of the scalar square of affine tangent vector fields

Let $\mathscr{L}$ be a geodesic of $(\mathscr{M}, \boldsymbol{g})$ and $\boldsymbol{v}$ a tangent vector field associated with an affine parametrization of $\mathscr{L}$. Then the scalar square of $\boldsymbol{v}$ with respect to the metric $\boldsymbol{g}$ is constant along $\mathscr{L}$ :

$$
\begin{equation*}
\boldsymbol{g}(\boldsymbol{v}, \boldsymbol{v})=\text { const. } \tag{B.6}
\end{equation*}
$$

Proof. The variation of $\boldsymbol{g}(\boldsymbol{v}, \boldsymbol{v})$ along $\mathscr{L}$ is given by

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} \lambda}(\boldsymbol{g}(\boldsymbol{v}, \boldsymbol{v})) & =\boldsymbol{v}(\boldsymbol{g}(\boldsymbol{v}, \boldsymbol{v}))=\boldsymbol{\nabla}_{\boldsymbol{v}}(\boldsymbol{g}(\boldsymbol{v}, \boldsymbol{v}))=v^{\mu} \nabla_{\mu}\left(g_{\rho \sigma} v^{\rho} v^{\sigma}\right) \\
& =v^{\mu} \underbrace{\nabla_{\mu} g_{\rho \sigma}}_{0} v^{\rho} v^{\sigma}+g_{\rho \sigma} \underbrace{v^{\mu} \nabla_{\mu} v^{\rho}}_{0} v^{\sigma}+g_{\rho \sigma} v^{\rho} \underbrace{v^{\mu} \nabla_{\mu} v^{\sigma}}_{0}=0,
\end{aligned}
$$

where we have used the fact that $\boldsymbol{\nabla}$ is the Levi-Civita connection of $\boldsymbol{g}$ [Eq. (A.71)] and $\boldsymbol{v}$ obeys the geodesic equation (B.1).

The constancy of $\boldsymbol{g}(\boldsymbol{v}, \boldsymbol{v})$ has an interesting corollary: the tangent vector $\boldsymbol{v}$ cannot change its causal type along $\mathscr{L}$. Hence:

## Property B.3: type of geodesics on pseudo-Riemannian manifolds

In a pseudo-Riemannian manifold $(\mathscr{M}, \boldsymbol{g})$, a geodesic $\mathscr{L}$ necessarily belongs to one of the following three categories:

- timelike geodesic: tangent vectors are timelike at all points of $\mathscr{L}$;
- null geodesic: tangent vectors are null at all points of $\mathscr{L}$;
- spacelike geodesic: tangent vectors are spacelike at all points of $\mathscr{L}$.

This is in sharp contrast with generic curves, which, for instance, can be timelike on some portions and null or spacelike on other ones.

In the timelike case, or the spacelike one, the tangent vector field $\boldsymbol{v}$ can be rescaled by the constant $\sqrt{|\boldsymbol{g}(\boldsymbol{v}, \boldsymbol{v})|}$ to get a unit tangent vector field, i.e. a tangent vector field $\boldsymbol{u}$ which obeys $\boldsymbol{g}(\boldsymbol{u}, \boldsymbol{u})=-1$ (timelike geodesic) or $\boldsymbol{g}(\boldsymbol{u}, \boldsymbol{u})=1$ (spacelike geodesic). Moreover, in doing so, the affine character of the parametrization is preserved. Indeed, the rescaling amounts to choosing the constant $a$ in the affine law (B.3) such that $a=\sqrt{|\boldsymbol{g}(\boldsymbol{v}, \boldsymbol{v})|}$. Thus, we have

## Property B.4: affine parametrizations with unit tangent vectors

A timelike or spacelike geodesic of a pseudo-Riemannian manifold has an affine parametrization, the tangent vector of which is a unit vector (i.e. of scalar square $\pm 1$ with respect to $\boldsymbol{g}$ ). Moreover, this parametrization is unique up to some choice of origin (choice of $b$ in (B.3)) and of orientation ( $a= \pm 1$ in (B.3)).

We shall see in Sec. B.2.2 that for a timelike geodesic, the affine parameter with unit tangent vector is nothing but the proper time, while for a spacelike geodesic, it is the arc length.

## B.2.2 Generic parametrizations of geodesics

Geodesics can be characterized by any of their tangent vectors, i.e. tangent vectors not necessarily associated with an affine parametrization, as follows:

## Property B.5: generic tangent vector field along a geodesic

A curve $\mathscr{L}$ is a geodesic iff the tangent vector field $\boldsymbol{v}$ associated with any parametrization of $\mathscr{L}$ obeys

$$
\begin{equation*}
\nabla_{\boldsymbol{v}} \boldsymbol{v}=\kappa \boldsymbol{v} \tag{B.7}
\end{equation*}
$$

where $\kappa$ is a scalar field along $\mathscr{L}$.

Proof. Let $P: I \rightarrow \mathscr{L}, \lambda \mapsto P(\lambda)$ be the parametrization of $\mathscr{L}$ corresponding to the tangent vector field $\boldsymbol{v}: \boldsymbol{v}=\mathrm{d} \boldsymbol{x} / \mathrm{d} \lambda$. If $\mathscr{L}$ is a geodesic, then there exists a parametrization $\lambda^{\prime} \mapsto$ $P^{\prime}\left(\lambda^{\prime}\right)$ whose tangent vector, $\boldsymbol{v}^{\prime}$ say, obeys $\boldsymbol{\nabla}_{\boldsymbol{v}^{\prime}} \boldsymbol{v}^{\prime}=0$. Since the accelerations of any two parametrizations of $\mathscr{L}$ are related by Eq. (B.5), we deduce that $\boldsymbol{v}$ obeys (B.7) with

$$
\kappa=\left(\frac{\mathrm{d} \lambda^{\prime}}{\mathrm{d} \lambda}\right)^{-1} \frac{\mathrm{~d}^{2} \lambda^{\prime}}{\mathrm{d} \lambda^{2}}
$$

Conversely, if $\boldsymbol{v}$ obeys (B.7) with $\kappa=\kappa(\lambda)$, then Eq. (B.5) implies that $\boldsymbol{\nabla}_{\boldsymbol{v}^{\prime}} \boldsymbol{v}^{\prime}=0$, i.e. that $\mathscr{L}$ is a geodesic, provided that the change of parametrization $\lambda^{\prime}=\lambda^{\prime}(\lambda)$ fulfills

$$
\kappa(\lambda) \frac{\mathrm{d} \lambda^{\prime}}{\mathrm{d} \lambda}-\frac{\mathrm{d}^{2} \lambda^{\prime}}{\mathrm{d} \lambda^{2}}=0
$$

This differential equation has the following solution:

$$
\lambda^{\prime}=a \int_{\lambda_{1}}^{\lambda}\left[\exp \left(\int_{\lambda_{0}}^{\tilde{\lambda}} \kappa(\tilde{\tilde{\lambda}}) \mathrm{d} \tilde{\tilde{\lambda}}\right) \mathrm{d} \tilde{\lambda}\right]+b
$$

where $a, b, \lambda_{0}$ and $\lambda_{1}$ are constants, with $a \neq 0$ and $\lambda_{0}, \lambda_{1} \in I$.
Property B. 5 motivates the following definitions:

A vector field $\boldsymbol{v}$ obeying (B.7) is called a pregeodesic vector field. The scalar field $\kappa$ is then called the non-affinity coefficient of $\boldsymbol{v}$. If $\kappa=0, \boldsymbol{v}$ is naturally called a geodesic vector field.

Note that Property B. 5 is equivalent to stating that the field lines of a pregeodesic vector field are geodesics.

An easy consequence of Eq. (B.7) is the following evolution law for the scalar square of the tangent vector:

## Property B.6: evolution of the scalar square of a tangent vector field

Along a geodesic $\mathscr{L}$, the scalar square $\boldsymbol{g}(\boldsymbol{v}, \boldsymbol{v})$ of the tangent vector $\boldsymbol{v}$ associated with any parametrization of $\mathscr{L}$ evolves according to

$$
\begin{equation*}
\boldsymbol{\nabla}_{\boldsymbol{v}}[\boldsymbol{g}(\boldsymbol{v}, \boldsymbol{v})]=2 \kappa \boldsymbol{g}(\boldsymbol{v}, \boldsymbol{v}) \tag{B.8}
\end{equation*}
$$

where $\kappa$ is the non-affinity coefficient of $\boldsymbol{v}$.
Proof. One has, using $\boldsymbol{\nabla} \boldsymbol{g}=0$ [Eq. (A.71)] and Eq. (B.7),

$$
v^{\mu} \nabla_{\mu}\left(g_{\rho \sigma} v^{\rho} v^{\sigma}\right)=v^{\mu} \underbrace{\nabla_{\mu} g_{\rho \sigma}}_{0} v^{\rho} v^{\sigma}+g_{\rho \sigma} \underbrace{v^{\mu} \nabla_{\mu} v^{\rho}}_{\kappa v v^{\rho}} v^{\sigma}+g_{\rho \sigma} v^{\rho} \underbrace{v^{\mu} \nabla_{\mu} v^{\sigma}}_{\kappa v^{\sigma}}=2 \kappa g_{\rho \sigma} v^{\rho} v^{\sigma}
$$

hence the law (B.8).
We recover of course Eq. (B.6) in the special case $\kappa=0$ ( $\boldsymbol{v}$ geodesic vector).
Remark 2: If $\lambda$ is the parameter associated with $\boldsymbol{v}$, i.e. $\boldsymbol{v}=\mathrm{d} \boldsymbol{x} / \mathrm{d} \lambda$, we may introduce the scalar function $V(\lambda):=\boldsymbol{g}(\boldsymbol{v}, \boldsymbol{v})$ and rewrite (B.8) as a first-order ordinary differential equation for it [cf. Eq. (A.8)]:

$$
\begin{equation*}
\frac{\mathrm{d} V}{\mathrm{~d} \lambda}=2 \kappa(\lambda) V(\lambda) . \tag{B.9}
\end{equation*}
$$

A consequence of (B.8) is

## Property B.7: proper time and arc length as affine parameters

On a Lorentzian manifold, the parametrization of a timelike geodesic by the proper time ( $\lambda=\tau$ ) is an affine parametrization. Similarly, on a Lorentzian or Riemannian manifold, the parametrization of a spacelike geodesic by the arc length $(\lambda=s)$ is an affine parametrization.

Proof. The tangent vector associated with the proper time $\tau$ along a timelike geodesic is nothing but the 4 -velocity $\boldsymbol{u}$ (cf. Sec. 1.3.3), which is of constant scalar square: $\boldsymbol{g}(\boldsymbol{u}, \boldsymbol{u})=-1$, so that Eq. (B.8) reduces to $0=-2 \kappa$, hence $\kappa=0$, which implies that we are dealing with an affine parametrization. Similarly, the tangent vector associated with the arc length $s$ along a spacelike geodesic has a scalar square everywhere equal to 1 , leading to the same conclusion.

## B. 3 Existence and uniqueness of geodesics

## B.3.1 The geodesic equation

## Property B.8: geodesic equation

Let $\mathscr{L}$ be a curve in a pseudo-Riemannian manifold $(\mathscr{M}, \boldsymbol{g})$ of dimension $n$, such that $\mathscr{L}$ is contained in the domain of a coordinate chart $\left(x^{\alpha}\right)_{0 \leq \alpha \leq n-1}$. Then any parametrization of $\mathscr{L}, P: I \rightarrow \mathscr{L}, \lambda \mapsto P(\lambda)$, can be described by $n$ functions $X^{\alpha}: I \rightarrow \mathbb{R}$ according to Eq. (A.7): $x^{\alpha}(P(\lambda))=X^{\alpha}(\lambda)$. The curve $\mathscr{L}$ is a geodesic iff there exists a parametrization of $\mathscr{L}$ for which the functions $X^{\alpha}$ fulfills the following system of $n$ second-order differential equations, called the geodesic equation:

$$
\begin{equation*}
\frac{\mathrm{d}^{2} X^{\alpha}}{\mathrm{d} \lambda^{2}}+\Gamma^{\alpha}{ }_{\mu \nu} \frac{\mathrm{d} X^{\mu}}{\mathrm{d} \lambda} \frac{\mathrm{~d} X^{\nu}}{\mathrm{d} \lambda}=0, \quad 0 \leq \alpha \leq n-1 \tag{B.10}
\end{equation*}
$$

where the $\Gamma^{\alpha}{ }_{\mu \nu}$ 's are the Christoffel symbols of the metric $\boldsymbol{g}$ with respect to the coordinates $\left(x^{\alpha}\right)$, as given by Eq. (A.73).

Proof. Notice first that the components with respect to the chart $\left(x^{\alpha}\right)$ of the tangent vector field $v$ associated with the parameter $\lambda$ are [cf. Eq. (A.11)]

$$
\begin{equation*}
v^{\alpha}=\frac{\mathrm{d} X^{\alpha}}{\mathrm{d} \lambda} \tag{B.11}
\end{equation*}
$$

On the other side, the components of $\nabla_{v} \boldsymbol{v}$ are

$$
v^{\mu} \nabla_{\mu} v^{\alpha}=v^{\mu} \frac{\partial v^{\alpha}}{\partial x^{\mu}}+\Gamma^{\alpha}{ }_{\mu \nu} v^{\mu} v^{\nu}=\boldsymbol{v}\left(v^{\alpha}\right)+\Gamma^{\alpha}{ }_{\mu \nu} v^{\mu} v^{\nu}=\frac{\mathrm{d} v^{\alpha}}{\mathrm{d} \lambda}+\Gamma^{\alpha}{ }_{\mu \nu} v^{\mu} v^{\nu},
$$

where we have used successively Eqs. (A.65), (A.10) and (A.8). The above relation, along with (B.11), shows that the left-hand side of Eq. (B.10) is nothing but the component $\alpha$ of $\nabla_{\boldsymbol{v}} \boldsymbol{v}$. The conclusion follows from the very definition of a geodesic given in Sec. B.2.1.

Note that if a solution of the geodesic equation (B.10) is found, the parameter $\lambda$ is necessarily an affine parameter. For a generic parameter, the differential equation becomes (B.10) with the right-hand side replaced by $\kappa \mathrm{d} X^{\alpha} / \mathrm{d} \lambda$, which is the coordinate expression of the right-hand side $\kappa \boldsymbol{v}$ in Eq. (B.7). Hence, we have

## Property B.9: pregeodesic equation

A curve $\mathscr{L}$ in the domain of a chart $\left(x^{\alpha}\right)$ is a geodesic iff some (actually all) coordinate expression $x^{\alpha}=X^{\alpha}(\lambda)$ of $\mathscr{L}$ fulfills the following system of $n$ second-order differential equations, usually called the pregeodesic equation,

$$
\begin{equation*}
\frac{\mathrm{d}^{2} X^{\alpha}}{\mathrm{d} \lambda^{2}}+\Gamma^{\alpha}{ }_{\mu \nu} \frac{\mathrm{d} X^{\mu}}{\mathrm{d} \lambda} \frac{\mathrm{~d} X^{\nu}}{\mathrm{d} \lambda}=\kappa(\lambda) \frac{\mathrm{d} X^{\alpha}}{\mathrm{d} \lambda}, \quad 0 \leq \alpha \leq n-1 . \tag{B.12}
\end{equation*}
$$

for some real-valued function $\kappa(\lambda)$.

## B.3.2 Existence and uniqueness

We may use the geodesic equation to prove the following theorem:

## Property B.10: existence and uniqueness of geodesic from a vector at a point

Given a point $p$ in a pseudo-Riemannian manifold $(\mathscr{M}, \boldsymbol{g})$ and a vector $\boldsymbol{V}$ in the tangent space to $\mathscr{M}$ at $p$, i.e. $\boldsymbol{V} \in T_{p} \mathscr{M}$, there exists a geodesic $\mathscr{L}$ through $p$ such that $\boldsymbol{V}$ is the value at $p$ of the tangent vector of some affine parametrization $\lambda$ of $\mathscr{L}$ :

$$
\begin{equation*}
\boldsymbol{V}=\left.\frac{\mathrm{d} \boldsymbol{x}}{\mathrm{~d} \lambda}\right|_{p} . \tag{B.13}
\end{equation*}
$$

Moreover, this geodesic is unique, in the sense that any geodesic $\mathscr{L}^{\prime}$ sharing the same property coincides with $\mathscr{L}$ in some open neighborhood of $p$.

Proof. Let $\left(x^{\alpha}\right)$ be a coordinate chart of $\mathscr{M}$ around $p$. Let $\left(V^{\alpha}\right)$ be the components of $\boldsymbol{V}$ in the basis of $T_{p} \mathscr{M}$ induced by the coordinate frame $\left(\boldsymbol{\partial}_{\alpha}\right)$ associated with $\left(x^{\alpha}\right)$ :

$$
\boldsymbol{V}=\left.V^{\alpha} \boldsymbol{\partial}_{\alpha}\right|_{p}
$$

A geodesic through $p$ having $\boldsymbol{V}$ as tangent vector at $p$ is then obtained as a solution $\left(X^{\alpha}(\lambda)\right)$ of the system (B.10) with the initial conditions [cf. Eq. (B.11)]

$$
\begin{equation*}
X^{\alpha}(0)=x^{\alpha}(p) \quad \text { and } \quad \frac{\mathrm{d} X^{\alpha}}{\mathrm{d} \lambda}(0)=V^{\alpha} . \tag{B.14}
\end{equation*}
$$

The system (B.10) + (B.14) constitutes a well-posed Cauchy problem and standard results about ordinary differential equations, e.g. the Picard-Lindelöf (or Cauchy-Lipschitz) theorem, guarantee the existence and uniqueness of the solution.

A few definitions follow naturally:
A geodesic $\mathscr{L}$ is said to be inextendible or maximal iff there does not exist any geodesic $\mathscr{L}^{\prime} \neq \mathscr{L}$ such that $\mathscr{L} \subset \mathscr{L}^{\prime}$.

A geodesic $\mathscr{L}$ is complete iff the interval spanned by any of its affine parameters is the whole real line: $I=\mathbb{R}$. A geodesic that is not complete is called incomplete.

It is easy to show:

## Property B.11: inextendibility of complete geodesics

Any complete geodesic is inextendible.

Proof. Let $\mathscr{L}$ be a complete geodesic. Let us consider any geodesic $\mathscr{L}^{\prime}$ such that $\mathscr{L} \subset \mathscr{L}^{\prime}$. Let $\lambda$ and $\lambda^{\prime}$ be affine parameters of respectively $\mathscr{L}$ and $\mathscr{L}^{\prime}$. Since $\mathscr{L} \subset \mathscr{L}^{\prime}, \lambda^{\prime}$ is also an affine parameter of $\mathscr{L}$ and we must have, along $\mathscr{L}, \lambda^{\prime}=a \lambda+b$ with $a \neq 0$ [Eq. (B.3)]. Since the range of $\lambda$ is $(-\infty,+\infty)$, for $\mathscr{L}$ is complete, this implies that the range of $\lambda^{\prime}$ on $\mathscr{L}$ is $(-\infty,+\infty)$ as well, which make impossible to have points in $\mathscr{L}^{\prime} \backslash \mathscr{L}$. Hence $\mathscr{L}^{\prime}=\mathscr{L}$, i.e. $\mathscr{L}$ is inextendible.

On physical grounds, one may consider that any timelike geodesic in a given spacetime must be complete. Otherwise, this would mean that there exists a worldline $\mathscr{L}$ of a freely falling observer that "ends" at some finite proper time. This would be the signature of either (i) the possibility to extend the spacetime into a larger one or (ii) the ending of worldline $\mathscr{L}$ at some (curvature) singularity. A spacetime in which this does not occur is called timelike geodesically complete. More generally:

The pseudo-Riemannian manifold $(\mathscr{M}, \boldsymbol{g})$ is said to be geodesically complete iff every inextendible geodesic is complete.

Remark 1: A well-known theorem of differential geometry, namely the Hopf-Rinow theorem, states that a connected Riemannian manifold is geodesically complete iff it is complete as a metric space for the distance function $d(p, q)$ defined as the infimum of the length ${ }^{2}$ of all curves from $p$ to $q$ (see e.g. Ref. [309]). However, there is no such theorem for a Lorentzian manifold, for the metric does not induce any distance function which would make the manifold a metric space.

The following proposition strengthens Property B.10:
Property B.12: existence and uniqueness of inextendible geodesic from a vector
Given a point $p$ in a pseudo-Riemannian manifold $(\mathscr{M}, \boldsymbol{g})$ and a nonzero vector $\boldsymbol{V}$ in the tangent space to $\mathscr{M}$ at $p$, i.e. $V \in T_{p} \mathscr{M}$, there exists a unique inextendible geodesic through $p$, which we shall denote by $\mathscr{L}_{V}$, such that $\boldsymbol{V}$ is the value at $p$ of the tangent vector of some affine parametrization of $\mathscr{L}_{V}$. We shall then denote by $P_{V}$ the unique affine parametrization of $\mathscr{L}_{V}$ such that

$$
\begin{equation*}
P_{\boldsymbol{V}}(0)=p \quad \text { and }\left.\quad \boldsymbol{v}\right|_{p}=\boldsymbol{V}, \tag{B.15}
\end{equation*}
$$

where $\boldsymbol{v}$ is the tangent vector field of $P_{\boldsymbol{V}}$.

We refer to O'Neill's textbook [350], p. 68 for the proof.

[^166]
## B.3.3 Exponential map

One can make use of geodesics to map a tangent space to the base manifold:
Given a point $p$ in a pseudo-Riemannian manifold $(\mathscr{M}, \boldsymbol{g})$, let $\mathcal{E}_{p}$ be the subset of the tangent space $T_{p} \mathscr{M}$ defined by $\boldsymbol{V} \in \mathcal{E}_{p}$ iff either $\boldsymbol{V}=0$ or the affine parametrization $P_{\boldsymbol{V}}$ of the geodesic $\mathscr{L}_{V}$ associated to $V$ by Property B.12 has a domain large enough to include the interval $[0,1]$. The exponential map at $p$ is then defined as

$$
\begin{align*}
\exp _{p}: \mathcal{E}_{p} \subset T_{p} \mathscr{M} & \longrightarrow \mathscr{M} \\
\boldsymbol{V} & \longmapsto \begin{cases}p & \text { if } \boldsymbol{V}=0 \\
P_{\boldsymbol{V}}(1) \in \mathscr{L}_{\boldsymbol{V}} & \text { if } \boldsymbol{V} \neq 0\end{cases} \tag{B.16}
\end{align*}
$$

In other words, $\exp _{p}$ maps a nonzero vector $\boldsymbol{V}$ in the tangent space to $\mathscr{M}$ at $p$ to the point of $\mathscr{M}$ of affine parameter $\lambda=1$ along the unique geodesic through $p$ such that (i) $\lambda=0$ corresponds to $p$ and (ii) the tangent vector $\mathrm{d} \boldsymbol{x} / \mathrm{d} \lambda$ to the geodesic at $p$ is $\boldsymbol{V}$.

Note that if $(\mathscr{M}, \boldsymbol{g})$ is geodesically complete, $\mathcal{E}_{p}=T_{p} \mathscr{M}$ for every point $p \in \mathscr{M}$.
An immediate property of the exponential map is

## Property B. 13

If $\boldsymbol{V} \in \mathcal{E}_{p} \backslash\{0\}$, for any $t \in[0,1], \exp _{p}(t \boldsymbol{V})$ lies on the same geodesic $\mathscr{L}_{\boldsymbol{V}}$ as $\exp _{p}(\boldsymbol{V})$, at the parameter $\lambda=t$ of the parametrization $P_{\boldsymbol{V}}$ :

$$
\begin{equation*}
\forall t \in[0,1], \quad \exp _{p}(t \boldsymbol{V})=P_{\boldsymbol{V}}(t) \tag{B.17}
\end{equation*}
$$

Proof. For $t=0$, the property follows from the definition of $\exp _{p}$, since $P_{\boldsymbol{V}}(0)=p$. If $t \neq 0$, the nonzero vector $t \boldsymbol{V}$ is collinear to $\boldsymbol{V}$ and the uniqueness property of geodesics (Property B.12) implies that $\mathscr{L}_{t \boldsymbol{V}}=\mathscr{L}_{\boldsymbol{V}}$. By virtue of the transformation law (B.4), $t \boldsymbol{V}$ is the tangent vector to $\mathscr{L}_{\boldsymbol{V}}$ corresponding to the affine parameter $\lambda^{\prime}=t^{-1} \lambda$, where $\lambda$ is the affine parameter whose tangent vector field obeys $\left.\boldsymbol{v}\right|_{p}=\boldsymbol{V}$. From the definition of $\exp _{p}$, we have then $\exp _{p}(t \boldsymbol{V})=P_{t \boldsymbol{V}}\left(\lambda^{\prime}=1\right)=P_{\boldsymbol{V}}(\lambda=t \times 1)$, hence (B.17).

The exponential map realizes a local identification of the manifold with its tangent space at a given point:

## Property B.14: exponential map as a local diffeomorphism

For any $p \in \mathscr{M}$, there exists a neighborhood $U$ of 0 in the tangent space $T_{p} \mathscr{M}$ and a neighborhood $\mathscr{U}$ of $p$ in the manifold $\mathscr{M}$ such that the exponential map $\exp _{p}$ is a diffeomorphism from $U$ to $\mathscr{U}$.

Proof. It is clear from its definition that $\exp _{p}$ is a smooth map, at least on some neighborhood $U^{\prime}$ of 0 in $T_{p} \mathscr{M}$. We may then consider the differential of $\exp _{p}$ at $0,\left.\operatorname{d~exp}_{p}\right|_{0}$. By virtue of the inverse function theorem for manifolds (see e.g. Theorem 4.5 in Ref. [308]), it suffices to show that $\left.\operatorname{dexp}_{p}\right|_{0}$ is invertible to complete the proof. By definition of the differential of a map (cf. Sec. A.2.7) and since $\exp _{p}: \mathcal{E}_{p} \subset T_{p} \mathscr{M} \rightarrow \mathscr{M}$ and $\exp _{p}(0)=p,\left.\operatorname{dexp}_{p}\right|_{0}$ carries an infinitesimal displacement vector of ${ }^{3} T_{0}\left(T_{p} \mathscr{M}\right), \varepsilon$ say, connecting 0 to a nearby element of $T_{p} \mathscr{M}, \boldsymbol{\varepsilon}^{\prime}$ say, to the infinitesimal vector $\boldsymbol{E} \in T_{p} \mathscr{M}$ connecting $p=\exp _{p}(0)$ to $q=\exp _{p}\left(\varepsilon^{\prime}\right)$ :

$$
\begin{aligned}
\left.\mathrm{d} \exp _{p}\right|_{0}: T_{0}\left(T_{p} \mathscr{M}\right) & \longrightarrow T_{p} \mathscr{M} \\
\varepsilon & \longmapsto \boldsymbol{E}=\overrightarrow{p q} .
\end{aligned}
$$

Now, since $T_{p} \mathscr{M}$ is a vector space, we have the canonical identification $T_{0}\left(T_{p} \mathscr{M}\right) \simeq T_{p} \mathscr{M}$, from which $\varepsilon^{\prime}=\varepsilon$. Without any loss of generality, we may write $\varepsilon=\varepsilon \boldsymbol{V}$, where $\varepsilon$ is infinitesimal small and $\boldsymbol{V} \in T_{p} \mathscr{M}$. Then $q=\exp _{p}(\varepsilon \boldsymbol{V})=P_{\boldsymbol{V}}(\varepsilon)$, where the second identity results from (B.17). We have thus

$$
\left.\mathrm{d} \exp _{p}\right|_{0}(\varepsilon \boldsymbol{V})=\boldsymbol{E}=\overrightarrow{p q}=\overrightarrow{P_{\boldsymbol{V}}(0) P_{\boldsymbol{V}}(\varepsilon)}
$$

According to the definition of $P_{\boldsymbol{V}}$, the infinitesimal vector $\overrightarrow{P_{\boldsymbol{V}}(0) P_{\boldsymbol{V}}(\varepsilon)}$ along the geodesic $\mathscr{L}_{\boldsymbol{V}}$ is $\varepsilon \boldsymbol{V}$, hence

$$
\left.\mathrm{d} \exp _{p}\right|_{0}(\varepsilon \boldsymbol{V})=\varepsilon \boldsymbol{V}
$$

 arbitrary, we conclude that $\left.\operatorname{d~exp}_{p}\right|_{0}$ is nothing but the identity map of the vector space $T_{p} \mathscr{M}$ :

$$
\left.\mathrm{d} \exp _{p}\right|_{0}=\mathrm{id}_{T_{p}, \mathscr{M}} .
$$

In particular, $\left.\mathrm{dexp}_{p}\right|_{0}$ is invertible.

## B.3.4 Normal coordinates

Given $p \in \mathscr{M}$, a normal neighborhood of $p$ is a neighborhood $\mathscr{U}$ of $p$ that is the image of a starshaped neighborhood of $0 \in T_{p} \mathscr{M}$ under the local diffeomorphism $\exp _{p}$ given by Property B.14. By starshaped neighborhood of 0 , it is meant a neighborhood $U$ of 0 such that $\boldsymbol{V} \in U$ implies $t \boldsymbol{V} \in U$ for any $t \in[0,1]$. A convex normal neighborhood $\mathscr{U}$ is an open subset of $\mathscr{M}$ that is a normal neighborhood of each of its points. It follows that any two points $p$ and $q$ of a convex normal neighborhood $\mathscr{U}$ can be connected by a geodesic lying entirely in $\mathscr{U}$.

On a normal neighborhood, one may define coordinates linked to geodesics as follows.

[^167]Let $\mathscr{U}$ be a normal neighborhood of $p \in \mathscr{M}$ and $\left(\boldsymbol{E}_{\alpha}\right)_{0 \leq \alpha \leq n-1}$ be a basis of $T_{p} \mathscr{M}$. If $\left(\boldsymbol{E}^{\alpha}\right)$ stands for the basis of $T_{p}^{*} \mathscr{M}$ dual to $\left(\boldsymbol{E}_{\alpha}\right)$, the map

$$
\begin{align*}
\Phi: \mathscr{U} & \longrightarrow \mathbb{R}^{n} \\
q & \longmapsto\left(\left\langle\boldsymbol{E}^{0}, \exp _{p}^{-1}(q)\right\rangle, \ldots,\left\langle\boldsymbol{E}^{n-1}, \exp _{p}^{-1}(q)\right\rangle\right) \tag{B.18}
\end{align*}
$$

is a coordinate chart on $\mathscr{U}$, which is called geodesic normal coordinates (often shorten to normal coordinates) associated with the basis $\left(E_{\alpha}\right)$.

In other words, normal coordinates $\left(x^{\alpha}\right)$ on $\mathscr{U}$ are such that the tangent vector $x^{\mu}(q) \boldsymbol{E}_{\mu} \in T_{p} \mathscr{M}$ has precisely $q$ as image by the exponential map:

$$
\begin{equation*}
\forall q \in \mathscr{U}, \quad \exp _{p}\left(x^{\mu}(q) \boldsymbol{E}_{\mu}\right)=q . \tag{B.19}
\end{equation*}
$$

Remark 2: Some authors, e.g. [350], add the condition that the basis $\left(\boldsymbol{E}_{\alpha}\right)$ is orthonormal (with respect to the metric $\boldsymbol{g}$ ) in the definition of normal coordinates. We follow here the more general definition of [284, 55, 242, 415]. The name Riemann normal coordinates is also commonly encountered in the literature, either for normal coordinates as defined here (e.g. [331, 446]) or for those with the basis orthonormality requirement (e.g. [376]).

A characteristic feature of normal coordinates is that, in terms of them, geodesics through $p$ look like straight lines through 0 in $\mathbb{R}^{n}$ :

## Property B.15: geodesics in terms of normal coordinates

In a normal coordinate system $\left(x^{\alpha}\right)$, the equation of the unique geodesic $\mathscr{L}_{V}$ through $p$ admitting $\boldsymbol{V} \in T_{p} \mathscr{M}$ as tangent vector at $p$ is (as long as $\mathscr{L}_{\boldsymbol{V}}$ remains in the normal neighborhood $\mathscr{U}$ )

$$
\begin{equation*}
x^{\alpha}=X^{\alpha}(\lambda)=\lambda V^{\alpha}, \tag{B.20}
\end{equation*}
$$

where the $V^{\alpha}$ 's are the components of $\boldsymbol{V}$ with respect to the basis $\left(\boldsymbol{E}_{\alpha}\right)$ defining the normal coordinates: $\boldsymbol{V}=V^{\mu} \boldsymbol{E}_{\mu}$.

Proof. Let $\lambda$ be the affine parameter of $\mathscr{L}_{V}$ corresponding to the parametrization $P_{V}$. The coordinate equation of $\mathscr{L}_{V}$ is then $x^{\alpha}=X^{\alpha}(\lambda)$ with [cf. Eq. (B.18)]

$$
X^{\alpha}(\lambda)=x^{\alpha}\left(P_{\boldsymbol{V}}(\lambda)\right)=\left\langle\boldsymbol{E}^{\alpha}, \exp _{p}^{-1}\left(P_{\boldsymbol{V}}(\lambda)\right)\right\rangle
$$

Now, according to Eq. (B.17), $P_{\boldsymbol{V}}(\lambda)=\exp _{p}(\lambda \boldsymbol{V})$. Hence

$$
X^{\alpha}(\lambda)=\left\langle\boldsymbol{E}^{\alpha}, \exp _{p}^{-1} \circ \exp _{p}(\lambda \boldsymbol{V})\right\rangle=\left\langle\boldsymbol{E}^{\alpha}, \lambda \boldsymbol{V}\right\rangle=\lambda\left\langle\boldsymbol{E}^{\alpha}, \boldsymbol{V}\right\rangle=\lambda V^{\alpha} .
$$

## Property B.16: metric components and Christoffel symbols in terms of normal coordinates

Let $\left(x^{\alpha}\right)$ be a normal coordinate system around $p \in \mathscr{M}$ associated with a basis $\left(\boldsymbol{E}_{\alpha}\right)$ of $T_{p} \mathscr{M}$. Then

- the coordinate frame $\left(\boldsymbol{\partial}_{\alpha}\right)$ associated with $\left(x^{\alpha}\right)$ coincides with $\left(\boldsymbol{E}_{\alpha}\right)$ at $p$ :

$$
\begin{equation*}
\left.\boldsymbol{\partial}_{\alpha}\right|_{p}=\boldsymbol{E}_{\alpha} \tag{B.21}
\end{equation*}
$$

- the values at $p$ of the components $\left(g_{\alpha \beta}\right)$ of the metric tensor $\boldsymbol{g}$ with respect to $\left(x^{\alpha}\right)$ are

$$
\begin{equation*}
g_{\alpha \beta}(p)=\left.\boldsymbol{g}\right|_{p}\left(\boldsymbol{E}_{\alpha}, \boldsymbol{E}_{\beta}\right) \tag{B.22}
\end{equation*}
$$

- the Christoffel symbols of $\boldsymbol{g}$ with respect to the coordinates $\left(x^{\alpha}\right)$ vanish at $p$ :

$$
\begin{equation*}
\Gamma_{\beta \gamma}^{\alpha}(p)=0 \tag{B.23}
\end{equation*}
$$

Proof. Let $\mathscr{U}$ be the normal neighborhood covered by $\left(x^{\alpha}\right)$ and $\boldsymbol{V} \in \exp _{p}^{-1}(\mathscr{U}) \subset T_{p} \mathscr{M}$. The tangent vector field to the geodesic $\mathscr{L}_{\boldsymbol{V}}$ corresponding to the parametrization $P_{\boldsymbol{V}}$ is $\boldsymbol{v}=\dot{X}^{\mu} \boldsymbol{\partial}_{\mu}$ with $\dot{X}^{\mu}$ obtained by deriving (B.20) with respect to $\lambda: \dot{X}^{\mu}=V^{\mu}$. Hence $\boldsymbol{v}=V^{\mu} \boldsymbol{\partial}_{\mu}$. Now, from the very definition of $P_{\boldsymbol{V}},\left.\boldsymbol{v}\right|_{p}=\boldsymbol{V}=V^{\mu} \boldsymbol{E}_{\mu}$. We have therefore

$$
\left.V^{\mu} \boldsymbol{\partial}_{\mu}\right|_{p}=V^{\mu} \boldsymbol{E}_{\mu}
$$

This identity being fulfilled for any $V^{\mu}$, Eq. (B.21) follows. Equation. (B.22) is an immediate consequence of Eq. (B.21), since $g_{\alpha \beta}=\boldsymbol{g}\left(\boldsymbol{\partial}_{\alpha}, \boldsymbol{\partial}_{\beta}\right)$. Finally, with the functions $X^{\alpha}(\lambda)$ given by (B.20), the geodesic equation (B.10) reduces to $\Gamma^{\alpha}{ }_{\mu \nu} V^{\mu} V^{\nu}=0$. In particular, at $p$, we get

$$
\Gamma^{\alpha}{ }_{\mu \nu}(p) V^{\mu} V^{\nu}=0 .
$$

This identity must hold for any $V^{\alpha}$. It expresses therefore that, for each value of $\alpha$, the quadratic form $\boldsymbol{V} \mapsto \Gamma^{\alpha}{ }_{\mu \nu}(p) V^{\mu} V^{\nu}$ is identically zero on $T_{p} \mathscr{M}$. Since the Christoffel symbols $\Gamma^{\alpha}{ }_{\mu \nu}$ are symmetric in $\mu \nu$, it is equivalent to say that, for each value of $\alpha$, the symmetric bilinear form $(\boldsymbol{U}, \boldsymbol{V}) \mapsto \Gamma^{\alpha}{ }_{\mu \nu}(p) U^{\mu} V^{\nu}$ is identically zero, which amounts to $\Gamma^{\alpha}{ }_{\mu \nu}(p)=0$, i.e. Eq. (B.23).

## B. 4 Geodesics and variation of length

## B.4.1 Length of a curve

Geodesics in a pseudo-Riemannian manifold $(\mathscr{M}, \boldsymbol{g})$ have been defined in Sec. B.2.1 as the "straightest lines", i.e. as autoparallel curves with respect to the Levi-Civita connection of $\boldsymbol{g}$. Here, we make some attempt to connect them with the first feature mentioned in Sec. B.2.1, namely, in a pure Riemannian manifold, geodesics are locally the curves of minimal length. We have first to define the length of a curve. Of course, when the metric is not positive definite,
one cannot use the integral of the norm of infinitesimal displacements along the curve, i.e. $\mathrm{d} s:=\sqrt{\boldsymbol{g}(\mathrm{d} \boldsymbol{x}, \mathrm{d} \boldsymbol{x})}$, since $\boldsymbol{g}(\mathrm{d} \boldsymbol{x}, \mathrm{d} \boldsymbol{x})$ can be negative. Rather, it is quite natural to employ instead $\mathrm{d} s:=\sqrt{|\boldsymbol{g}(\mathrm{d} \boldsymbol{x}, \mathrm{d} \boldsymbol{x})|}$. Using $\mathrm{d} \boldsymbol{x}=\boldsymbol{v} \mathrm{d} \lambda$ [Eq. (A.13)], we end up with the following definition:

The length of a curve $\mathscr{L}$ connecting two points $p$ and $q$ in a pseudo-Riemannian manifold $(\mathscr{M}, \boldsymbol{g})$ is the real number

$$
\begin{equation*}
L_{(p, q)}(\mathscr{L}):=\int_{\lambda_{p}}^{\lambda_{q}} \sqrt{|\boldsymbol{g}(\boldsymbol{v}, \boldsymbol{v})|} \mathrm{d} \lambda \tag{B.24}
\end{equation*}
$$

where $\lambda$ is some parameter along $\mathscr{L}, \lambda_{p}$ (resp. $\lambda_{q}$ ) being its value at $p$ (resp. $q$ ), $\boldsymbol{v}=\mathrm{d} \boldsymbol{x} / \mathrm{d} \lambda$ is the associated tangent vector field, and we assume $\lambda_{q} \geq \lambda_{p}$.

Thanks to the transformation law (B.4), it is easy to check that the value of $L_{(p, q)}(\mathscr{L})$ is independent from the choice of the parametrization of $\mathscr{L}$, i.e. for a fixed pair of points $(p, q)$, it is a function of $\mathscr{L}$ only.

When $\mathscr{L}$ is included in the domain of a coordinate chart $\left(x^{\alpha}\right)$, so that its equation is $x^{\alpha}=X^{\alpha}(\lambda)$, we may rewrite (B.24) as [cf. Eq. (B.11)]

$$
\begin{equation*}
L_{(p, q)}(\mathscr{L}):=\int_{\lambda_{p}}^{\lambda_{q}} \sqrt{\left|g_{\mu \nu}\left(X^{\rho}(\lambda)\right) \dot{X}^{\mu} \dot{X}^{\nu}\right|} \mathrm{d} \lambda, \tag{B.25}
\end{equation*}
$$

where $\dot{X}^{\alpha}:=\mathrm{d} X^{\alpha} / \mathrm{d} \lambda$ and $g_{\mu \nu}\left(X^{\rho}(\lambda)\right)$ stands for the components of the metric tensor $\boldsymbol{g}$ with respect to the coordinates $\left(x^{\alpha}\right)$ at the point of coordinates $X^{\rho}(\lambda)$.

From the very definition of $L_{(p, q)}(\mathscr{L})$, it is obvious that

$$
\begin{equation*}
L_{(p, q)}(\mathscr{L}) \geq 0 . \tag{B.26}
\end{equation*}
$$

Moreover, if it exists, any null curve from $p$ to $q$ achieves the absolute minimum of the length, without having to be a geodesic:

$$
\begin{equation*}
\mathscr{L} \text { null } \Longrightarrow L_{(p, q)}(\mathscr{L})=0 \tag{B.27}
\end{equation*}
$$

## B.4.2 Timelike and spacelike geodesics as stationary points of the length functional

The property (B.27) implies that, in a pseudo-Riemannian manifold, the curve that minimizes the length between two points is not necessarily a geodesic. A typical example is the null helix in Minkowski spacetime, discussed in Remark 2 on p. 33. Moreover, when $\boldsymbol{g}$ is not positive definite, it could be relevant to consider curves of maximal length between two points, i.e. to search for an extremum, be it a minimum or a maximum.

To find the curves of extremal length, it is quite natural to study the behaviour of the length as a variational problem, i.e. to consider $L_{(p, q)}(\mathscr{L})$ as an "action" and to write the Euler-Lagrange equation for the "Lagrangian" defined as the integrand of (B.25):

$$
\begin{equation*}
\mathcal{L}\left(X^{\alpha}, \dot{X}^{\alpha}\right)=\sqrt{\left|g_{\mu \nu}\left(X^{\rho}\right) \dot{X}^{\mu} \dot{X}^{\nu}\right|} . \tag{B.28}
\end{equation*}
$$

Before proceeding, a few caveats must be made. First of all, the Euler-Lagrange equation locate only stationary points of the action (here the length $L_{(p, q)}(\mathscr{L})$ ), i.e. points where the action does not vary to first order in small changes of the curve. Such points are not necessarily extrema: they can be saddle points, as we shall see. Secondly, because of the square root in (B.28), the Lagrangian is not differentiable at points where $g_{\mu \nu} \dot{X}^{\mu} \dot{X}^{\nu}=0$. This corresponds to points where the curve $\mathscr{L}$ is null. We shall therefore exclude such curves in our analysis (we shall return to null curves in Sec. B.4.3). But then $g_{\mu \nu} \dot{X}^{\mu} \dot{X}^{\nu}$ has to be either always positive along $\mathscr{L}$ (i.e. $\mathscr{L}$ is spacelike) or always negative (i.e. $\mathscr{L}$ is timelike); indeed, by continuity it cannot change sign without going through zero. We shall then apply the variational principle separately to two subsets of curves connecting $p$ and $q$ : the timelike ones and the spacelike ones. The calculations will be conducted in parallel by introducing the sign parameter $\epsilon=-1$ for timelike curves and $\epsilon=+1$ for spacelike ones. One can then get rid of the absolute value in the Lagrangian, which becomes

$$
\begin{equation*}
\mathcal{L}\left(X^{\alpha}, \dot{X}^{\alpha}\right)=\sqrt{\epsilon g_{\mu \nu}\left(X^{\rho}\right) \dot{X}^{\mu} \dot{X}^{\nu}} \tag{B.29}
\end{equation*}
$$

Asking that the length (B.25) is stationary with respect to small changes in the curve connecting $p$ and $q$ is equivalent to the Euler-Lagrange equation:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \lambda}\left(\frac{\partial \mathcal{L}}{\partial \dot{X}^{\alpha}}\right)-\frac{\partial \mathcal{L}}{\partial X^{\alpha}}=0 \tag{B.30}
\end{equation*}
$$

We have

$$
\begin{equation*}
\frac{\partial}{\partial X^{\alpha}}\left(g_{\mu \nu}\left(X^{\rho}\right) \dot{X}^{\mu} \dot{X}^{\nu}\right)=\frac{\partial g_{\mu \nu}}{\partial x^{\alpha}} \dot{X}^{\mu} \dot{X}^{\nu} \tag{B.31}
\end{equation*}
$$

with the understanding that $\partial g_{\mu \nu} / \partial x^{\alpha}$ shall be taken at the point $X^{\rho}(\lambda)$. Hence, given the Lagrangian (B.29),

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial X^{\alpha}}=\frac{\epsilon}{2 \mathcal{L}} \frac{\partial g_{\mu \nu}}{\partial x^{\alpha}} \dot{X}^{\mu} \dot{X}^{\nu} \tag{B.32}
\end{equation*}
$$

Besides,

$$
\begin{equation*}
\frac{\partial}{\partial \dot{X}^{\alpha}}\left(g_{\mu \nu}\left(X^{\rho}\right) \dot{X}^{\mu} \dot{X}^{\nu}\right)=g_{\alpha \nu} \dot{X}^{\nu}+g_{\mu \alpha} \dot{X}^{\mu}=2 g_{\alpha \mu} \dot{X}^{\mu} \tag{B.33}
\end{equation*}
$$

Hence

$$
\frac{\partial \mathcal{L}}{\partial \dot{X}^{\alpha}}=\frac{\epsilon}{\mathcal{L}} g_{\alpha \mu} \dot{X}^{\mu}
$$

from which,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \lambda}\left(\frac{\partial \mathcal{L}}{\partial \dot{X}^{\alpha}}\right)=-\frac{\epsilon}{\mathcal{L}^{2}} \frac{\mathrm{~d} \mathcal{L}}{\mathrm{~d} \lambda} g_{\alpha \mu} \dot{X}^{\mu}+\frac{\epsilon}{\mathcal{L}} \frac{\partial g_{\alpha \mu}}{\partial x^{\nu}} \dot{X}^{\nu} \dot{X}^{\mu}+\frac{\epsilon}{\mathcal{L}} g_{\alpha \mu} \ddot{X}^{\mu} \tag{B.34}
\end{equation*}
$$

In view of (B.32) and (B.34), the Euler-Lagrange equation (B.30) becomes, after multiplication by $\mathcal{L} / \epsilon$,

$$
-\frac{1}{\mathcal{L}} \frac{\mathrm{~d} \mathcal{L}}{\mathrm{~d} \lambda} g_{\alpha \mu} \dot{X}^{\mu}+\frac{\partial g_{\alpha \mu}}{\partial x^{\nu}} \dot{X}^{\mu} \dot{X}^{\nu}+g_{\alpha \mu} \ddot{X}^{\mu}-\frac{1}{2} \frac{\partial g_{\mu \nu}}{\partial x^{\alpha}} \dot{X}^{\mu} \dot{X}^{\nu}=0
$$

Now, playing with the names of repeated indices and using the symmetry of $g_{\alpha \beta}$, we can rewrite the second term as

$$
\begin{equation*}
\frac{\partial g_{\alpha \mu}}{\partial x^{\nu}} \dot{X}^{\mu} \dot{X}^{\nu}=\frac{1}{2}\left(\frac{\partial g_{\alpha \nu}}{\partial x^{\mu}} \dot{X}^{\nu} \dot{X}^{\mu}+\frac{\partial g_{\mu \alpha}}{\partial x^{\nu}} \dot{X}^{\mu} \dot{X}^{\nu}\right)=\frac{1}{2}\left(\frac{\partial g_{\alpha \nu}}{\partial x^{\mu}}+\frac{\partial g_{\mu \alpha}}{\partial x^{\nu}}\right) \dot{X}^{\mu} \dot{X}^{\nu} . \tag{B.35}
\end{equation*}
$$

Accordingly, we get

$$
\begin{equation*}
g_{\alpha \mu} \ddot{X}^{\mu}+\frac{1}{2}\left(\frac{\partial g_{\alpha \nu}}{\partial x^{\mu}}+\frac{\partial g_{\mu \alpha}}{\partial x^{\nu}}-\frac{\partial g_{\mu \nu}}{\partial x^{\alpha}}\right) \dot{X}^{\mu} \dot{X}^{\nu}=\kappa g_{\alpha \mu} \dot{X}^{\mu} \tag{B.36}
\end{equation*}
$$

where we have introduced

$$
\begin{equation*}
\kappa:=\frac{1}{\mathcal{L}} \frac{\mathrm{~d} \mathcal{L}}{\mathrm{~d} \lambda} . \tag{B.37}
\end{equation*}
$$

If we multiply Eq. (B.36) by the matrix $g^{\alpha \beta}$ (the components of the inverse metric) and use $g^{\alpha \beta} g_{\alpha \mu}=\delta^{\beta}{ }_{\mu}$ as well as the expression (A.73) of the Christoffel symbols, we get exactly the pregeodesic equation (B.12). Hence we conclude:

## Property B.17: timelike and spacelike geodesics as stationary points of the length

Among all timelike (resp. spacelike) curves connecting two points $p$ and $q$, a curve has a stationary length iff it is a timelike (resp. spacelike) geodesic.

For a timelike geodesic, and for points $p$ and $q$ not too far (in the same normal neighborhood), the stationary length corresponds actually to a maximum:

## Property B.18: timelike geodesics as maximal length curves

Let $(\mathscr{M}, \boldsymbol{g})$ be a Lorentzian manifold, $p \in \mathscr{M}$ and $\mathscr{U}$ some normal neighborhood ${ }^{a}$ of $p$. For any point $q \in \mathscr{U}$ such that there exists a timelike curve in $\mathscr{U}$ from $p$ to $q$, the geodesic from $p$ to $q$ is the unique timelike curve of largest length in $\mathscr{U}$ connecting $p$ to $q$.

[^168]We shall not provide a full proof here but refer instead to the proof of Proposition 5.34 in O'Neill's textbook [350]. We shall only illustrate the property on a specific example in flat spacetime (Example 1 below).

If one interprets timelike curves as worldlines and length as proper time (cf. Sec. 1.3.3), Property B. 18 can be viewed as a generalization of the standard "twin paradox" of special relativity: when they meet again, the twin who followed the geodesic (i.e. some inertial trajectory) is older than his brother or her sister, who made a round trip.

Example 1 (Timelike geodesic in Minkowski spacetime): Let us suppose that $(\mathscr{M}, \boldsymbol{g})$ is the 4dimensional Minkowski spacetime. All geodesics are then (segments of) straight lines. If $p$ and $q$ are connected by a timelike geodesic $\mathscr{L}$, we may consider a Minkowskian coordinate system $\left(x^{\alpha}\right)=$ $(t, x, y, z)$ such that $x^{\alpha}(p)=(0,0,0,0)$ and $x^{\alpha}(q)=(T, 0,0,0)$, for some $T>0 . t$ is then the proper


Figure B.1: Timelike curves $\mathscr{L}_{h}$ connecting the point $p$ of coordinates $(0,0,0,0)$ to the point $q$ of coordinates $(T, 0,0,0)$ in Minkowski spacetime. From the left to right, the depicted curves correspond to $h$ spanning $[-3 / 4,3 / 4]$, with the step $\delta h=1 / 4$.
time along $\mathscr{L}$ and $L_{(p, q)}(\mathscr{L})=T$. Let us consider the one-parameter family of curves $\left(\mathscr{L}_{h}\right)_{h \in(-1,1)}$ defined by $x^{\alpha}=X^{\alpha}(\lambda)$ with $\lambda \in[0, T]$ and

$$
X^{0}(\lambda)=\lambda, \quad X^{1}(\lambda)=\frac{h}{T} \lambda(T-\lambda), \quad X^{2}(\lambda)=0, \quad X^{3}(\lambda)=0
$$

Note that $X^{0}(\lambda)=\lambda$ means that the curve parameter coincides with the time coordinate: $\lambda=t$. We have $\mathscr{L}_{0}=\mathscr{L}$ and for $h \neq 0, \mathscr{L}$ is an arc of parabola from $p$ to $q$ in the ( $\left.t, x\right)$ plane (cf. Fig. B.1); the dimensionless parameter $h$ is related to the curve's maximal extension along $x$ by $x_{\max }=h T / 4$. We have

$$
\dot{X}^{0}(\lambda)=1, \quad \dot{X}^{1}(\lambda)=h\left(1-2 \frac{\lambda}{T}\right), \quad \dot{X}^{2}(\lambda)=0, \quad \dot{X}^{3}(\lambda)=0
$$

Given that $\left(g_{\alpha \beta}\right)=\operatorname{diag}(-1,1,1,1)$, it follows that $g_{\mu \nu} \dot{X}^{\mu} \dot{X}^{\nu}=-1+h^{2}(1-2 \lambda / T)^{2}$. Since $\lambda \in[0, T]$, this shows that $\mathscr{L}_{h}$ is a timelike curve as long as $-1 \leq h \leq 1$. Its length is

$$
L_{(p, q)}\left(\mathscr{L}_{h}\right)=\int_{0}^{T} \sqrt{1-h^{2}\left(1-2 \frac{\lambda}{T}\right)^{2}} \mathrm{~d} \lambda=\frac{T}{2 h} \int_{-h}^{h} \sqrt{1-u^{2}} \mathrm{~d} u=\frac{T}{2 h} \int_{-\arcsin h}^{\arcsin h} \cos ^{2} \theta \mathrm{~d} \theta
$$

Evaluating the integral leads to

$$
L_{(p, q)}\left(\mathscr{L}_{h}\right)=\frac{T}{2}\left(\sqrt{1-h^{2}}+\frac{\arcsin h}{h}\right) .
$$

Note that $\arcsin h / h$ is well-defined at $h=0$, since $\lim _{h \rightarrow 0} \arcsin h / h=1$. The graph of $L_{(p, q)}\left(\mathscr{L}_{h}\right)$ as a function $h$ is plotted in Fig. B.2. We see clearly that $h=0$, i.e. the geodesic $\mathscr{L}$, corresponds to the maximal length.

For a spacelike geodesic in a Lorentzian manifold, the stationary length corresponds neither to a maximum nor a minimum, but rather to a saddle point, as the example below illustrates.


Figure B.2: Length of the timelike curve $\mathscr{L}_{h}$ connecting the point $p$ of coordinates $(0,0,0,0)$ to the point $q$ of coordinates $(T, 0,0,0)$ in Minkowski spacetime, as a function of the parameter $h$ measuring the deviation from the timelike geodesic $\mathscr{L}=\mathscr{L}_{0}$.

Example 2 (Spacelike geodesic in Minkowski spacetime): As in Example 1, we consider Minkowski spacetime, but this time, $\mathscr{L}$ is assumed to be a spacelike geodesic from $p$ to $q$. Since $\mathscr{L}$ is necessarily a straight line segment, without any loss of generality, we may introduce a Minkowskian coordinate system $\left(x^{\alpha}\right)=(t, x, y, z)$ such that $x^{\alpha}(p)=(0,0,0,0)$ and $x^{\alpha}(q)=(0, L, 0,0)$ for some $L>0$, which is nothing but the length $L_{(p, q)}(\mathscr{L})$ of the geodesic $\mathscr{L}$. Any spacelike curve $\mathscr{L}^{\prime}$ connecting $p$ and $q$ and lying in the hyperplane $\Sigma$ defined by $t=0$ obeys $L_{(p, q)}\left(\mathscr{L}^{\prime}\right) \geq L_{(p, q)}(\mathscr{L})$ since $\Sigma$, equipped with the metric induced by $\boldsymbol{g}$, is a 3-dimensional Euclidean space.

Let us consider some one-parameter family of curves $\left(\mathscr{L}_{h}\right)_{h \in(-1,1)}$ lying in the orthogonal complement of $\Sigma$ through $p$ and $q$, namely the curves defined $x^{\alpha}=X^{\alpha}(\lambda)$ with $\lambda \in[0, L]$ and

$$
X^{0}(\lambda)=\frac{h}{L} \lambda(L-\lambda), \quad X^{1}(\lambda)=\lambda, \quad X^{2}(\lambda)=0, \quad X^{3}(\lambda)=0
$$

As in Example 1, we have $\mathscr{L}_{0}=\mathscr{L}$ and for $h \neq 0$, the $\mathscr{L}_{h}$ 's are arcs of parabola from $p$ to $q$, which remain spacelike as long as $-1<h<1$ (cf. Fig. B.3). The computations are similar to those of Example 1, leading to

$$
L_{(p, q)}\left(\mathscr{L}_{h}\right)=\frac{L}{2}\left(\sqrt{1-h^{2}}+\frac{\arcsin h}{h}\right) .
$$

$L_{(p, q)}\left(\mathscr{L}_{h}\right) / L$ is exactly the same of function of $h$ as $L_{(p, q)}\left(\mathscr{L}_{h}\right) / T$ in Example 1. In view of Fig. B.2, we therefore assert that $L_{(p, q)}\left(\mathscr{L}_{h}\right) \leq L_{(p, q)}(\mathscr{L})$.

We conclude that the spacelike geodesic $\mathscr{L}$ corresponds to a saddle point of the length functional: it is a minimum among the curves lying in the $(x, y, z)$ hyperplane but a maximum among those lying in the $(t, x)$ plane.

## B.4.3 All geodesics as stationary points of some action

We have excluded null geodesics from the above variational analysis by invoking the necessary smoothness of the Lagrangian (B.28). We may further convince ourselves that null geodesics


Figure B.3: Spacelike curves $\mathscr{L}_{h}$ connecting the point $p$ of coordinates $(0,0,0,0)$ to the point $q$ of coordinates $(0, L, 0,0)$ in Minkowski spacetime. From the bottom to the top, the depicted curves correspond to $h$ spanning $[-3 / 4,3 / 4]$, with the step $\delta h=1 / 4$.
would not have fit in the analysis by noticing the division by $\mathcal{L}$ in Eq. (B.37), which excludes $\mathcal{L}=0$. However, it is possible to get all geodesics, including the null ones, from a variational principle; one has to start from a different action, namely

$$
\begin{equation*}
S_{(p, q)}(P):=\frac{1}{2} \int_{\lambda_{p}}^{\lambda_{q}} g_{\mu \nu}\left(X^{\rho}\right) \dot{X}^{\mu} \dot{X}^{\nu} \mathrm{d} \lambda \tag{B.38}
\end{equation*}
$$

where $P$ is a parametrization of the curve $\mathscr{L}, \lambda$ the corresponding parameter and $x^{\alpha}=X^{\alpha}(\lambda)$ the coordinate expression of $P$.

The Lagrangian in (B.38) is

$$
\begin{equation*}
\mathcal{L}_{2}\left(X^{\alpha}, \dot{X}^{\alpha}\right)=\frac{1}{2} g_{\mu \nu}\left(X^{\rho}\right) \dot{X}^{\mu} \dot{X}^{\nu} \tag{B.39}
\end{equation*}
$$

We notice that it is always differentiable, even when $g_{\mu \nu} \dot{X}^{\mu} \dot{X}^{\nu}=0$, i.e. it allows for null curves. However, the price to pay is that, contrary to the length (B.25), the action depends on the parametrization of the curve, hence the notation $S_{(p, q)}(P)$ rather than $S_{(p, q)}(\mathscr{L})$. For this reason, $S_{(p, q)}(P)$ is not expected to have any significant physical meaning, contrary to $L_{(p, q)}(\mathscr{L})$, which is the proper time along timelike curves.

Searching for stationary points of the action (B.38) is straightforward. Indeed, given Eqs. (B.31) and (B.33), we have

$$
\frac{\partial \mathcal{L}_{2}}{\partial X^{\alpha}}=\frac{1}{2} \frac{\partial g_{\mu \nu}}{\partial x^{\alpha}} \dot{X}^{\mu} \dot{X}^{\nu} \quad \text { and } \quad \frac{\partial \mathcal{L}_{2}}{\partial \dot{X}^{\alpha}}=g_{\alpha \mu} \dot{X}^{\mu}
$$

so that

$$
\frac{\mathrm{d}}{\mathrm{~d} \lambda}\left(\frac{\partial \mathcal{L}_{2}}{\partial \dot{X}^{\alpha}}\right)=\frac{\partial g_{\alpha \mu}}{\partial x^{\nu}} \dot{X}^{\nu} \dot{X}^{\mu}+g_{\alpha \mu} \ddot{X}^{\mu} .
$$

Using the identity (B.35), the Euler-Lagrange equation (B.30) (with $\mathcal{L}$ substituted by $\mathcal{L}_{2}$ ) turns out to be equivalent to the geodesic equation (B.10). We conclude:

## Property B.19: geodesics as stationary points of the action (B.38)

In a pseudo-Riemannian manifold $(\mathscr{M}, \boldsymbol{g})$, a curve $\mathscr{L}$ equipped with a parametrization $P$ is a stationary point of the action (B.38) iff $\mathscr{L}$ is a geodesic and $P$ an affine parametrization of $i t$.

Remark 1: The variational principle applied to the action (B.38) leads directly to the geodesic equation (B.10), which implies that the involved parametrization is affine. On the contrary, the variation of the length functional (B.25), leads only to the pregeodesic equation (B.12) (cf. the computation in Sec. B.4.2), which permits a generic parametrization of the geodesic, in agreement with the fact that the length is parametrization-independent, contrary to the action (B.38).

Remark 2: The factor $1 / 2$ in Eq. (B.38) does not play any role in the variational principle, so we could have dropped it. However, thanks to it, the momentum conjuguate to $X^{\alpha}$ takes a simple form:

$$
\begin{equation*}
\Pi_{\alpha}:=\frac{\partial \mathcal{L}}{\partial \dot{X}^{\alpha}}=g_{\alpha \mu} \dot{X}^{\mu} . \tag{B.40}
\end{equation*}
$$

The Lagrangian (B.39) can be then written $\mathcal{L}_{2}=1 / 2 \Pi_{\mu} \dot{X}^{\mu}$ and the Hamiltonian deduced from it by the standard Legendre transformation is $\mathcal{H}=\Pi_{\mu} \dot{X}^{\mu}-\mathcal{L}_{2}=1 / 2 \Pi_{\mu} \dot{X}^{\mu}$, i.e.

$$
\begin{equation*}
\mathcal{H}\left(X^{\alpha}, \Pi_{\alpha}\right)=\frac{1}{2} g^{\mu \nu}\left(X^{\rho}\right) \Pi_{\mu} \Pi_{\nu} . \tag{B.41}
\end{equation*}
$$

Such a Hamiltonian has been used by Carter [79] to study the geodesics in Kerr spacetime, discovering the famous Carter constant.

## B. 5 Geodesics and symmetries

## B.5.1 Geodesics in presence of a Killing vector

As a reminiscence of Noether's theorem, symmetries in a pseudo-Riemannian manifold lead to conserved quantities along geodesics. Let us first recall that 1-dimensional isometry groups and the related concept of Killing vector field have been introduced in Sec. 3.3.1. In terms of them, we may state the following conservation law:

## Property B.20: constancy of the scalar product of an affine tangent vector with a Killing vector

If the pseudo-Riemannian manifold $(\mathscr{M}, \boldsymbol{g})$ admits a 1-dimensional isometry group of generator $\boldsymbol{\xi}$, i.e. if $\boldsymbol{\xi}$ is a Killing vector field of $(\mathscr{M}, \boldsymbol{g})$, then along any geodesic $\mathscr{L}$, the $\boldsymbol{g}$-scalar product of $\boldsymbol{\xi}$ by any tangent vector field $\boldsymbol{v}=\mathrm{d} \boldsymbol{x} / \mathrm{d} \lambda$ associated with an affine parameter $\lambda$ of $\mathscr{L}$ is constant:

$$
\begin{equation*}
\boldsymbol{g}(\boldsymbol{\xi}, \boldsymbol{v})=\text { const. } \tag{B.42}
\end{equation*}
$$

Proof. The variation of $\boldsymbol{g}(\boldsymbol{\xi}, \boldsymbol{v})$ along $\mathscr{L}$ is, according to Eq. (A.8),

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} \lambda} \boldsymbol{g}(\boldsymbol{\xi}, \boldsymbol{v}) & =\boldsymbol{v}(\boldsymbol{g}(\boldsymbol{\xi}, \boldsymbol{v}))=\nabla_{\boldsymbol{v}}(\boldsymbol{g}(\boldsymbol{\xi}, \boldsymbol{v})) \\
& =v^{\sigma} \nabla_{\sigma}\left(g_{\mu \nu} \xi^{\mu} v^{\nu}\right)=v^{\sigma} \nabla_{\sigma}\left(\xi_{\nu} v^{\nu}\right)=\nabla_{\sigma} \xi_{\nu} v^{\sigma} v^{\nu}+\xi_{\nu} v^{\sigma} \nabla_{\sigma} v^{\nu} \\
& =\frac{1}{2}(\underbrace{\nabla_{\sigma} \xi_{\nu}+\nabla_{\nu} \xi_{\sigma}}_{0}) v^{\sigma} v^{\nu}+\xi_{\nu} \underbrace{v^{\sigma} \nabla_{\sigma} v^{\nu}}_{0}=0, \tag{B.43}
\end{align*}
$$

where the first zero holds because $\boldsymbol{\xi}$ obeys the Killing equation (3.19) and the second one holds thanks to Eq. (B.1), which expresses that $\mathscr{L}$ is a geodesic and $\boldsymbol{v}$ the tangent vector associated with some affine parameter.

Remark 1: If the tangent vector $v$ is associated with a generic (not necessarily affine) parameter of $\mathscr{L}$, the second zero in Eq. (B.43) must be replaced by $\kappa v^{\nu}$, where $\kappa$ is the non-affinity coefficient of $\boldsymbol{v}$ [cf. Eq. (B.7)]. Accordingly $\boldsymbol{g}(\boldsymbol{\xi}, \boldsymbol{v})$ is no longer constant along $\mathscr{L}$ but rather evolves according to

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \lambda} \boldsymbol{g}(\boldsymbol{\xi}, \boldsymbol{v})=\kappa \boldsymbol{g}(\boldsymbol{\xi}, \boldsymbol{v}) \tag{B.44}
\end{equation*}
$$

Note that $\kappa$ a priori varies along $\mathscr{L}$, so that the integration of this first-order differential equation depends of the precise form of the function $\kappa(\lambda)$.

## B.5.2 Geodesics in presence of a Killing tensor

While the concept of Killing vector is by definition tight to a spacetime symmetry (isometry), there is a generalization of the Killing equation (3.19) to tensors of higher ranks, which is not directly related to any symmetry of the metric tensor. It is however interesting since it leads to conserved quantities along geodesics.

A Killing tensor (also called a Stäckel-Killing tensor [84]) of rank $p \geq 1$ in the pseudoRiemannian manifold $(\mathscr{M}, \boldsymbol{g})$ is a tensor field $\boldsymbol{K}$ of type $(0, p)$ that is fully symmetric and whose covariant derivative obeys

$$
\begin{equation*}
\nabla_{\left(\alpha_{1}\right.} K_{\left.\alpha_{2} \ldots \alpha_{p+1}\right)}=0 . \tag{B.45}
\end{equation*}
$$

Example 3: A trivial example of Killing tensor is the metric tensor $\boldsymbol{g}$ itself. If $(\mathscr{M}, \boldsymbol{g})$ admits a Killing vector $\boldsymbol{\xi}$, another example is $\boldsymbol{K}=\boldsymbol{\xi}$ (the 1 -form associated to $\boldsymbol{\xi}$ by metric duality), since for $p=1$, Eq. (B.45) reduces to the Killing equation (3.19). An example for $p=2$ is then $\boldsymbol{K}=\boldsymbol{\xi} \otimes \boldsymbol{\xi}$ (by the Leibniz rule + the Killing equation). Similarly, $\boldsymbol{K}=\boldsymbol{\xi} \otimes \boldsymbol{\xi} \otimes \underline{\boldsymbol{\xi}}$ is a Killing tensor with $p=3$, etc. A less trivial example is the Walker-Penrose Killing tensor of Kerr spacetime discussed in Sec. 11.2.4.

If a spacetime is endowed with a Killing tensor that is not trivial, i.e. neither formed from $\boldsymbol{g}$ nor any Killing vector as in the examples above, one often says that this spacetime has some hidden symmetry (see e.g. the review article [183] for an extended discussion). This is because, as Killing vectors, Killing tensors give birth to conserved quantities along geodesics:

## Property B.21: conserved quantity induced by a Killing tensor along a geodesic

If $\boldsymbol{K}$ is a Killing tensor of rank $p$ on the the pseudo-Riemannian manifold $(\mathscr{M}, \boldsymbol{g})$, then along any geodesic $\mathscr{L}$, the scalar $K(\boldsymbol{v}, \ldots, \boldsymbol{v})$, where $\boldsymbol{v}=\mathrm{d} \boldsymbol{x} / \mathrm{d} \lambda$ is any tangent vector field associated with an affine parameter $\lambda$ of $\mathscr{L}$, is constant:

$$
\begin{equation*}
\boldsymbol{K}(\boldsymbol{v}, \ldots, \boldsymbol{v})=\text { const. } \tag{B.46}
\end{equation*}
$$

Proof. The variation of $\boldsymbol{K}(\boldsymbol{v}, \ldots, \boldsymbol{v})$ along $\mathscr{L}$ is given by

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} \lambda}(\boldsymbol{K}(\boldsymbol{v}, \ldots, \boldsymbol{v}))= & \nabla_{\boldsymbol{v}}(\boldsymbol{K}(\boldsymbol{v}, \ldots, \boldsymbol{v}))=v^{\mu} \nabla_{\mu}\left(K_{\nu_{1} \ldots \nu_{p}} v^{\nu_{1}} \cdots v^{\nu_{p}}\right) \\
= & \underbrace{\nabla_{\mu} K_{\nu_{1} \ldots \nu_{p}} v^{\mu} v^{\nu_{1}} \cdots v^{\nu_{p}}}_{0} \\
& +K_{\nu_{1} \ldots \nu_{p}} \underbrace{v^{\mu} \nabla_{\mu} v^{\nu_{1}}}_{0} \cdots v^{\nu_{p}}+\cdots+K_{\nu_{1} \ldots \nu_{p}} v^{\nu_{1}} \cdots \underbrace{v^{\mu} \nabla_{\mu} v^{\nu_{p}}}_{0} \\
= & 0,
\end{aligned}
$$

where the first zero results from (B.45), while the zeros in the line below arise from the geodesic equation (B.1) obeyed by $\boldsymbol{v}$.

Example 4: Since we have already noticed that the metric tensor $\boldsymbol{g}$ is a Killing tensor (Example 3), Property B. 2 (constancy of $\boldsymbol{g}(\boldsymbol{v}, \boldsymbol{v})$ ) appears as a special case of Property B.21. For the Walker-Penrose Killing tensor $\boldsymbol{K}$ of Kerr spacetime, the conserved quantity $\boldsymbol{K}(\boldsymbol{v}, \boldsymbol{v})$ leads to the Carter constant (cf. Chap. 11).

## B. 6 Geodesics and curvature

Let $\left(\mathscr{L}_{s}\right)_{s \in \mathbb{R}}$ be a smooth 1-parameter family of non-intersecting geodesics in a pseudoRiemannian manifold $(\mathscr{M}, \boldsymbol{g})$. Let $\lambda$ be an affine parameter along each geodesic $\mathscr{L}_{s}$, such that $\lambda$ varies smoothly from one geodesic to the next one, i.e. such that the map $\Phi: I \times \mathbb{R} \rightarrow \mathscr{M}$, $(\lambda, s) \mapsto P_{s}(\lambda)$ is smooth, $P_{s}: I \rightarrow \mathscr{M}$ being the parametrization of $\mathscr{L}_{s}$ associated to $\lambda$ (cf. Sec. B.2.1). Note that $\mathscr{S}:=\bigcup_{s \in \mathbb{R}} \mathscr{L}_{s}$ is a 2-dimensional surface of $\mathscr{M}$, which is parametrized by $(\lambda, s)$ (cf. Fig. B.4); $\mathscr{S}$ is actually the image of the map $\Phi$ defined above. On $\mathscr{S}$, let us denote by $\boldsymbol{v}$ and $\boldsymbol{z}$ the vector fields of the natural basis associated to the coordinates $(\lambda, s)$ :

$$
\begin{equation*}
\boldsymbol{v}:=\boldsymbol{\partial}_{\lambda} \quad \text { and } \quad \boldsymbol{z}:=\boldsymbol{\partial}_{s} . \tag{B.47}
\end{equation*}
$$

By construction, $\boldsymbol{v}$ coincides with the tangent vector field $\mathrm{d} \boldsymbol{x} / \mathrm{d} \lambda$ associated to the affine parameter $\lambda$ along each geodesic $\mathscr{L}_{s}$ [Eq. (B.2)]. The vector field $z$ is called the separation vector at fixed $\lambda$ of the family $\left(\mathscr{L}_{s}\right)_{s \in \mathbb{R}}$ because at a fixed value of $\lambda$, two infinitely close geodesics $\mathscr{L}_{s}$ and $\mathscr{L}_{s+\mathrm{d} s}$ are connected by the vector $\mathrm{d} \boldsymbol{x}=\mathrm{d} s \boldsymbol{z}$ (cf. Fig. B.4). Note that the separation vector depends upon the choice of the affine parameter $\lambda$.


Figure B.4: 1-parameter family of geodesics $\left(\mathscr{L}_{s}\right)_{s \in \mathbb{R}}$ affinely parametrized by $\lambda$. The 2-surface $\mathscr{S}$ formed by the geodesic family is spanned by the coordinates $(\lambda, s)$. The infinitesimal vector connecting a point of $\mathscr{L}_{s}$ to the point of $\mathscr{L}_{s+\mathrm{d} s}$ having the same value of $\lambda$ is $\mathrm{d} \boldsymbol{x}=\mathrm{d} s \boldsymbol{z}$, where $\boldsymbol{z}$ is the separation vector at fixed $\lambda$.

When the geodesics $\mathscr{L}_{s}$ are timelike or null, $\boldsymbol{v}$ is the evolution vector along $\mathscr{L}_{s}$ associated to the affine parameter $\lambda$. One may then consider the covariant derivative $\nabla_{v} z$ as the relative velocity of neighboring geodesics and the second order derivative $\nabla_{v} \nabla_{v} z$ as the relative acceleration of neighboring geodesics. Even if $\mathscr{L}_{s}$ is spacelike, we keep the terms relative velocity and relative acceleration.

## Property B.22: geodesic deviation equation

The relative acceleration of nearby members of a 1-parameter family $\left(\mathscr{L}_{s}\right)_{s \in \mathbb{R}}$ of geodesics in a pseudo-Riemannian manifold $(\mathscr{M}, \boldsymbol{g})$ is given by

$$
\begin{equation*}
\nabla_{v} \nabla_{v} z=\operatorname{Riem}(., \boldsymbol{v}, \boldsymbol{v}, \boldsymbol{z}) \tag{B.48}
\end{equation*}
$$

where $\boldsymbol{v}$ is the evolution vector along $\mathscr{L}_{s}$ associated to some affine parameter $\lambda, \boldsymbol{z}$ is the separation vector at fixed $\lambda, \boldsymbol{\nabla}$ is the Levi-Civita connection of $\boldsymbol{g}$ and Riem is the aassociated Riemann curvature tensor (cf. Sec. A.5). Equation (B.48) is the called the geodesic deviation equation or the Jacobi equation. In index notation, Eq. (B.48) becomes

$$
\begin{equation*}
v^{\mu} \nabla_{\mu}\left(v^{\nu} \nabla_{\nu} z^{\alpha}\right)=R_{\rho \mu \nu}^{\alpha} v^{\rho} v^{\mu} z^{\nu} . \tag{B.49}
\end{equation*}
$$

Proof. Because they are vector fields associated to the coordinate system $(\lambda, s)$ of $\mathscr{S}$, it is obvious that the vector fields $\boldsymbol{v}$ and $\boldsymbol{z}$ commute: $[\boldsymbol{v}, \boldsymbol{z}]=0$. This can also be seen from the identity $[\boldsymbol{v}, \boldsymbol{z}]=\mathcal{L}_{v} \boldsymbol{z}$ [Eq. (A.82)] and the very definition of the Lie derivative $\mathcal{L}_{v} \boldsymbol{z}$ (cf. Sec. A.4.2), which in the present case yields $\mathcal{L}_{v} \boldsymbol{z}=0$. Hence we have $v^{\nu} \nabla_{\nu} z^{\alpha}=z^{\nu} \nabla_{\nu} v^{\alpha}$.

Taking another derivative along $\boldsymbol{v}$, we get successively

$$
\begin{aligned}
v^{\mu} \nabla_{\mu}\left(v^{\nu} \nabla_{\nu} z^{\alpha}\right) & =v^{\mu} \nabla_{\mu}\left(z^{\nu} \nabla_{\nu} v^{\alpha}\right)=v^{\mu} \nabla_{\mu} z^{\nu} \nabla_{\nu} v^{\alpha}+z^{\nu} v^{\mu} \nabla_{\mu} \nabla_{\nu} v^{\alpha} \\
& =v^{\mu} \nabla_{\mu} z^{\nu} \nabla_{\nu} v^{\alpha}+z^{\nu} v^{\mu}\left(\nabla_{\nu} \nabla_{\mu} v^{\alpha}+R_{\rho \mu \nu}^{\alpha} v^{\rho}\right) \\
& =z^{\mu} \nabla_{\mu} v^{\nu} \nabla_{\nu} v^{\alpha}+z^{\mu} v^{\nu} \nabla_{\mu} \nabla_{\nu} v^{\alpha}+R_{\rho \mu \nu}^{\alpha}{ }^{\rho} v^{\mu} z^{\nu} \\
& =z^{\mu} \nabla_{\mu}(\underbrace{v^{\nu} \nabla_{\nu} v^{\alpha}}_{0})+R_{\rho \mu \nu}^{\alpha} v^{\rho} v^{\mu} z^{\nu}=R_{\rho \mu \nu}^{\alpha} v^{\rho} v^{\mu} z^{\nu},
\end{aligned}
$$

where the Ricci identity (A.103) has been used to get the second line and again the commutation property $v^{\mu} \nabla_{\mu} z^{\nu}=z^{\mu} \nabla_{\mu} v^{\nu}$ to get the third line. Finally, $v^{\nu} \nabla_{\nu} v^{\alpha}=0$ in the last line follows from the geodesic character of $\boldsymbol{v}$ [Eq. (B.1)], given that it is the tangent vector corresponding to an affine parametrization of $\mathscr{L}_{\mathrm{s}}$.

The geodesic deviation equation (B.48) is a second order linear differential equation for the vector field $\boldsymbol{z}$. Thanks to it, the curvature of the pseudo-Riemannian manifold $(\mathscr{M}, \boldsymbol{g})$ can be interpreted as the obstruction for neighboring geodesics that are initially parallel (zero relative velocity $\nabla_{v} z$ at $\lambda=0$ ) to stay parallel for $\lambda \neq 0$. Actually, Eq. (B.48) can even be used to define the Riemann curvature tensor Riem, instead of Eq. (A.102) (see e.g. Chap. 11 of MTW [331] for details).

## Appendix C

## Kerr-Schild metrics
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## C. 1 Generic Kerr-Schild spacetimes

## C.1.1 Definition

A spacetime $(\mathscr{M}, \boldsymbol{g})$ is said to have a Kerr-Schild metric iff the metric tensor $\boldsymbol{g}$ can be written

$$
\begin{equation*}
\boldsymbol{g}=\boldsymbol{f}+2 H \underline{\boldsymbol{k}} \otimes \underline{\boldsymbol{k}}, \tag{C.1}
\end{equation*}
$$

or equivalently (in index notation):

$$
\begin{equation*}
g_{\alpha \beta}=f_{\alpha \beta}+2 H k_{\alpha} k_{\beta}, \tag{C.2}
\end{equation*}
$$

where $\boldsymbol{f}$ is a flat Lorentzian metric on $\mathscr{M}$ (Minkowski metric), $H$ is a scalar field on $\mathscr{M}$ and $\underline{\boldsymbol{k}}$ is a 1 -form on $\mathscr{M}$ such that the vector associated to it via $f$ is a null vector of the metric $f$ :

$$
\begin{equation*}
f^{\mu \nu} k_{\mu} k_{\nu}=0, \tag{C.3}
\end{equation*}
$$

where $f^{\mu \nu}$ stands for the components of the inverse of the metric $\boldsymbol{f}$ (i.e. $f^{\alpha \mu} f_{\mu \beta}=\delta^{\alpha}{ }_{\beta}$ ).
A motivation for studying Kerr-Schild metrics is that the inverse metric has a simple expression:

$$
\begin{equation*}
g^{\alpha \beta}=f^{\alpha \beta}-2 H k^{\alpha} k^{\beta}, \tag{C.4}
\end{equation*}
$$

where

$$
\begin{equation*}
k^{\alpha}:=f^{\alpha \mu} k_{\mu} . \tag{C.5}
\end{equation*}
$$

Proof: we have successively:

$$
\begin{aligned}
\left(f^{\alpha \mu}-2 H k^{\alpha} k^{\mu}\right) g_{\mu \beta} & =\left(f^{\alpha \mu}-2 H k^{\alpha} k^{\mu}\right)\left(f_{\mu \beta}+2 H k_{\mu} k_{\beta}\right) \\
& =\underbrace{f^{\alpha \mu} f_{\mu \beta}}_{\delta^{\alpha}{ }_{\beta}}+2 H \underbrace{f^{\alpha \mu} k_{\mu} k_{\beta}-2 H k^{\alpha} \underbrace{k^{\mu} f_{\mu \beta}}_{k_{\beta}}-4 H^{2} k^{\alpha} \underbrace{k^{\mu} k_{\mu}}_{0} k_{\beta}}_{k^{\alpha}} \\
& =\delta^{\alpha}{ }_{\beta},
\end{aligned}
$$

which establishes Eq. (C.4).
Given (C.4), it is easy to see that the vector field $\boldsymbol{k}$ associated to the 1 -form $\underline{\boldsymbol{k}}$ by $\boldsymbol{g}$-duality (cf. Sec. A.3.3) is the same as the vector field obtained by $f$-duality:

$$
g^{\alpha \mu} k_{\mu}=\left(f^{\alpha \mu}-2 H k^{\alpha} k^{\mu}\right) k_{\mu}=\underbrace{f^{\alpha \mu} k_{\mu}}_{k^{\alpha}}-2 H k^{\alpha} \underbrace{k^{\mu} k_{\mu}}_{0}=k^{\alpha} .
$$

Accordingly, we may write the components of $\boldsymbol{k}$ simply as $k^{\alpha}$ without having to specify whether the index has been raised with $\boldsymbol{g}$ or $\boldsymbol{f}$ :

$$
\begin{equation*}
k^{\alpha}=f^{\alpha \mu} k_{\mu}=g^{\alpha \mu} k_{\mu} . \tag{C.6}
\end{equation*}
$$

It follows immediately that $\boldsymbol{k}$ is a null vector field for both metrics:

$$
\begin{equation*}
\boldsymbol{g}(\boldsymbol{k}, \boldsymbol{k})=\boldsymbol{f}(\boldsymbol{k}, \boldsymbol{k})=0 \text {. } \tag{C.7}
\end{equation*}
$$

If $(\mathscr{M}, \boldsymbol{g})$ is a spacetime of Kerr-Schild type, then Kerr-Schild coordinates are coordinates $\left(x^{\alpha}\right)=(t, x, y, z)$ that are Minkowskian for $\boldsymbol{f}$, i.e. coordinates in which the flat metric $\boldsymbol{f}$ takes the form

$$
\begin{equation*}
\boldsymbol{f}=-\mathbf{d} t^{2}+\mathbf{d} x^{2}+\mathbf{d} y^{2}+\mathbf{d} z^{2} . \tag{C.8}
\end{equation*}
$$

## C.1.2 Basic property

## Property C.1: null vector of Kerr-Schild metric as a geodesic vector

Let $\boldsymbol{g}$ be a Kerr-Schild metric. If $\boldsymbol{g}$ obeys the vacuum Einstein equation (1.44), i.e. if the Ricci tensor of $\boldsymbol{g}$ vanishes identically, then the scalar field $H$ appearing in Eq. (C.1) can be chosen so that $\boldsymbol{k}$ is a geodesic vector field ${ }^{a}$ :

$$
\begin{equation*}
k^{\mu} \nabla_{\mu} k^{\alpha}=0, \tag{C.9}
\end{equation*}
$$

where $\nabla$ stands for the covariant derivative associated with $\boldsymbol{g}$.

[^169]The proof of the above proposition can be found in Ref. [281].

## C. 2 Case of Kerr spacetime

## C.2.1 Kerr-Schild form

Let consider the Kerr spacetime ( $\mathscr{M}, \boldsymbol{g}$ ), where $\mathscr{M}$ is the manifold (10.28): $\mathscr{M}=\mathbb{R}^{2} \times \mathbb{S}^{2} \backslash \mathscr{R}$ and $\boldsymbol{g}$ is the metric tensor given by Eq. (10.35) in terms of the Kerr coordinates $(\tilde{t}, r, \theta, \tilde{\varphi})$ introduced in Sec. 10.3.3. Let us show that $\boldsymbol{g}$ is a Kerr-Schild metric, with the associated null vector field $\boldsymbol{k}$ being nothing but the vector field generating the ingoing principal null geodesics $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}$ discussed in Sec. 10.4. Its expression in terms of the Kerr coordinates is given by Eq. (10.42):

$$
\begin{equation*}
k=\partial_{\tilde{t}}-\partial_{\tilde{r}} . \tag{C.10}
\end{equation*}
$$

In other words, the components of $\boldsymbol{k}$ with respect to the Kerr coordinates $(\tilde{t}, r, \theta, \tilde{\varphi})$ are $k^{\alpha}=(1,-1,0,0)$. The 1 -form $\underline{\boldsymbol{k}}$ associated to $\boldsymbol{k}$ by $\boldsymbol{g}$-duality is given by Eq. (10.43):

$$
\begin{equation*}
\underline{\boldsymbol{k}}=-\mathbf{d} \tilde{t}-\mathbf{d} r+a \sin ^{2} \theta \mathbf{d} \tilde{\varphi} . \tag{C.11}
\end{equation*}
$$

Equivalently, $k_{\alpha}=\left(-1,-1,0, a \sin ^{2} \theta\right)$. Let us then introduce the symmetric bilinear form

$$
\begin{equation*}
\boldsymbol{f}:=\boldsymbol{g}-2 H \underline{\boldsymbol{k}} \otimes \underline{\boldsymbol{k}}, \tag{C.12}
\end{equation*}
$$

where $H$ is the following scalar field on $\mathscr{M}$ :

$$
\begin{equation*}
H:=\frac{m r}{\rho^{2}}, \tag{C.13}
\end{equation*}
$$

with $\rho^{2}:=r^{2}+a^{2} \cos ^{2} \theta$ [Eq. (10.9)]. The expression of $\boldsymbol{f}$ in terms of Kerr coordinates is deduced from that of $\boldsymbol{g}$ [Eq. (10.35)] and that of $\underline{\boldsymbol{k}}$ [Eq. (C.11)]:

$$
\begin{equation*}
\boldsymbol{f}=-\mathbf{d} \tilde{t}^{2}+\mathbf{d} r^{2}-2 a \sin ^{2} \theta \mathbf{d} r \mathbf{d} \tilde{\varphi}+\rho^{2} \mathbf{d} \theta^{2}+\left(r^{2}+a^{2}\right) \sin ^{2} \theta \mathbf{d} \tilde{\varphi}^{2} . \tag{C.14}
\end{equation*}
$$

It is easy to check that $f^{\alpha \beta}:=g^{\alpha \beta}+2 H k^{\alpha} k^{\beta}$ defines an inverse of $\boldsymbol{f}: f^{\alpha \mu} f_{\mu \beta}=\delta^{\alpha}{ }_{\beta}$ (computation similar to that in Sec. C.1.1). Hence the symmetric bilinear form $f$ is non-degenerate; this implies that $f$ is a metric tensor on $\mathscr{M}$ (cf. Sec. A.3.1). Given the components (C.11), it is immediate to check that $\boldsymbol{k}$ is a null vector for $\boldsymbol{f}$ as well: $\boldsymbol{f}(\boldsymbol{k}, \boldsymbol{k})=0$. Moreover, $\boldsymbol{f}$ is a flat metric, since a direct computation of its Riemann tensor (cf. the notebook D.5.4) reveals that

$$
\begin{equation*}
\operatorname{Riem}(\boldsymbol{f})=0 \tag{C.15}
\end{equation*}
$$

In view of the definition given in Sec. C.1.1, we conclude:

## Property C.2: Kerr metric as a Kerr-Schild metric

The Kerr metric $\boldsymbol{g}$ is a Kerr-Schild metric, i.e. it can be written in the form (C.1) with the flat metric $\boldsymbol{f}$ given by Eq. (C.14), the scalar field $H$ given by Eq. (C.13) and the null vector $\boldsymbol{k}$ given by Eq. (C.10), $\boldsymbol{k}$ being the tangent vector field to the ingoing principal null geodesics.

In Sec. 10.4, we have already noticed that $\boldsymbol{k}$ is a geodesic vector: $\boldsymbol{\nabla}_{\boldsymbol{k}} \boldsymbol{k}=0$ [Eq. (10.44)], in agreement with (C.9).
Remark 1: The Kerr metric can also be brought to the Kerr-Schild form by using the tangent vector field to the outgoing principal null geodesics. Hence the Kerr-Schild decomposition (C.1) is not unique for the Kerr metric.

## C.2.2 Kerr-Schild coordinates on Kerr spacetime

It is not immediately obvious that the metric $\boldsymbol{f}$ given by Eq. (C.14) is a flat Lorentzian metric, except at the limit $a=0$. Let us introduce coordinates in which $\boldsymbol{f}$ takes a manifest Minkowskian form, i.e. Kerr-Schild coordinates, according to the nomenclature introduced in Sec. C.1.1.

Actually, if $a \neq 0$, one cannot introduce a Kerr-Schild coordinate system on the whole spacetime manifold $\mathscr{M}=\mathbb{R}^{2} \times \mathbb{S}^{2} \backslash \mathscr{R}$ as defined by Eq. (10.28). One has to split it in two parts:

$$
\begin{align*}
\mathscr{M} & :=\mathscr{M}_{+} \cup \mathscr{M}_{-},  \tag{C.16a}\\
\mathscr{M}_{+} & :=\mathbb{R} \times[0,+\infty) \times \mathbb{S}^{2} \backslash \mathscr{R}  \tag{C.16b}\\
\mathscr{M}_{-} & :=\mathbb{R} \times(-\infty, 0] \times \mathbb{S}^{2} \backslash \mathscr{R} . \tag{C.16c}
\end{align*}
$$

In other words, $\mathscr{M}_{+}$is the part $r \geq 0$ of $\mathscr{M}$, while $\mathscr{M}_{-}$is the part $r \leq 0$. Note that $\mathscr{M}_{+}$and $\mathscr{M}_{-}$are submanifolds with boundaries (cf. Sec. A.2.2), which overlap at $r=0$. In terms of the domains introduced in Sec. 10.2.1, $\mathscr{M}_{+}$contains $\mathscr{M}_{\mathrm{I}}, \mathscr{M}_{\text {II }}$ and a part of $\mathscr{M}_{\text {III }}$, while $\mathscr{M}_{-}$is entirely included in $\mathscr{M}_{\mathrm{III}}$. The Kerr-Schild coordinates $(\tilde{t}, x, y, z)$ on $\mathscr{M}_{+}$are defined from the Kerr coordinates $(\tilde{t}, r, \theta, \tilde{\varphi})$ by the following formulas:

$$
\begin{align*}
\tilde{t} & =\tilde{t}  \tag{C.17a}\\
x & =(r \cos \tilde{\varphi}-a \sin \tilde{\varphi}) \sin \theta  \tag{C.17b}\\
y & =(r \sin \tilde{\varphi}+a \cos \tilde{\varphi}) \sin \theta  \tag{C.17c}\\
z & =r \cos \theta . \tag{C.17d}
\end{align*}
$$

Remark 2: As we shall see in Sec. C.2.3, the Kerr-Schild coordinates are singular at $r=0$, so strictly speaking, we should have omitted $r=0$ from the definition of $\mathscr{M}_{+}$and $\mathscr{M}_{-}$.

Remark 3: For $a=0$, Eqs. (C.17b)-(C.17d) reduce to the standard relations between Cartesian and spherical coordinates in Euclidean space.

Remark 4: Equations (C.17b)-(C.17c) can be combined into a single relation:

$$
\begin{equation*}
x+i y=(r+i a) \mathrm{e}^{i \tilde{\varphi}} \sin \theta . \tag{C.18}
\end{equation*}
$$

From Eqs. (C.17b)-(C.17c), we get

$$
\begin{equation*}
x^{2}+y^{2}=\left(r^{2}+a^{2}\right) \sin ^{2} \theta \text {. } \tag{C.19}
\end{equation*}
$$

Combining with Eq. (C.17d) yields:

$$
\begin{equation*}
\frac{x^{2}+y^{2}}{r^{2}+a^{2}}+\frac{z^{2}}{r^{2}}=1 \text {. } \tag{C.20}
\end{equation*}
$$

This is a quadratic equation in $r^{2}$. Solving it results in

$$
\begin{equation*}
r=\sqrt{\frac{1}{2}\left(x^{2}+y^{2}+z^{2}-a^{2}+\sqrt{\left(x^{2}+y^{2}+z^{2}-a^{2}\right)^{2}+4 a^{2} z^{2}}\right)} . \tag{C.21}
\end{equation*}
$$

The components of $\boldsymbol{f}$ in terms on the coordinates $\left(x^{\alpha}\right)=(\tilde{t}, x, y, z)$ are obtained via the tensor change-of-components formula with the transformation (C.17) (cf. the notebook D.5.4):

$$
\begin{equation*}
\boldsymbol{f}=-\mathbf{d} \tilde{t}^{2}+\mathbf{d} x^{2}+\mathbf{d} y^{2}+\mathbf{d} z^{2} \tag{C.22}
\end{equation*}
$$

This proves that $(\tilde{t}, x, y, z)$ are Kerr-Schild coordinates, as announced.
The expression of the vector $\boldsymbol{k}$ in terms of the Kerr-Schild coordinates is obtained similarly:

$$
\begin{equation*}
\boldsymbol{k}=\boldsymbol{\partial}_{\tilde{t}}-\frac{r x+a y}{r^{2}+a^{2}} \boldsymbol{\partial}_{x}-\frac{r y-a x}{r^{2}+a^{2}} \boldsymbol{\partial}_{y}-\frac{z}{r} \boldsymbol{\partial}_{z} . \tag{C.23}
\end{equation*}
$$

In this formula, $r$ is to be considered as the function of $(x, y, z)$ given by Eq. (C.21). For the associated 1-form, we get

$$
\begin{equation*}
\underline{\boldsymbol{k}}=-\mathbf{d} \tilde{t}-\frac{r x+a y}{r^{2}+a^{2}} \mathbf{d} x-\frac{r y-a x}{r^{2}+a^{2}} \mathbf{d} y-\frac{z}{r} \mathbf{d} z . \tag{C.24}
\end{equation*}
$$

The scalar factor $H$ can be re-expressed from Eq. (C.13) in terms of $z$ and $r$ :

$$
\begin{equation*}
H=\frac{m r^{3}}{r^{4}+a^{2} z^{2}} \tag{C.25}
\end{equation*}
$$

Remark 5: If $a=0$ (Schwarzschild limit), we get

$$
\begin{equation*}
r=\sqrt{x^{2}+y^{2}+z^{2}}, \quad H=\frac{m}{r} \quad \text { and } \quad \underline{\boldsymbol{k}}=-\mathbf{d} \tilde{t}-\frac{x}{r} \mathbf{d} x-\frac{y}{r} \mathbf{d} y-\frac{z}{r} \mathbf{d} z . \tag{C.26}
\end{equation*}
$$

Remark 6: For $a \neq 0$, the relations (C.26) hold at first order in the limit $r \gg a$, or equivalently in the limit $\sqrt{x^{2}+y^{2}+z^{2}} \gg a$.

The explicit form of the components $\left(g_{\alpha \beta}\right)$ of the Kerr metric in Kerr-Schild coordinates can be read off by expanding the following expression of $\boldsymbol{g}$ :

$$
\begin{align*}
\boldsymbol{g}= & -\mathbf{d} \tilde{t}^{2}+\mathbf{d} x^{2}+\mathbf{d} y^{2}+\mathbf{d} z^{2} \\
& +\frac{2 m r^{3}}{r^{4}+a^{2} z^{2}}\left(\mathbf{d} \tilde{t}+\frac{r x+a y}{r^{2}+a^{2}} \mathbf{d} x+\frac{r y-a x}{r^{2}+a^{2}} \mathbf{d} y+\frac{z}{r} \mathbf{d} z\right)^{2} \tag{C.27}
\end{align*}
$$

which is obtained by combining Eqs (C.2), (C.22), (C.25) and (C.24).


Figure C.1: Surface $\tilde{t}=$ const, $\tilde{\varphi}=0$ or $\pi$ and $r \geq 0$ of the $a=0.9 m$ Kerr spacetime depicted in terms of the Kerr-Schild coordinates $(x, y, z)$. The drawing is limited to $r \leq 3 m$. The vertical thick green line is the axis of rotation. On the right of it $\tilde{\varphi}=0$, while on the left of it $\tilde{\varphi}=\pi$. The red lines are curves $r=$ const, while the green ones are curves $\theta=$ const, which can be thought of as the traces of the ingoing principal null geodesics. The thick black curve marks the black hole event horizon and the thick blue curve the Cauchy horizon. The thick red segment along the $y$-axis marks the intersection of the surface with the disk $r=0$. [Figure produced with the notebook D.5.4]

Remark 7: It is clear on (C.27) that all metric components in Kerr-Schild coordinates are regular both at the the black hole event horizon $\left(r=m+\sqrt{m^{2}-a^{2}}\right.$, cf. Sec. 10.5.2) and the Cauchy horizon ( $r=m-\sqrt{m^{2}-a^{2}}$, cf. Sec. 10.8.3). This property, which is shared by the Kerr coordinates, is in sharp contrast with the metric components in Boyer-Lindquist coordinates, which are singular at both horizons (cf. Sec. 10.2.6).

Finally, the axisymmetry Killing vector $\boldsymbol{\eta}=\boldsymbol{\partial}_{\tilde{\varphi}}$ of Kerr spacetime [Eq. (10.38)] has the following expression in terms of Kerr-Schild coordinates:

$$
\begin{equation*}
\boldsymbol{\eta}=-y \boldsymbol{\partial}_{x}+x \boldsymbol{\partial}_{y} . \tag{C.28}
\end{equation*}
$$

This is easily established from the chain rule and the partial derivative with respect to $\tilde{\varphi}$ of expressions (C.17). We notice on Eq. (C.28) that $\boldsymbol{\eta}$ is also a Killing vector for the flat metric $\boldsymbol{f}$, namely the Killing vector generating spatial rotations about the $z$-axis.

The identity (C.20) shows that, in the Euclidean space spanned by the $(x, y, z)$ coordinates, the surfaces of constant $r \neq 0$ are confocal ${ }^{1}$ ellipsoids of revolution. This is depicted in Fig. C.1, which represents a slice $\tilde{t}=$ const and $\tilde{\varphi}=0$ or $\pi$ in terms of the $(x, y, z)$ coordinates. Note that
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Figure C.2: Surfaces $(\tilde{t}, \theta)=$ const of the $a=0.9 m$ Kerr spacetime depicted in terms of the Kerr-Schild coordinates $(x, y, z)$. The disk-like surface in the plane $z=0$ is for $\theta=\pi / 2$, while the cone-like surface is for $\theta=\pi / 6$. The pale brown lines are curves $(r, \theta)=$ const, while the green ones are curves $(\theta, \tilde{\varphi})=$ const. The latter can be thought of as the traces of the ingoing principal null geodesics. The central pink disk is the (double) disk $r=0$, the boundary of which is the curvature singularity. [Figure produced with the notebook D.5.4]
this slice is not a plane but a warped surface, with a kink along the red segment $-a<y<a$ at $(x, z)=(0,0)$, which is the intersection of the slice with the double disk $r=0$ (to be discussed below). Peculiar $r=$ const surfaces are the black hole event horizon $\left(r=r_{+}=m+\sqrt{m^{2}-a^{2}}\right.$, cf. Sec. 10.5.2) and the Cauchy horizon ( $r=r_{-}=m-\sqrt{m^{2}-a^{2}}$, cf. Sec. 10.8.3). They are depicted in respectively black and blue in Fig. C.1.

Since the ingoing principal null geodesics $\mathscr{L}_{(v, \theta, \tilde{\varphi})}^{\text {in }}(\mathrm{cf} . \operatorname{Sec} .10 .4)$ are curves $(\theta, \tilde{\varphi})=$ const, their traces in the 3 -space of Fig. C. 1 are the green lines that terminates at the disk $r=0$ (the red segment along the $y$-axis). Another view of the ingoing principal null geodesics is provided by Fig. C.2, which shows two surfaces $(\tilde{t}, \theta)=$ const in terms of the Kerr-Schild coordinates $(x, y, z)$, namely the surfaces $\theta=\pi / 6$ and $\theta=\pi / 2$. We notice that, although they are straight lines in terms of the Kerr-Schild coordinates, the ingoing principal null geodesics are winding around the rotation axis in the direction of the black hole rotation, which is indicated by $\boldsymbol{\eta}$ [cf. Eq. (C.28)].

## C.2.3 The double-disk $r=0$

For $r=0$, the system (C.17) reduces to

$$
\begin{align*}
\tilde{t} & =\tilde{t}  \tag{C.29a}\\
x & =-a \sin \theta \sin \tilde{\varphi}  \tag{C.29b}\\
y & =a \sin \theta \cos \tilde{\varphi}  \tag{С.29c}\\
z & =0 \tag{C.29d}
\end{align*}
$$

For $a \neq 0$ and a fixed value of $\tilde{t}$, the subset $r=0$ of the Kerr spacetime $\mathscr{M}$ is the set $\mathcal{S}_{0, t}$ discussed in Sec. 10.2.2 [cf. Eq. (10.14)], where $t$ is related to $\tilde{t}$ via Eq. (10.34a), which for $r=0$, is basically $\tilde{t}=t+$ const. $\mathcal{S}_{0, t}$ is topologically a 2 -sphere minus its equator. It is therefore


Figure C.3: Disk (actually double disk) $r=0$ of the $a=0.9 \mathrm{~m}$ Kerr spacetime depicted in terms of the Kerr-Schild coordinates $(x, y)$. The pale brown circles are the curves $\theta=$ const, while the red segments are the curves $\tilde{\varphi}=$ const. The disk boundary at $\sqrt{x^{2}+y^{2}}=a$ is the curvature singularity of Kerr spacetime. [Figure produced with the notebook D.5.4]
disconnected, with two connected components: the two open hemispheres, $\mathcal{S}_{0, t}^{+}$and $\mathcal{S}_{0, t}^{-}$say. As shown in Sec. 10.2.2, $\mathcal{S}_{0, t}^{+}$and $\mathcal{S}_{0, t}^{-}$are actually two disks that, with respect to the metric induced by $\boldsymbol{g}$, (i) have radius $a$ and (ii) are flat. The disk $\mathcal{S}_{0, t}^{+}$is spanned by the coordinates $(\theta, \tilde{\varphi})$ with $\theta \in[0, \pi / 2)$, while $\mathcal{S}_{0, t}^{-}$is spanned by the coordinates $(\theta, \tilde{\varphi})$ with $\theta \in(\pi / 2, \pi]$. Let $p \in \mathcal{S}_{0, t}^{+}$be a point of Kerr coordinates $(\tilde{t}, 0, \theta, \tilde{\varphi})$. The point $q$ of coordinates $(\tilde{t}, 0, \pi-\theta, \tilde{\varphi})$ belongs to $\mathcal{S}_{0, t}^{-}$; it is therefore distinct from $p$, since $\mathcal{S}_{0, t}^{+}$and $\mathcal{S}_{0, t}^{-}$are two disjoint sets. Now, the transformation (C.29) maps both $p$ and $q$ to the same value ( $\tilde{t},-a \sin \theta \sin \tilde{\varphi}, a \sin \theta \cos \varphi, 0)$ of the Kerr-Schild coordinates $(\tilde{t}, x, y, z)$. We conclude that, for $r=0$, the Kerr-Schild coordinate system fails to establish a one-to-one correspondence between the manifold points and some open subset of $\mathbb{R}^{4}$. Actually, as it is clear from (C.29), the two disks $\mathcal{S}_{0, t}^{+}$and $\mathcal{S}_{0, t}^{-}$are mapped by Kerr-Schild coordinates to a single disk, namely the disk of radius $a$ centered at $(x, y, z)=(0,0,0)$ in the plane $z=0$. This disk is shown in Fig. C. 2 (pink central disk) and in Fig. C.3; its section $\tilde{\varphi}=0$ or $\pi$ is depicted as the red segment in Fig. C.1. The disk boundary is the circle $z=0$, $\sqrt{x^{2}+y^{2}}=a$; it is not part of $\mathscr{M}$, being the curvature singularity of Kerr spacetime (cf. Sec. 10.2.6).

## C.2.4 Kerr-Schild coordinates on the $r \leq 0$ part

On the domain $\mathscr{M}_{-}$, i.e. for $r \leq 0$, one can introduce another patch of Kerr-Schild coordinates, $\left(\tilde{t}, x^{\prime}, y^{\prime}, z^{\prime}\right)$ say, by formulas similar to (C.17). A difference is when expressing the square root for $r$ as in Eq. (C.21), one has to take the minus sign, so that

$$
\begin{equation*}
r:=-\sqrt{\frac{1}{2}\left(x^{\prime 2}+y^{\prime 2}+z^{\prime 2}-a^{2}+\sqrt{\left(x^{\prime 2}+y^{\prime 2}+z^{\prime 2}-a^{2}\right)^{2}+4 a^{2} z^{\prime 2}}\right)} \tag{C.30}
\end{equation*}
$$



Figure C.4: Three views of the immersion of the full $\tilde{t}=$ const and $\tilde{\varphi}=0$ or $\pi$ surface of the $a=0.9 \mathrm{~m}$ Kerr spacetime in the Euclidean space $\mathbb{R}^{3}$, using the Kerr-Schild coordinates ( $x, y, z$ ) for the $r \geq 0$ part (drawn in grey) and the Kerr-Schild coordinates ( $x^{\prime}, y^{\prime}, z^{\prime}$ ) for the $r \leq 0$ part (drawn in pink). The red lines are curves $(r, \tilde{\varphi})=$ const, while the green straight lines are ingoing principal null geodesics, which obey $(\theta, \tilde{\varphi})=$ const. The thick (resp. blue) black curve marks the black hole event horizon (resp. Cauchy horizon). [Figure produced with the notebook D.5.4; see this notebook for an interactive 3D view]

The two Kerr-Schild coordinate domains $\mathscr{M}_{+}$and $\mathscr{M}_{-}$are connected through the $r=0$ hypersurface. On a $\tilde{t}=$ const slice, this means being connected through the double disk $\mathcal{S}_{0, t}$. Such a connection is depicted in Fig. C.4, which represents the (non-isometric) immersion in $\mathbb{R}^{3}$ of the surface $\tilde{t}=$ const and $\tilde{\varphi} \in\{0, \pi\}$, with $r$ ranging from $-\infty$ to $+\infty$ (actually from $-3 m$ to $3 m$ on the figure). The immersion is not an embedding ${ }^{2}$ because the sheet $r \geq 0$ (in grey) intersects the sheet $r \leq 0$ (in pink) along the rotation axis, while the only intersection of $\mathscr{M}_{+}$ and $\mathscr{M}_{-}$is along the double disk $\mathcal{S}_{0, t}$ (reduced to the segment $-a<y<a$ at $(x, z)=(0,0)$ in Fig. C.4). In other words, the intersection of the grey and pink sheets along the $z$-axis in Fig. C. 4 is spurious (does not correspond to an intersection in the physical spacetime), while the intersection along the $y$-axis is physical. From the central and right views in Fig. C.4, one sees clearly that the ingoing principal null geodesics go smoothly from the $r>0$ region to the $r<0$ region through $\mathcal{S}_{0, t}$.

## C.2.5 Link with Boyer-Lindquist coordinates

The link between the Kerr-Schild coordinates $(\tilde{t}, x, y, z)$ and the Boyer-Lindquist coordinates $(t, r, \theta, \varphi)$ is obtained by combining Eqs. (C.17) with Eqs. (10.34).
Historical note : Kerr-Schild coordinates on Kerr spacetime have been introduced by Roy Kerr in the famous 1963 paper [279] announcing the discovery of the Kerr metric. They have been discussed further by Robert Boyer and Richard Lindquist in 1967 [64], Brandon Carter in 1968 [79] and Stephen Hawking

[^171]and George Ellis in 1973 [242]. Generic Kerr-Schild metrics have been introduced and studied by Roy Kerr and Alfred Schild in 1965 [281].
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## SageMath computations
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## D. 1 Introduction

SageMath (https://www. sagemath.org/) is a modern free, open-source mathematics software system, which is based on the Python programming language. It makes use of over 90 open-source packages, among which are Maxima, Pynac and SymPy (symbolic calculations), GAP (group theory), PARI/GP (number theory), Singular (polynomial computations), and matplotlib (high quality 2D figures). SageMath provides a uniform Python interface to all these packages. However, SageMath is more than a mere interface: it contains a large and increasing part of original code (more than 750,000 lines of Python and Cython, involving 5344 classes). SageMath was created in 2005 by William Stein [413] and since then its development has been sustained by more than a hundred researchers (mostly mathematicians). Very good introductory textbooks about SageMath are [467, 273, 28].

The SageManifolds project (https://sagemanifolds.obspm.fr/) provides SageMath with capabilities for differential geometry and tensor calculus, where are used here to perform some computations relative to black hole spacetimes.

There are basically two ways to use SageMath:

- Install it on your computer, by downloading the sources or a binary version from https: //www. sagemath.org/ (the SageManifolds extensions towards differential geometry are fully integrated in version 7.5 and higher)
- Use it online via CoCalc: https://cocalc.com/

The SageMath notebooks (Jupyter format) accompanying these lecture notes are available at the nbviewer.jupyter.org links provided below. Clicking on the link leads to a read-only view of the notebook. Then, by clicking on the Execute on Binder button (the three interlaced circles in the top right menu), one gets access to a freely modifiable and executable version. All the notebooks are also collected on the page

```
https://relativite.obspm.fr/blackholes/sage.html
```


## D. 2 Minkowski spacetime

## D.2.1 Conformal completion of Minkowski spacetime

This notebook accompanies Chap. 4; in particular, it provides many figures for Sec. 4.2.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/conformal_Minkowski. ipynb

## D. 3 Anti-de Sitter spacetime

## D.3.1 Poincaré horizon in $\operatorname{AdS}_{4}$ as a degenerate Killing horizon

This notebook accompanies Example 18 of Chap. 3.
https://nbviewer.jupyter.org/github/sagemanifolds/SageManifolds/blob/master/Notebooks/SM_anti_ de_Sitter_Poincare_hor.ipynb

## D.3.2 Conformal completion of $\mathrm{AdS}_{4}$

This notebook introduces $\mathrm{AdS}_{4}$ in various coordinate systems and provides the figure of Example 1 in Chap. 4.
https://nbviewer.jupyter.org/github/sagemanifolds/SageManifolds/blob/master/Notebooks/SM_anti_
de_Sitter.ipynb

## D. 4 Schwarzschild spacetime

## D.4.1 The Schwarzschild horizon

This notebook accompanies Chap. 2 in treating the future event horizon of Schwarzschild spacetime in Eddington-Finkelstein coordinates as an example of null hypersurface:
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Schwarzschild_horizon. ipynb

## D.4.2 Solving the Einstein equation: Kottler solution

This notebook accompanies Chap. 6: it computes the Kottler solution by solving the Einstein equation for vacuum spherically symmetric spacetimes with a cosmological constant $\Lambda$, yielding Schwarzschild solution in the special case $\Lambda=0$.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Kottler_solution. ipynb

## D.4.3 Kretschmann scalar of Schwarzschild spacetime

This notebook accompanies Chap. 6: it computes the Riemann curvature tensor of Schwarzschild metric and evaluates the Kretschmann scalar as defined by Eq. (6.44).
https://nbviewer.jupyter.org/github/sagemanifolds/SageManifolds/blob/master/Notebooks/SM_basic_ Schwarzschild.ipynb

## D.4.4 Radial null geodesics in Schwarzschild spacetime

This notebook accompanies Chap. 6: it provides figures based on Schwarzschild-Droste coordinates and ingoing Eddington-Finkelstein coordinates.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Schwarz_radial_ null_geod.ipynb

## D.4.5 Radial timelike geodesics in Schwarzschild spacetime

This notebook accompanies Chap. 7: it provides figures as well as the computation of the integral leading to of Eq. (7.42).
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/ges_radial_free_ fall.ipynb

## D.4.6 Timelike orbits in Schwarzschild spacetime

This notebook accompanies Chap. 7: it provides figures of timelike orbits in the equatorial plane. https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/ges_orbits.ipynb

## D.4.7 Effective potential for null geodesics in Schwarzschild spacetime

This notebook accompanies Chap. 8, providing the plot of the effective potential $U(r)$.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/ges_effective_potential_ null.ipynb

## D.4.8 Null geodesics in Schwarzschild spacetime

This notebook accompanies Chap. 8, computing and plotting various null geodesics.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/ges_null_geod.ipynb

## D.4.9 Periastron and apoastron of null geodesics in Schwarzschild spacetime

This notebook accompanies Chap. 8, computing periastrons and apoastrons along null geodesics. https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/ges_null_periastron. ipynb

## D.4.10 Critical null geodesics in Schwarzschild spacetime

This notebook accompanies Chap. 8, plotting critical null geodesics.
https://nbviewer. jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/ges_null_critical_ geod.ipynb

## D.4.11 Elliptic integrals for null geodesics in Schwarzschild spacetime

This notebook accompanies Chap. 8, computing the trace of null geodesics in the equatorial plane via elliptic integrals.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/gis_elliptic_int. ipynb

## D.4.12 Null geodesics in Schwarzschild spacetime with $b<b_{c}$

This notebook accompanies Chap. 8, computing various quantities that are relevant for null geodesics with an impact parameter lower than the critical one.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/gis_paramaters_ b_lt_bc.ipynb

## D.4.13 Multiple images in Schwarzschild spacetime

This notebook accompanies Chap. 8, computing null geodesics that depart in a fixed direction (the observer one).
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/ges_null_images. ipynb

## D.4.14 Emission from a point source in Schwarzschild spacetime

This notebook accompanies Chap. 8, computing quantities related to the emission by a static observer.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/gis_emission.ipynb

## D.4.15 Images of an accretion disk around a Schwarzschild black hole

This notebook accompanies Chap. 8, computing null geodesics illustrating the formation of images of an accretion disk.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/gis_disk_image. ipynb

## D.4.16 Kruskal-Szekeres coordinates in Schwarzschild spacetime

This notebook accompanies Chap. 9: it provides the figures based on Kruskal-Szekeres coordinates.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Schwarz_Kruskal_ Szekeres.ipynb

## D.4.17 Standard (singular) Carter-Penrose diagram of Schwarzschild spacetime

This notebook accompanies Chap. 9: it provides the standard Carter-Penrose diagram shown in Fig. 9.10.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Schwarz_conformal_ std.ipynb

## D.4.18 Regular Carter-Penrose diagram of Schwarzschild spacetime

This notebook accompanies Chap. 9: it provides the regular Carter-Penrose diagram shown in Fig. 9.11.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Schwarz_conformal. ipynb

## D.4.19 Einstein-Rosen bridge in Schwarzschild spacetime

This notebook accompanies Chap. 9: it provides the isometric embedding diagrams shown in Figs. 9.14 to 9.16, as well as the associated Kruskal diagram of Fig. 9.12.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Einstein-Rosen_ bridge.ipynb

## D. 5 Kerr spacetime

## D.5.1 Kerr metric as a solution of the Einstein equation

This notebook accompanies Chap. 10: the Kerr metric, expressed in Boyer-Lindquist coordinates, is shown to be a solution of the vacuum Einstein equation. Moreover, the Kretschmann scalar is computed.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Kerr_solution.ipynb

## D.5.2 Kerr spacetime in Kerr coordinates

These two notebooks accompany Chap. 10: the Kerr metric is expressed in advanced Kerr coordinates $(v, r, \theta, \tilde{\varphi})($ notebook 1$)$ and in Kerr coordinates $(\tilde{t}, r, \theta, \tilde{\varphi})$ (notebook 2), the vacuum Einstein equation is checked, the outgoing and ingoing principal null geodesics are considered and the black hole surface gravity is computed.

1. https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Kerr_in_advanced_ Kerr_coord.ipynb
2. https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Kerr_in_Kerr_ coord.ipynb

## D.5.3 Plot of principal null geodesics in Kerr spacetime

This notebook provides some figures for Chap. 10
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Kerr_princ_null_ geod.ipynb

## D.5.4 Kerr-Schild coordinates on Kerr spacetime

This notebook accompanies Appendix C: the Kerr metric is expressed in a Kerr-Schild form and Kerr-Schild coordinates are introduced.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Kerr_Schild.ipynb

## D.5.5 ZAMO frame on Kerr spacetime

This notebook accompanies Chap. 10, providing various formulas relative to the orthonormal frame carried by a Zero-angular-momentum observer (ZAMO).
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Kerr_ZAMO_frame. ipynb

## D.5.6 Carter frame on Kerr spacetime

This notebook accompanies Chap. 10, providing various formulas relative to the orthonormal frame carried by a Carter observer.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Kerr_Carter_frame. ipynb

## D.5.7 Walker-Penrose Killing tensor on Kerr spacetime

This notebook accompanies Chap. 11; it shows that the tensor $\boldsymbol{K}$ defined by Eq. (11.16) is actually a Killing tensor.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Kerr_Killing_tensor. ipynb

## D.5.8 Timelike and null geodesics in Kerr spacetime

This notebook accompanies Chap. 11, computing and plotting null and timelike geodesics. https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Kerr_geod_plots. ipynb

## D.5.9 Circular equatorial orbits in Kerr spacetime

This notebook provides some figures for Chap. 11.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Kerr_circular_orbits. ipynb

## D.5.10 Zero-energy null geodesics in Kerr spacetime

This notebook provides some figures for Chap. 12.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Kerr_null_geod_ zero_ener.ipynb

## D.5.11 Existence and stability of spherical photon orbits in Kerr spacetime

This notebook provides some figures for Chap. 12.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Kerr_spher_photon_ existence.ipynb

## D.5.12 Plots of spherical photon orbits geodesics in Kerr spacetime

This notebook provides some figures for Chap. 12.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Kerr_spher_null_ geod.ipynb

## D.5.13 Plots of null geodesics in Kerr spacetime

This notebook provides some figures for Chap. 12.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Kerr_null_geod_ plots.ipynb

## D.5.14 Shadow and critical curve of a Kerr black hole

This notebook provides some figures for Chap. 12.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Kerr_shadow.ipynb

## D.5.15 Images of an accretion disk around a Kerr black hole

This notebook provides some figures for Chap. 12.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Kerr_images.ipynb

## D.5.16 Critical curve of a Kerr black hole onto the EHT image of M87*

This notebook generates Fig. 12.30.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Kerr_image_M87. ipynb

## D.5.17 Extremal Kerr spacetime

This notebook accompanies Chap. 13.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Kerr_extremal.ipynb

## D.5.18 Maximal extension of the extremal Kerr spacetime

This notebook accompanies Chap. 13.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Kerr_extremal_extended. ipynb

## D.5.19 Isometric embbedings of $(t, \theta)$ sections of the extremal Kerr spacetime

This notebook accompanies Chap. 13.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Kerr_extremal_throat_ emb.ipynb

## D.5.20 Near-horizon extremal Kerr geometry

This notebook accompanies Chap. 13.
https://nbviewer.jupyter.org/github/sagemanifolds/SageManifolds/blob/master/Notebooks/SM_extremal_ Kerr_near_horizon.ipynb

## D.5.21 NHEK spacetime

This notebook accompanies Chap. 13.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/NHEK_spacetime. ipynb

## D. 6 Evolution and thermodynamics

## D.6.1 Lemaître-Tolman equations

This notebook accompanies Chap. 14: it provides the derivation of the Lemaître-Tolman equations from the Einstein equation expressed in Lemaitre synchronous coordinates.
https://nbviewer. jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Lemaitre_Tolman. ipynb

## D.6.2 Oppenheimer-Snyder collapse: spacetime diagrams

This notebook generates some figures for Chap. 14.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Oppenheimer_Snyder. ipynb

## D.6.3 Oppenheimer-Snyder collapse: curvature

This notebook accompanies Chap. 14: it evaluates the curvature tensor and some associated scalars.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Oppenheimer_Snyder_ curvature.ipynb

## D.6.4 Vaidya spacetime

This notebook accompanies Chaps. 15 and 17: the Vaidya metric is expressed in EddingtonFinkelstein coordinates, the Einstein equation is checked, the outgoing and ingoing radial null geodesics are computed and the trapping horizon and the event horizon are drawn in a spacetime diagram.
https://nbviewer. jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Vaidya.ipynb

## D.6.5 Solving the ODE for outgoing radial null geodesics in Vaidya spacetime

This notebook accompanies Chap. 15.
https://nbviewer. jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Vaidya_solve_ode_ out.ipynb

## D.6.6 Naked singularity in Vaidya collapse

This notebook accompanies Chap. 15; it corresponds to the case where a naked singularity appears in the collapse of a radaition shell.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/Vaidya_nk_sing. ipynb

## D.6.7 False trapped surface in Minkowski spacetime

This notebook generates Fig. 17.1.
https://nbviewer.jupyter.org/github/egourgoulhon/BHLectures/blob/master/sage/loc_cone_intersect. ipynb

## Appendix E

## Gyoto computations

## Contents
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## E. 1 Introduction

Gyoto (https://gyoto.obspm.fr) is a free open-source C++ code for computing orbits and ray-traced images in general relativity [442]. It has a Python interface and has the capability to integrate geodesics not only in analytical spacetimes (such as Kerr) but also in numerical ones, i.e. in spacetimes arising from numerical relativity.

## E. 2 Image computations

Here we provide the Gyoto input files, in XML format, that have been used to produce the images shown in Chaps. 8 and 12. To generate the images, it suffices to run Gyoto as

> gyoto input.xml output.fits

By default, the computation is performed in parallel on 8 threads; you can adapt to your CPU by changing the field NThreads in the file input.xml. The output image is in FITS format and can be converted to PNG or JPEG by most image processing programs, such as GIMP.

## E.2.1 Accretion disk around a Schwarzschild black hole

The input XML files for generating the images shown in Fig. 8.25 are the files gis_disk*.xml in the directory
https://github.com/egourgoulhon/BHLectures/tree/master/gyoto

## E.2.2 Accretion disk around a Kerr black hole

The input XML files for generating the images shown in Figs. 12.27 and 12.28 are the files gik_a*.xml in the directory
https://github.com/egourgoulhon/BHLectures/tree/master/gyoto

## Appendix F

## On the Web

Here is a selection of scientific web pages related to black holes:

- Movies of binary black holes mergers computed by the SXS team:
https://www.black-holes.org/explore/movies
- Movies from computations of the Center for Computational Relativity and Gravitation, Rochester Institute of Technology:
https://ccrg.rit.edu/movies
- Journey around a black hole (Alain Riazuelo)
http://www2.iap.fr/users/riazuelo/bh/
- Kerr black holes images and videos (David Madore)
http://www.madore.org/~david/math/kerr.html
- Spherical photon orbits around a Kerr black hole (Edward Teo): http://phyweb.physics.nus.edu.sg/~phyteoe/kerr/
- Kerr Spherical Photon Orbits (Leo C. Stein): https://duetosymmetry.com/tool/kerr-circular-photon-orbits/
- Scratch pad for visualizing bound, timelike geodesics in Kerr spacetime:
http://nielswarburton.net/geodesics/interactive/Kerr_geodesic.html
- Gyoto gallery (images and movies of accretion flows around black holes and alternative compact objects; see also Appendix E):
https://gyoto.obspm.fr/gallery/
- Movie of Oppenheimer-Snyder collapse (Hirotaka Yoshino):
http://ysnhrtk.web.fc2.com/animations.html
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$\mathcal{N}+1$ decomposition, 141
p-form, 663
1-form, 661
3+1 formalism, 354
$3+1$ slicing, 335
4-momentum, 15
4-rotation vector, 356
4-velocity, 17
acausal
hypersurface, 364
acceleration
of a curve, 683
accretion
disk, $272,489,626,634$
achronal, 650
boundary, 116, 643
set, 107
active galactic nucleus, 496
adapted
coordinates, 119
ADM
energy, 143
energy-momentum, 143
Hamiltonian formulation, 150
mass, 143, 525
momentum, 143
advanced
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time, 91, 186, 188, 581
affine
connection, 669
induced -, 60
parameter, 17, 682
parametrization, 682
AGN, 496
algebraically special metric, 322
analytic
function, 657
manifold, 657
angular
frequency Mino -, 409
momentum
Komar -, 144, 348, 525
Komar - at infinity, 148
total -, 148
screen - coordinates, 448, 477
velocity, 221
angular momentum
at infinity, 204, 371
conserved -, 204, 371
anti-de Sitter spacetime, 74, 99, 119, 522
apoapsis, 224
apoastron, 224, 235, 407, 453
apocenter, 224
approach the singularity, 403
arc length, 684, 685
area
element bivector, 133
of a cross-section, 56
of a non-expanding horizon, 57
of the Kerr black hole, 349
theorem, 630
areal
coordinates, 181
radius, 180, 536
asymptotic
$\theta$-value, 393
$r$-value, 393
inertial observer, 360
asymptotically
approach the singularity, 403
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simple, 102
atlas, 657
smooth -, 657
autoparallel, 683
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angular frequency, 412
axisymmetric spacetime, 143, 156
Bardeen black hole, 646
Bardeen-Horowitz coordinates, 520
baryon
density, 625
number conservation, 625
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Bertotti-Robinson spacetime, 530
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bifurcation
sphere, 180, 292, 365, 517, 554
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energy, 140
Birkhoff's theorem, 541
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black
body, 637
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in equilibrium, 634
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rotation velocity, 157, 345, 387, 452
shadow, 271, 476, 495
spacetime, 104
ring, 124,175
saturn, 157, 160, 175
Blandford-Znajek mechanism, 386
boost, 65
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geodesic, 401
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conformal -, 98
of a manifold, 658
topological -, 658
Boyer's theorem, 84
Boyer-Lindquist coordinates, 320, 501
Bunting-Mazur theorem, 173
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Cartan
identity, 677
structure equations, 322
Carter
coframe, 358
constant, 374, 378, 699, 701
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frame, 357, 388
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time machine, 328, 352, 389
Carter-Israel conjecture, 176
Carter-Penrose diagram, 294, 297, 360, 363, 551
regular -, 300
Carter-Robinson theorem, 172
Cartesian
Boyer-Lindquist coordinates, 390
oval, 487
Cauchy
development
future -, 364
past -, 364
horizon, 364, 608, 645
problem, 364, 687
surface, $123,364,642$
partial -, 364, 645
causal
convergence condition, 648
curve, 15
future, 103
past, 103
type, 24
vector, 13
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barrier, 220
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change
of coordinates, 657
chart, 656
chemical potential, 625
Christoffel symbols, 370, 672, 686
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circular
geodesic
observer, 431
motion, 626
orbit, 219, 414
innermost stable -, 220, 426, 634
marginally bound -, 433
photon orbit, 234, 467
vortical -, 468
spacetime, 157
closed
differential form, 677
manifold, 34, 56
trapped surface, 639
codimension, 664
coframe
ZAMO -, 354
collapse
gravitational -, 314
commutator, 663
comoving
coordinates, 536
compactification, 99
compactness, 546
complete
cross-section, 34
elliptic integral, 247
future null infinity, 104
geodesic, 687
geodesically - spacetime, 286, 688
completion
conformal-, 98
component
of a linear form, 661
of a tensor, 663
w.r.t. a coordinate system, 659
cone
light -, 27
conformal, 92
boundary, 98
compactification, 99
completion
at infinity, 98
at null infinity, 101, 302
curvature, 680
diagram, 297
factor, 92
field theory, 530
isometry, 583
Killing vector, 585
metric, 313
time, 548
transformation, 92
conformally related metrics, 92
congruence, 52, 186
connection
1-form, 60
affine -, 669
coefficients, 670
induced -, 60
Levi-Civita -, 672
conservation
of energy-momentum, 21, 625
conserved
angular momentum, 204, 371
energy, 204, 371
constraint equations, 642
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Bianchi identity, 679
contravariant, 662
convergence
condition
causal -, 648
null -, 53, 59, 123, 628, 630, 642
convex normal neighborhood, 690
coordinate, 656
change, 657
ignorable -, 64, 119
line, 659
singularity, 192, 330
system, 656
cosmic censorship
weak -, 314
cosmological
constant, 20
countable base, 656
counterjet, 496
covariant, 662
derivative, 670
along a vector, 669, 671
crease set, 110, 631
critical
curve, 476
null geodesic, 566
external -, 241
in Kerr spacetime, 473
internal -, 241
cross-section, 34
complete -, 34
crossover point, 110, 643
cubic Galileon, 73, 141
current
electric -, 21
Komar -, 138, 147, 625
magnetic -, 170
curvature
extrinsic -, 137, 149, 549, 679

Gaussian -, 122
intrinsic, 679
scalar, 679
singularity, 192, 329, 645
tensor, 677, 702
curve, 658, 682
causal -, 15
cycloid, 545
Cygnus X-1, 219, 479
cylinder
Einstein -, 94
d'Alembertian, 125
dark energy, 54
Darmois junction conditions, 549
de Sitter spacetime, 101, 647, 649
deflection
angle, 253
of light, 256, 454
deformation rate, 48
degenerate
Killing horizon, 74, 506, 641
derivative
covariant -, 669, 670
exterior -, 131, 676
Lie -, 673, 675
deviation
geodesic -, 192, 649, 702
DHOST, 156
diffeomorphism, 657
differential, 661
form, 663, 676
of a smooth map, 663, 673
dimension of a manifold, 655
disformed Kerr solution, 156
divergence
tensor, 671
vector, 672
domain of outer communications, 107, 123, 149, 515
dominance
null - condition, 71, 121, 633
dominant energy condition, $71,164,621$
Doppler
beaming, 496
double-null coordinates, 593
dragging
frame -, 390
of inertial frames, 390
dual
basis, 661, 662
Hodge -, 22, 131
of Weyl tensor, 336
vector space, 661
dust, 535, 537
null -, 579
dynamical
horizon, 26
eccentricity, 412
Eddington-Finkelstein
coordinates, $28,188,198,578,581$
effective
$\theta$-potential, 394
potential
null geodesic, 232
timelike geodesic, 211
Einstein
cylinder, 94, 548
equation, 20
electrovacuum -, 22, 168, 170, 173, 174
vacuum -, 21, 74, 102, 167, 172, 174, 322, 500, 524, 706
metric, 21
relation, 18
ring, 270
static universe, 94, 649
summation convention, 659
tensor, 20, 71, 679
linearized -, 126
Einstein-Hilbert action, 20, 619
Einstein-Maxwell system, 22
Einstein-Rosen bridge, 309
electric
charge, 21
of a Killing horizon, 163
current density, 21
field, 162, 357
Killing - potential, 162
potential of a Killing horizon, 162
electromagnetic field, 21
source-free -, 22
electrovacuum Einstein equation, 22, 168, 170, 173, 174
elliptic
integral
complete -, 247
incomplete -, 210, 247
Jacobi - function, 210
sine, 248
Weierstrass - function, 209, 227
emanate from the singularity, 403
embedded
submanifold, 664
embedding, 664
isometric -, 306
Nash - theorem, 307
emergent symmetry, 529, 531
emission
angle, 267
energy
at infinity, 204, 371
condition
dominant -, 71
null -, 53, 59, 579, 628, 630, 642
null dominant -, 71, 121, 633
strong -, 648
weak -, 54, 633, 649
conserved -, 204, 371
flux, 574
of a particle, 18
energy-momentum
conservation, 21, 625
tensor, 20
vector, 15
entropy
density, 625
EPR paradox, 315
equation
of state, 625
equatorial
circular photon orbit, 469
orbit, 408
$\mathrm{ER}=\mathrm{EPR}, 315$
ergoregion, 157
inner -, 327
of Kerr spacetime, 327
outer -, 325, 389, 434
ergosphere
inner -, 325
outer -, 325, 434
ergosurface, 327
eternal Schwarzschild black hole, 314
Etherington's reciprocity theorem, 574
Euclidean
metric, 678
Euler characteristic, 20, 122
Euler-Lagrange equation, 694
Eulerian observer, 354
evaporation (black hole), 637
event
horizon, 24, 26, 105
Event Horizon Telescope, 229, 479, 495
exact diff. form, 677
exotic
$\mathbb{R}^{4}, 657$
sphere, 657
expansion
of a null hypersurface, 47
positive - theorem, 628
exponential map, 689
extension
maximal -, 289
exterior
derivative, 131, 676
product, 31, 133
external
critical null geodesic, 241
extremal
Kerr
spacetime, 500, 637
throat, 520
Kerr spacetime, 633
Kerr-Newman spacetime, 174
Reissner-Nordström
black hole, 633, 641
spacetime, 170, 641
extrinsic curvature, $137,149,549,679$

Fermi-Walker
operator, 356
transport, 356
Ferrari's method, 424
field
scalar -, 663
tensor -, 663
first law
of thermodynamics, 625
fixed
point, 62
Flamm paraboloid, 308-310
flat
asymptotically -, 102
manifold, 678
metric, 678
flow, 673
map, 673
FLRW metric, 548
fluid
perfect -, 54, 140, 536, 624, 649
flux
integral, 132
of an image, 575
specific, 575
form
p-form, 663
bilinear, 662
differential, 663, 676
linear, 660
frame
dragging, 390
field, 663
of an observer, 18
ZAMO -, 353
free fall, 204
Friedmann-Lemaître-Robertson-Walker metric, 548
Frobenius
theorem, 31, 68, 79, 324
frozen star, 107, 564
fundamental
photon orbit, 455
future
Cauchy
development, 364
horizon, 364, 608, 645
causal -, 103
chronological -, 103
event horizon, 105
horismos, 104, 643
incomplete geodesic, 642
infinity, 101
inner trapping horizon, 561
light cone, 27
null infinity, 97, 101
outer trapping horizon, 591
timelike infinity, 97
future-directed, 13
g-orthogonal, 664
g-orthonormal basis, 666
gauge
freedom, 125
Gauss's law, 130, 163, 541
Gauss-Bonnet theorem, 20, 122
Gaussian
curvature, 122
null coordinates, 155
general
relativity, 20
generalized Smarr formula, 158, 614, 619
generator
of a null hypersurface, 33
of an achronal boundary, 643
of an event horizon, 110, 116
generic
condition, 648
geodesic, 16
complete -, 687
deviation equation, 192, 649, 702
equation, 187, 208, 686
future-incomplete -, 642
in Kerr spacetime, 369
in Schwarzschild spacetime, 203
incomplete -, 84, 277, 642, 687
inextendible -, 642, 687
maximal -, 687
normal coordinates, 691
null -, 230, 683
past-incomplete -, 642
spacelike -, 683
timelike -, 683
vector, 506
vector field, 16, 32, 685
with a bound orbit, 401
geodesically complete, 286, 688
geometrical optics, 579
global
NHEK coordinates, 522
globally
hyperbolic, 123, 642
naked singularity, 608
gradient, 30, 661
gravitational
binding energy, 140
collapse, 314, 535, 544
lensing, 270
potential, 140
potential energy, 140
waves, 535, 576
gravity
strong -, 640
surface - , 80, 347
group
action, 61
isometry -, 62
rotation -, 323
symmetry -, 62
translation -, 323
Gyoto, 274, 489, 725
gyroscope, 356

Hamilton-Jacobi equation, 384
Hamiltonian
for geodesic motion, 699
formulation of general relativity, 150
harmonic coordinates, 126

Hausdorff space, 655
Hawking
evaporation, 637
radiation, 636
temperature, 636
Hawking-Penrose theorem, 648
hidden symmetry, 700
Hilbert gauge, 125
hit the singularity, 403
Hodge dual, 22, 131
homeomorphic, 121
homeomorphism, 656
homothetic
Killing
horizon, 598
vector, 584
radiation shell, 585
Hopf-Rinow theorem, 688
horismos, 104, 643
horizon
bifurcate Killing -, 81, 291, 364, 365
Cauchy -, 364, 608, 645
dynamical -, 26
event -, 24, 26
inner -, 344
isolated, 61
Killing -, 64, 344
local isometry -, 66
non-expanding -, 56, 121
Hubble Space Telescope, 479
hyperbolic
plane, 580
rotation, 528
hypersphere, 76, 548
hypersurface, 24, 664
hypersurface-orthogonal, 119
IEF, 188, 581
ignorable coordinate, 64, 119
immersed
submanifold, 664
immersion, 664
impact parameter, 232
imploding
shell of radiation, 582
incomplete
elliptic integral, 210, 247
future - geodesic, 642
past - geodesic, 642
incomplete geodesic, 84, 277, 642, 687
index
lowering, 666
raising, 666
induced
affine connection, 60
metric, 24,36
inertial
observer
asymptotic -, 360
inextendible geodesic, 642, 687
infinite redshift surface, 327
infinitesimal
displacement vector, 12,659
infinity
future null -, 97
future timelike -, 97
internal -, 519
past null -, 97
past timelike -, 97
spacelike -, 97
ingoing
Eddington-Finkelstein coordinates, 188, 581
domain, 191
null geodesic, 185, 249, 582
principal null geodesic, 336
radial
null geodesic, 582
null geodesics, 580
Vaidya metric, 578
inner
circular
photon orbit, 469
timelike orbit, 422
ergoregion, 327
ergosphere, 325
horizon, 344
spherical photon orbit, 459
innermost
stable circular orbit, 220, 426, 634
integral
flux -, 132
of motion
reduced -, 406
intensity, 575
specific,- 574
internal
critical null geodesic, 241
infinity, 519
intrinsic curvature, 679
invariance
under a group action, 62
inverse metric, 666
ISCO, 220, 274
isolated
horizon, 61
isometric
embedding, 306
isometry, 62
conformal -, 583
group, 62
horizon, 66
isotropic
coordinates, 312
Israel uniqueness theorem
electrovacuum, 168, 170
vacuum, 167
Jacobi
elliptic function, 210
elliptic sine, 248
Jacobi equation, 702
Jebsen-Birkhoff theorem, 367, 535, 541
jet, 496
Keplerian
orbit, 227
Kerr
black hole, 319
coordinates, 333, 500
advanced -, 330
outgoing -, 510
retarded -, 337
extremal - spacetime, 500, 633, 637
metric, 322
disformed -, 156
spacetime, 172, 331
Kerr-Newman
black hole, 166, 628
metric, 173, 530
spacetime, $173,174,383$
extremal -, 174
Kerr-Schild
coordinates, 336, 706
metric, 190, 705
Kerr-star coordinates, 330
Kerr/CFT correspondence, 530
Killing
equation, 63,374
expression, 676
horizon, 64, 344
bifurcate -, 81, 291, 364, 365
degenerate -, 74, 506, 641
electric potential of a -, 162
homothetic -, 598
non-degenerate -, 74
tensor, 374, 700
Walker-Penrose -, 374, 700
vector
homothetic -, 584
vector field, 63
Komar
angular momentum, 144, 348, 525
at infinity, 148
current, 138, 147, 625
mass, 131, 183, 347, 524
at infinity, 141
Kottler metric, 182
Kretschmann scalar, 192
of Kerr metric, 329, 500
of Oppenheimer-Snyder metric, 555
of Schwarzschild metric, 192
of Vaidya metric, 589
Kronecker symbol, 661
Kruskal
diagram, 289, 290
Kruskal-Szekeres
coordinates, 280, 288, 514

Lambert function, 281
Laplace operator, 132
lapse function, 142, 353, 544
left-handed basis, 668
Lemaître
synchronous coordinates, 536
Lemaître-Tolman system, 537
length
of a curve, 693
Lense-Thirring effect, 390, 463, 497
lensing
ring, 495
level set, 26
Levi-Civita
connection, 672
tensor, 42, 668
Lie
algebra, 529
derivative, 63, 673, 675
dragging, 41
light
cone, 13, 27
curve, 489
ray, 579
ring, 467
line
coordinate -, 659
element, 12, 665
linear form, 660
Lipschitz submanifold, 110
local
isometry horizon, 66
locally
naked singularity, 608
nonrotating observer, 357
Lorentz
boost, 570
factor, 19
Lorentz, H., 183
Lorentzian
manifold, 666
metric, 666

Lorenz gauge, 125
lowering an index, 666
M87*, 219, 479, 495
magnetic
current density, 170
monopole, 169
magnetic field, 357
Majumdar-Papapetrou
black hole, 123, 148, 169, 171, 173
manifold, 11, 655
analytic -, 657
pseudo-Riemannian, 664
smooth -, 657
smooth - with boundary, 658
topological -, 656
with boundary, 96, 657
marginally
bound
circular orbit, 221, 433
geodesic, 221, 402, 543
orbit, 402
outer trapped surface, 57
stable circular orbit, 427
stable spherical orbit, 470
trapped surface, 58, 641
mass
ADM -, 525
gravitational -, 183, 223
inflation instability, 367
Komar -, 131, 183, 347, 524
Komar - at infinity, 141
Newtonian -, 140
parameter of Kerr solution, 320
parameter of Schwarzschild solution, 183, 223
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massive
particle, 16
massless
particle, 16
maximal
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maximally symmetric, 527
Maxwell equations, 16, 21, 579
mechanical
energy, 212
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one-way -, 24
metric, 664
induced -, 24, 36
space, 688
tensor, 664
Minkowski
metric, 678, 705
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Mino
angular frequency, 409
parameter, 380
time, 406
Misner-Sharp
energy, 538
mass, 538
modulus
of an elliptic integral, 247
momentum
of a particle, 18
momentum constraint, 149
MOTS, 57
moving
frame, 663
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Myers-Perry black hole, 124, 175
naked singularity, 170, 314, 499, 598, 607
globally -, 608
locally -, 608
Nash embedding theorem, 307
natural basis, 659
near-horizon
metric, 521
negative-energy particle, 384, 385, 471
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normal -, 690
Newtonian
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mechanical energy, 212
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line, 484, 523
metric, 521
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no-hair theorem, 167, 174
Noether's theorem, 699
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non-degenerate
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orbit, 408
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nonlinear electrodynamics, 647
nonrotating
observer, 357
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Riemann -, 691
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volume
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null
basis, 40
cone, 13, 666
convergence condition, $53,59,123,628$, 630, 642
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dominance condition, $71,121,633$
dominant energy condition, $71,121,633$
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generator, 33
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Raychaudhuri equation, 52, 644
vector, 666
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orbit
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manifold, 667
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Mino -, 380
parameter along a curve, 658
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Penrose
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singularity theorem, 642
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transformation, 125
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orbit, 408
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positive mass theorem, 168
potential
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equation, 686
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photon orbit, 469, 479
timelike orbit, 422
projection
diagram, 361
proper
time, 17, 684
pseudo-Riemannian manifold, 664
pseudo-stationary, 118
pullback, 132, 675
pushforward, 673
quantum
gravity, 530
quasi-local, 640
radial
geodesic, 208
radiation
energy density, 586
radius
of circular orbit, 414
raising an index, 666
rank of a tensor, 662
Raychaudhuri
null - equation, 644
null - equation, 52
reciprocity theorem, 574
redshift
in gravitational collapse, 569
infinite - surface, 327
reduced
Carter constant, 406
integral of motion, 406
reflection
time -, 119
regular
black
hole, 646
Reissner-Nordström
black hole, 169, 171
extremal -, 633, 641
spacetime, 170
Reissner-Nordström metric, 530
Reissner-Nordström-Tangherlini spacetime, 170
retarded
Kerr coordinates, 337
time, 27, 91, 186
retrograde
orbit, 419
outer circular
photon orbit, 469, 479
timelike orbit, 422
Ricci
identity, 678
scalar, 20, 679
tensor, 20, 679
Ricci-flat metric, 21
Riemann
curvature, 677, 702
normal coordinates, 691
Riemannian
manifold, 36, 665
metric, 665
right-handed basis, 668
rigidity theorem, 157
strong -, 152, 613
weak -, 157
ring
Einstein -, 270
lensing -, 495
light -, 467
photon -, 494
secondary -, 495
singularity, 329, 403, 500
rotating horizon, 120
rotation
1 -form, 60, 72
axis, 143, 364
group, 323
velocity, 157, 345, 387, 452
SageManifolds, 715
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scattering, 234, 454
Schwarzschild
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anti-de Sitter metric, 182
black hole, 105, 179
coordinates, 182
de Sitter metric, 182
horizon, 106, 191
metric, 182, 323
radius, 184
spacetime, 27, 120, 167, 195
wormhole, 309
Schwarzschild-Droste
coordinates, 182
domain, 184
Schwarzschild-Tangherlini spacetime, 167
screen, 264
angular coordinates, 448, 477
scri, 96
secondary
ring, 495
self-similar Vaidya spacetime, 585
semiclosed world, 314, 554
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separation vector, 701
shadow
black hole -, 271, 476, 495
shear
tensor, 49
shell
imploding - of radiation, 582
shell theorem, 541
shell-focusing singularity, 608
shell-focusing singulariy, 608
shift vector, 142, 354, 544
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causally -, 104, 643
singularity, 642, 688
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curvature -, 192, 329, 645
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Hawking-Penrose - theorem, 648
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naked -, 314, 607
Penrose's - theorem, 642
ring -, 329, 500
shell-focusing -, 608
spacetime -, 642, 650
Smarr formula, 350
4-dimensional -, 160
for charged black holes, 164
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smooth
atlas, 657
manifold, 657
manifold with boundary, 658
map, 657
source-free
electromagnetic field, 22
spacelike
coordinate, 666
geodesic, 683
infinity, 97, 518
vector, 666
spacetime, 11
singularity, 642, 650
specific
conserved
angular momentum, 211, 406
energy, 211, 406
flux, 575
intensity, 574
sphere
photon -, 234, 566
spherical
photon orbit, 454
inner -, 459
outer -, 460
spin
parameter of Kerr solution, 320
squeeze mapping, 528
stable
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static
limit, 327, 352
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in Kerr spacetime, 352
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strictly -, 119
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staticity theorem, 149
stationary
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spacetime, 118
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Stefan-Boltzmann law, 637
Stokes
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strictly
static, 119
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strong
energy condition, 648
rigidity theorem, 152, 613
Stäckel-Killing tensor, 700
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embedded -, 664
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superluminal motion, 496
supernova, 544
surface
gravity, 72, 80, 82, 347, 506
Sylvester's law of inertia, 665
symmetric, 664
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group, 62
hidden -, 700
synchronous
coordinates, 536
Synge
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diagram, 291
tachyon, 15
tangent
space, 12
vector, 658
vector space, 659
telescope, 263
aperture, 263
temperature
thermodynamics -, 625
tensor, 662
field, 663
product, 662
tetrad, 663
thermodynamic temperature, 625
third law
of thermodynamics, 633
throat
extremal Kerr -, 520
tidal force, 192, 649
time
advanced -, 186, 188, 581
conformal -, 548
machine (Carter), 328, 352, 389
Mino -, 406
proper -, 17, 684, 685
reflection symmetry, 119
retarded -, 186
time-orientable, 13, 195
timelike
coordinate, 666
geodesic, 683
geodesically complete, 688
infinity, 97
vector, 666
Tolman model, 538
Tolman-Bondi model, 538
Tolman-Ehrenfest law, 636
Tolman-Oppenheimer-Volkoff equations, 552
topological
censorship theorem, 124
manifold, 656
torsion-free, 671
tortoise coordinate, 186, 280
total
angular momentum, 148
mass, 141
totally geodesic, 60
trajectory of a geodesic, 209
transition map, 657
translation
group, 323
trapped
surface, 57, 560, 639, 650
closed -, 639
marginally -, 58, 641
marginally outer -, 57
outer -, 57
trapping horizon
future
inner -, 561
outer -, 591
traversable
wormhole, 309
triad, 663
turning point
$\theta$-turning point, 380
$r$-turning point, 379
twin paradox, 695
twist 3-form, 78, 323
type of a tensor, 662
ultracompact, 566
Unruh effect, 636
vacuum
Einstein equation, 21, 74, 102, 167, 172, 174, 322, 500, 524, 706
permeability, 21
Vaidya metric ingoing -, 578
valence, 662
vector, 659
infinitesimal -, 12, 659
tangent -, 658
tangent - space, 659
Viète
formulas, 235
substitution, 240
VLBI, 495
volume
normal - element, 137
vortical
circular photon orbit, 468
geodesic, 399, 449
vorticity, 52
2-form, 357
Walker-Penrose Killing tensor, 374, 700
warped $\mathrm{AdS}_{3}, 523$
wave
vector, 579
weak
cosmic censorship, 314
energy condition, 54, 633, 649
rigidity theorem, 157
weakly
asymptotically simple, 102
asymptotically simple and empty, 102
relativistic, 124, 142
Weierstrass elliptic function, 209, 227

Weyl curvature tensor, 680
dual, 336
white
fountain, 106
white hole, 106, 303, 363, 440, 514, 553
Whitney theorem, 656
winding number of null geodesic, 253
worldline, 15
wormhole
Schwarzschild -, 309 traversable -, 309

Yamabe invariant, 124

ZAMO, 353
coframe, 354
frame, 353
zero-acceleration, 683
zero-angular-momentum observer, 353
zero-energy particle, 385
zeroth law
of BH dynamics, $72,85,347,633$
of thermodynamics, 633
zoom-whirl, 409


[^0]:    ${ }^{1}$ When $n \neq 4$, energy-momentum vector is definitely a better name than 4-momentum!

[^1]:    ${ }^{2}$ Unless specified, we use geometrized units, for which $G=1$ and $c=1$.

[^2]:    ${ }^{3}$ Cf. Sec. 1.2.2.

[^3]:    ${ }^{1}$ Cf. Sec. A.3.1 in Appendix A for the definition of a degenerate bilinear form; the degeneracy implies that the bilinear form $\left.\boldsymbol{g}\right|_{\Sigma}$ is not, strictly speaking, a metric on $\Sigma$.
    ${ }^{2}$ The definition of a vector normal to a hypersurface is recalled in Sec. A.3.5 of Appendix A.

[^4]:    ${ }^{3}$ Formula (2.5) follows the notation introduced in Eq. (1.2); see Sec. A.3.1 in Appendix A for an extended discussion, in particular Eq. (A.37). When reading the metric components $\left(g_{\alpha \beta}\right)$ from (2.5), keep in mind that cross terms involve a factor 2 : the $4 m / r$ coefficient of $\mathbf{d} t \mathbf{d} r$ implies that $g_{t r}=2 m / r$.

[^5]:    ${ }^{4}$ This should be obvious to the experienced reader, since a normal 1-form to $\mathscr{H}$ is $\mathbf{d} r$ and from Eq. (2.6), $g^{\mu \nu} \partial_{\mu} r \partial_{\nu} r=g^{r r}=0$ on $\mathscr{H}$.

[^6]:    ${ }^{5} \mathrm{~A}$ vector field that obeys the weaker condition (2.22), with $\kappa$ possibly nonzero, is called a pregeodesic vector field, cf. Sec. B.2.2.

[^7]:    ${ }^{6}$ Scrictly speaking, a closed manifold is simply a compact manifold, since a topological manifold, as defined in Sec. A.2.1, has no boundary. Indeed, the concept of manifold with boundary requires a separate definition (cf. Sec. A.2.2), so that a manifold with boundary is not a manifold. Hence, we may consider the terminology closed manifold as stressing the no-boundary aspect of a compact manifold.

[^8]:    ${ }^{a}$ We are using the words area and surface even if $n-2 \neq 2$, i.e. even if $n \neq 4$, being aware that for $n=3$ the words length and line would be more appropriate, as well as volume for $n \geq 5$.

[^9]:    ${ }^{7}$ Let us recall that according to the convention stated in Sec. 2.3.4, Latin indices from the beginning of the alphabet, $a, b$, etc., range from 2 to $n-1$.

[^10]:    ${ }^{8}$ Indeed, for the perfect-fluid energy-momentum tensor $\boldsymbol{T}=(\rho+p) \underline{\boldsymbol{u}} \otimes \underline{\boldsymbol{u}}+p \boldsymbol{g}$, one has $\boldsymbol{T}(\boldsymbol{\ell}, \boldsymbol{\ell})=(\rho+p)(\boldsymbol{u} \cdot \boldsymbol{\ell})^{2}$ with $(\boldsymbol{u} \cdot \boldsymbol{\ell})^{2} \geq 0$.
    ${ }^{9}$ This is readily seen from the electromagnetic energy-momentum tensor (1.52), which yields $\boldsymbol{T}(\ell, \ell)=$ $\mu_{0}^{-1} \boldsymbol{E} \cdot \boldsymbol{E}$ where $E^{\alpha}:=F_{\mu}^{\alpha} \ell^{\mu}$. Thanks to the antisymmetry of $\boldsymbol{F}$, the vector $\boldsymbol{E}$ obeys $\boldsymbol{E} \cdot \boldsymbol{\ell}=0$. It follows from Property 1.3 that $\boldsymbol{E}$ cannot be timelike. Hence $\boldsymbol{E} \cdot \boldsymbol{E} \geq 0$ and $\boldsymbol{T}(\ell, \ell) \geq 0$.

[^11]:    ${ }^{1} \mathrm{Cf}$. the discussion in Sec. 2.3.4.

[^12]:    ${ }^{2}$ Do no confuse the generic element $g$ of group $G$ with the metric tensor $\boldsymbol{g}$.

[^13]:    ${ }^{3}$ Recall that, in our setting, tensor fields are extended beyond $\mathscr{H}$ by considering $\mathscr{H}$ as the element $u=0$ of a family $\left(\mathscr{H}_{u}\right)_{u \in \mathbb{R}}$ of null hypersurfaces (cf. Sec. 2.3.2). We cannot assume that each $\mathscr{H}_{u}$ is a Killing horizon (because typically the scalar $\boldsymbol{\xi} \cdot \boldsymbol{\xi}$ vanishes on a single hypersurface, not on an open subset of $\mathscr{M}$ ), so $\overrightarrow{\boldsymbol{\Theta}}$ is a priori not zero outside $\mathscr{H}$.

[^14]:    ${ }^{4} \mathcal{L}_{\ell} \boldsymbol{v}$ is tangent to $\mathscr{H}$ for both $\boldsymbol{\ell}$ and $\boldsymbol{v}$ are tangent to $\mathscr{H}$.

[^15]:    ${ }^{5}$ It would span the whole hypersphere if $\chi$ would run in all of $(0, \pi)$, instead of being limited to $(0, \pi / 2)$.
    ${ }^{6}$ See e.g. Ref. [39].
    ${ }^{7}$ The name Poincaré coordinates stems from a variant of these coordinates obtained by using $z:=\ell^{2} / u$ instead of $u$, so that $\boldsymbol{g}=\ell^{2}\left(-\mathbf{d} t^{2}+\mathbf{d} x^{2}+\mathbf{d} y^{2}+\mathbf{d} z^{2}\right) / z^{2}$, which is similar to the metric of the Poincare half-space model of the hyperbolic space $\mathbb{H}^{4}$, except for the signature $(-,+,+,+)$ instead of $(+,+,+,+)$.

[^16]:    ${ }^{8}$ Were $\boldsymbol{\xi}$ past-directed, we could always consider the Killing field $-\boldsymbol{\xi}$ instead.

[^17]:    ${ }^{9}$ This is not true for a rotating Kerr black hole: $\boldsymbol{\xi}$ becomes null at some "light-cylinder" outside $\mathscr{H}$ and is then spacelike away from it, cf. Eq. (10.67), where $\boldsymbol{\xi}$ is denoted by $\boldsymbol{\chi}$.

[^18]:    ${ }^{10} \mathrm{~A}$ spacetime edge is generally not a genuine obstacle for extending an incomplete geodesic: it simply indicates that the spacetime itself needs to be extended so that the geodesic becomes complete, cf. Remark 3 below.

[^19]:    ${ }^{11}$ To prove (3.83), consider the covariant version of the Ricci identity (A.103): $\nabla_{\alpha} \nabla_{\beta} \xi_{\gamma}-\nabla_{\beta} \nabla_{\alpha} \xi_{\gamma}=R_{\gamma \mu \alpha \beta} \xi^{\mu}$ and call it equation (1). Perform two successive cyclic permutations of the indices ( $\alpha, \beta, \gamma$ ), leading to equations (2) and (3), say. Then consider the linear combination (1) - (2) - (3). The left-hand side of it reduces to $2 \nabla_{\gamma} \nabla_{\beta} \xi_{\alpha}$ thanks to the Killing equation (3.19), while the right-hand side is $\left(R_{\gamma \mu \alpha \beta}-R_{\alpha \mu \beta \gamma}-R_{\beta \mu \gamma \alpha}\right) \xi^{\mu}$. Now, using the antisymmetries (A.105) and (A.108) of the Riemann tensor and then the cyclic symmetry (A.106), one has $-R_{\alpha \mu \beta \gamma}-R_{\beta \mu \gamma \alpha}=-R_{\mu \alpha \gamma \beta}-R_{\mu \beta \alpha \gamma}=R_{\mu \gamma \beta \alpha}$. This turns the right-hand side into $\left(R_{\gamma \mu \alpha \beta}+R_{\mu \gamma \beta \alpha}\right) \xi^{\mu}=$ $2 R_{\gamma \mu \alpha \beta} \xi^{\mu}=2 R_{\alpha \beta \gamma \mu} \xi^{\mu}$, the last equality resulting from (A.109). This establishes (3.83).

[^20]:    ${ }^{1}$ See also the SageMath notebook D.2.1.

[^21]:    ${ }^{2}$ Notice the similarity with (4.4) up to some $1 / 2$ factors.

[^22]:    ${ }^{3}$ Cf. Sec. A.2.7 of Appendix A

[^23]:    ${ }^{4}$ Cf. Sec. A.2.2 for the precise definition.

[^24]:    ${ }^{a}$ As stressed in Remark 5 in Sec. A.2.2, the set $\partial \tilde{\mathscr{M}}$ is the boundary of $\tilde{\mathscr{M}}$ as a manifold with boundary; it is not the boundary of $\tilde{\mathscr{M}}$ as a topological space, the latter being $\varnothing$.

[^25]:    ${ }^{5}$ Recall that on the Einstein cylinder the range of $\chi$ is $(0, \pi)$, cf. Eq. (4.15).

[^26]:    ${ }^{a}$ Cf. Remark 1 in Sec. 1.5.

[^27]:    ${ }^{6}$ This relation is easily established by starting from Eq. (2.30) of Hawking \& Ellis' textbook [242] or Eq. (2.19) on p. 645 of Choquet-Bruhat's one [97] and inverting the roles of $\tilde{\boldsymbol{g}}$ and $\boldsymbol{g}$, thereby substituting $\Omega^{-1}$ for $\Omega$.

[^28]:    ${ }^{7}$ This property is a direct consequence of Lemma 4.6 in Sec. 4.4.3 below.

[^29]:    ${ }^{8}$ Let us recall that a geodesic is complete iff its affine parameters range through the whole of $\mathbb{R}$, cf . Sec. B.3.2 in Appendix B. In particular, such a geodesic is inextendible.

[^30]:    ${ }^{9}$ The concepts of partial Cauchy surface and future development are defined in Sec. 10.8.3.

[^31]:    ${ }^{10}$ Basically, a convex normal neighborhood is an open subset $U$ such that any two points of $U$ can be connected by a geodesic lying entirely in $U$, cf. Sec. B.3.4. There always exists a convex normal neighborhood around any point of a pseudo-Riemannian manifold (cf. Proposition 7 p. 130 in O'Neill's textbook [350]).

[^32]:    ${ }^{1}$ Would (5.5) have contained a non-vanishing $g_{0 i} \mathrm{~d} t \mathrm{~d} x^{i}$ term, this would not have been the case.

[^33]:    ${ }^{2}$ In brief, Eq. (5.9) holds for $n>4$ as well, except that the integral of the Ricci scalar ${ }^{\mathscr{S}} R$ is no longer proportional to the Euler characteristic of $\mathscr{S}$ (no Gauss-Bonnet theorem for $\operatorname{dim} \mathscr{S} \neq 2$ !) but is related to the Yamabe constant of the conformal class of the metric $\boldsymbol{q}$.
    ${ }^{3}$ We keep the notation $\eta$ for the matrix $\operatorname{diag}(-1,1, \ldots, 1)$, so that $\left(\eta_{\alpha \beta}\right)$ stands for the components of $\boldsymbol{f}$ in Minkowskian coordinates only.

[^34]:    ${ }^{4}$ Note that the components of $\boldsymbol{f}$ with respect to the coordinates $\left(x^{\prime \alpha}\right)$ are not $\eta_{\alpha \beta}$ but $\eta_{\alpha \beta}-\partial_{\alpha} \zeta_{\beta}-\partial_{\beta} \zeta_{\alpha}$.

[^35]:    ${ }^{5}$ Latin indices $i, j, k, \ldots$ range in $\{1, \ldots, n-1\}$, while Greek ones range in $\{0, \ldots, n-1\}$.

[^36]:    ${ }^{6}$ Note that Einstein's summation convention is used: $\bar{h}_{i i}=\bar{h}_{11}+\cdots+\bar{h}_{n-1, n-1}$.

[^37]:    ${ }^{7}$ This is easy to get since in the Euclidean space of dimension $n-1$ the Laplace operator is $\Delta \Phi=$ $\frac{1}{r^{n-2}} \frac{\mathrm{~d}}{\mathrm{~d} r}\left(r^{n-2} \frac{\mathrm{~d} \Phi}{\mathrm{~d} r}\right)$ for spherically symmetric fields $\Phi(r)$.

[^38]:    ${ }^{8}$ This identity can also be obtained by contracting the more general identity (3.83) on the indices $\alpha$ and $\gamma$.

[^39]:    ${ }^{9}$ See e.g. Sec. 5.1.2 of Ref. [207].

[^40]:    ${ }^{a} \mathrm{Cf}$. Sec. 3.3.1 for the concepts of group action and orbit.

[^41]:    ${ }^{10}$ Note that these formulas generalize Eq. (4.2) to $n \geq 4$.

[^42]:    ${ }^{11}$ In the most astrophysically relevant case, namely that of a stationary black hole in a 4-dimensional vacuum spacetime, the event horizon is a connected hypersurface. However, we shall see that disconnected event horizons exist for some stationary black holes in 5-dimensional spacetimes; they exist as well in 4 dimensions if one allows for an electric charge (Majumdar-Papapetrou black holes mentioned in Remark 5 in Sec. 5.2.3).

[^43]:    ${ }^{12} \Sigma_{t+\mathrm{d} t}$ is the image of $\Sigma_{t}$ by the infinitesimal displacement $\mathrm{d} t \boldsymbol{\xi}$.

[^44]:    ${ }^{13}$ The first part of the proof, leading to $K=0$, differs from Sudarsky \& Wald's one, which is based on integral mass formulas.

[^45]:    ${ }^{14}$ Recall that on $\mathscr{H}, \Phi_{T}(p)$ and $p$ always lie on the same null generator.

[^46]:    ${ }^{15}$ A stationary and axisymmetric spacetime is said to be circular iff the $\mathbb{R} \times \mathrm{SO}(2)$ group action is orthogonally transitive, i.e. the 2 -surfaces generated by the two commuting Killing vectors $\boldsymbol{\xi}$ and $\boldsymbol{\eta}$ are orthogonal to a family of $(n-2)$-dimensional surfaces [81].

[^47]:    ${ }^{16}$ Here we drop the index $k$ on $\chi$ and the label $\mathscr{H}_{k}$ on $\Omega^{(i)}$ and $\boldsymbol{\eta}_{(i)}$ for clarity, given that the integral regards a single connected component $\mathscr{H}_{k}$.
    ${ }^{17}$ This follows readily by setting $\boldsymbol{n}=(\boldsymbol{\chi}+\boldsymbol{k}) / \sqrt{2}$ and $\boldsymbol{s}=(\boldsymbol{\chi}-\boldsymbol{k}) / \sqrt{2}$ in formula (5.39).

[^48]:    ${ }^{a}$ If $\boldsymbol{\chi}$ were a unit timelike vector, $\boldsymbol{E}$ would be a genuine electric field: the one measured by the observer of 4-velocity $\chi$.

[^49]:    ${ }^{18} \sigma$ is not a genuine surface charge density since there are no electrically charged particles on $\mathscr{H}$, given the electrovacuum hypothesis (vanishing of the electric $n$-current density $\boldsymbol{j}$, cf. Sec. 1.5.2); see Damour's work [136] for interpreting $\sigma$ as the component along $\chi$ of an effective surface current 4-vector on $\mathscr{H}$.

[^50]:    ${ }^{a}$ Note that contrary to the more general setting of Property 5.27 , all the connected components $\mathscr{H}_{k}$ are assumed to be Killing horizons with respect to the same Killing vector $\chi$; in other words, the rotation velocities $\Omega^{(i)}$ and axisymmetric Killing vectors $\boldsymbol{\eta}_{(i)}$ are the same for all the $\mathscr{H}_{k}$ 's.

[^51]:    ${ }^{19}$ The quotes indicate that even when $\mathscr{H}$ has various connected components, there is formally a single black hole region in spacetime, albeit not connected.

[^52]:    ${ }^{a}$ The Kerr-Newman solution extends the Reissner-Nordström solution (5.104) to the rotating case; it depends on four parameters: $M, Q, P$ (as for Reissner-Nordström) and $J$, the latter being the total angular momentum. One may say as well that the Kerr-Newman solution extends the Kerr solution, which depends only on $(M, J)$, to the electromagnetic case. We shall not give the explicit form of the here; see e.g. Eq. (5.54) of Ref. [84].

[^53]:    ${ }^{20}$ The Kerr-Newmann spacetime has a globally hyperbolic domain of outer communications.

[^54]:    ${ }^{1}$ An example of spherically symmetric spacetime with $\mathbf{d} r=0$ at some points is the maximally extended Schwarzschild spacetime, to be studied in Chap. 9: $\mathbf{d} r=0$ on the so-called bifurcation sphere $\mathscr{S}$ (cf. Sec. 9.3.3). Hence $r$ cannot be used as a coordinate in the vicinity of $\mathscr{S}$; one shall use Kruskal-Szekeres coordinates instead.

[^55]:    ${ }^{2}$ In the literature they are often referred to as simply Schwarzschild coordinates; we follow here Deruelle \& Uzan [147, 148].
    ${ }^{3}$ See also the notebook D.4.3 for a check.

[^56]:    ${ }^{4}$ A famous counterexample is the null helix in Minkowski spacetime, cf. Remark 2 on p. 33.

[^57]:    ${ }^{5}$ This follows from the diagonal components $g_{\alpha \alpha}$ read on (6.33) being positive for $r<2 m$, but this can also be seen graphically on Fig. 6.3 below: for $r<2 m$, both the $\tilde{t}$ and $r$ coordinate lines, i.e. the vertical and horizontal lines, are outside the light cones.
    ${ }^{6}$ The other differences with (6.32) are a constant additive term and a misprint in Eddington's formula: the term $\ln (r-m)$ should be replaced by $\ln (r-2 m)$.

[^58]:    ${ }^{7} \mathrm{Cf}$. Sec. A.2.2 for the definition of a manifold with boundary.

[^59]:    ${ }^{1}$ The definition and basic properties of geodesics are recalled in Appendix B; see also Sec. 1.3.2.
    ${ }^{2}$ As shown in Sec. B.2.1, a geodesic cannot be partly timelike and partly null.

[^60]:    ${ }^{3}$ More rigorously, Eq. (7.7) can be derived from the geodesic equation (1.11): given the expression of the Christoffel symbols of $\boldsymbol{g}$ in Schwarzschild-Droste coordinates (cf. Sec. D.4.2), Eq. (1.11) yields

    $$
    \frac{\mathrm{d} p^{\theta}}{\mathrm{d} \lambda}+\frac{2}{r} p^{r} p^{\theta}-\sin \theta \cos \theta\left(p^{\varphi}\right)^{2}=0
    $$

    where $\lambda$ is the affine parameter of $\mathscr{L}$ associated with $\boldsymbol{p}$, so that $p^{\theta}=\mathrm{d} \theta / \mathrm{d} \lambda$. Whatever the values of $r(\lambda), p^{r}(\lambda)$ and $p^{\varphi}(\lambda)$, the solution of this ordinary differential equation with the initial conditions $p^{\theta}=0$ and $\cos \theta=0$ is $p^{\theta}=0$ for all values of $\lambda$.
    ${ }^{4}$ Let us recall that Schwarzschild spacetime is time-oriented, cf. Sec. 6.3.6.

[^61]:    ${ }^{5}$ The character $\wp$ is a kind of calligraphic lowercase $p$, which is standard to denote this function.

[^62]:    ${ }^{6}$ Exercise: do it!

[^63]:    ${ }^{7}$ Similarly, the radial-motion solutions (7.37)-(7.38), which allow for $r \rightarrow+\infty$, have $E \geq \mu$, while the solution (7.39), which is relevant for a free fall from rest, has $E<\mu$.

[^64]:    ${ }^{8}$ Equation (7.17) for the trajectories is Eq. (18) in the article [401], the link between Schwarzschild's notations and ours being $R=r, x=u / m, c=L, 1=E, h=\mu^{2}$.
    ${ }^{9}$ More precisely: in the $\mathscr{M}_{\mathrm{I}}$ region of Schwarzschild spacetime.
    ${ }^{10}$ The link between Droste's notations and ours is $\alpha=2 m, x=2 u, z=2 u-1 / 3, A=\mu^{2} / E^{2}$ and $B=L / E$.

[^65]:    ${ }^{1}$ unless one counts as "bound" a worldline that terminates in the black hole region

[^66]:    ${ }^{2} \mathrm{~A}$ depressed cubic equation is a polynomial equation of the type $x^{3}+p x+q=0$.

[^67]:    ${ }^{3}$ The link between Flamm's notations and ours is $\alpha=2 m, R=r, x=u / m$ and $\Delta=b$.

[^68]:    ${ }^{4}$ The coordinate velocity for ingoing radial null geodesics is given by Eq. (8.6): $d r / d t=-1+2 m / r$, which clearly vanishes at $r=2 m$.

[^69]:    ${ }^{5}$ It should be clear that the variable $t$ introduced here has nothing to do with the Schwarzschild-Droste coordinate $t$.

[^70]:    ${ }^{6}$ Do no confuse the letter $\phi$ with the symbol used for the coordinate $\varphi$.

[^71]:    ${ }^{7}$ See e.g. Eq. (117.01) of Ref. [71] with $k^{\prime}=\sqrt{1-k^{2}}$ or Eq. (17.4.13) of Ref. [2] with $\sin \alpha=k$.

[^72]:    ${ }^{8}$ To get expression (8.73), we have used Eq. (8.66) to get rid of $u_{0}$.

[^73]:    ${ }^{9}$ See e.g. Eq. (112.1) of Ref. [71] with $k^{\prime}=\sqrt{1-k^{2}}$ or Eq. (17.3.26) of Ref. [2] with $m=k^{2}$ and $m_{1}=1-k^{2}$.

[^74]:    ${ }^{10}$ Note that formula (8.121) assumes $E \neq 0$, otherwise $b:=|L| / E$ would be ill-defined. As discussed in Sec. 8.2.3, the property $E \neq 0$, and even $E>0$, holds as soon as the photon travels in the black hole's exterior.

[^75]:    ${ }^{11}$ This asymmetry of $n$ with respect to $\epsilon_{L}$ is due to the convention $\varphi_{\mathrm{em}} \in[0,2 \pi)$; had we chosen $\varphi_{\mathrm{em}} \in(-\pi, \pi]$, it would not be present.

[^76]:    ${ }^{1}$ Technically, one says that they are incomplete geodesics, cf. Sec. B.3.2.

[^77]:    ${ }^{2}$ They are denoted by $(v, u)$ in Szekeres' article [422].

[^78]:    ${ }^{3}$ We refer the reader to Fig. 2 of Ref. [434] for a plot of Synge coordinates in terms of Kruskal-Szekeres ones

[^79]:    ${ }^{4}(\hat{T}, \hat{X})$ are denoted $(\psi, \xi)$ by Carter [77].

[^80]:    ${ }^{5}$ Let us recall that $W^{-1}(x)=\mathrm{e}^{x}(x-1)$.

[^81]:    ${ }^{6}$ Note a different convention with respect to Sec. 4.2.2: with respect to the latter, what would be called the conformal factor is the square of $\Psi: \Omega=\Psi^{2}$.

[^82]:    ${ }^{1}$ This contrasts with $r$ spanning only $(0,+\infty)$ for the standard spherical coordinates $(r, \theta, \varphi)$ on $\mathbb{R}^{3}$.

[^83]:    ${ }^{2}$ It is given by Eq. (10.92) below.

[^84]:    ${ }^{3}$ In the definition (10.84), the coefficients $\alpha$ and $\beta$ are required to be constant along a given observer's worldline. When considering a family of observers, they may vary from one worldline to the other.

[^85]:    ${ }^{4}$ Note that $N$ is not defined as the (pseudo)norm of $N$, as the notation might suggest, but rather as the inverse of it.

[^86]:    ${ }^{5}$ See the notebook D.5.5; see also Eqs. (70)-(71) of Ref. [402] or Eqs. (A.9) and (A.10) of Ref. [53].

[^87]:    ${ }^{6}$ See the notebook D.5.5 for the computation; see also Eqs. (73)-(74) of Ref. [402].

[^88]:    ${ }^{7}$ This name stems from the decomposition of the electromagnetic field 2-form $\boldsymbol{F}$ (cf. Sec. 1.5.2) with respect to an observer of 4-velocity $\boldsymbol{u}$ into the electric field $\boldsymbol{E}$ and the magnetic field $\boldsymbol{B}$, both measured by that observer, according to $\boldsymbol{F}=\underline{\boldsymbol{u}} \wedge \underline{\boldsymbol{E}}+\star(\underline{\boldsymbol{u}} \wedge \underline{\boldsymbol{B}})$, where $\star$ stands for the Hodge dual, cf. Eq. (5.36).
    ${ }^{8}$ Incidentally, we also get $\underline{\boldsymbol{a}}=\mathbf{d} \ln N+\alpha \underline{\boldsymbol{n}}$ and Eq. (10.100) shows that $\alpha$ is actually zero.

[^89]:    ${ }^{9}$ cf. the notebook D.5.6.

[^90]:    ${ }^{10}$ See the notebook D. 5.6 for the computation; see as well Eqs. (90)-(91) of Ref. [402].
    ${ }^{11}$ See the notebook D.5.6 for the computation; see as well Eq. (93) of Ref. [402].

[^91]:    ${ }^{12}$ See the historical notes on p. 296 and p. 364.

[^92]:    ${ }^{13}$ Property 2 refers to a "bounded region" instead of "compact region", because $\Pi(\mathscr{M})$ is in general an open subset of $\mathbb{R}^{2}$ and therefore not a compact subset.
    ${ }^{14} \mathscr{T}$ is the Carter time machine discussed in Sec. 10.2.5.

[^93]:    ${ }^{15}$ By copy, it is meant that $\left(\mathscr{M}_{\mathrm{II}}^{*}, \boldsymbol{g}\right)$ is a spacetime isometric to $\left(\mathscr{M}_{\mathrm{II}}, \boldsymbol{g}\right)$ and by time-reversed that $r$ is increasing towards the future in $\mathscr{M}_{\mathrm{II}}^{*}$, while it is decreasing towards the future in $\mathscr{M}_{\mathrm{II}}$.
    ${ }^{16}$ The notation $\mathscr{M}_{\text {III }}^{\prime \prime}$ instead of $\mathscr{M}_{\text {III }}^{\prime}$ is for later convenience.

[^94]:    ${ }^{17}$ Let us recall that the rotation axis is the 2-dimensional Lorentzian submanifold $\mathscr{A}$ where the Killing vector $\boldsymbol{\eta}$ vanishes (cf. the definition given in Sec. 5.3.6); in terms of the Kerr coordinates ( $\tilde{t}, r, \theta, \tilde{\varphi}$ ), $\mathscr{A}$ is defined by by $\theta=0$ or $\pi$ and is naturally spanned by the coordinates $(\tilde{t}, r)$.
    ${ }^{18}$ In Fig. 10.12 , this is not the case: $\Sigma$ goes from $\mathscr{M}_{\mathrm{I}}$ to $\mathscr{M}^{\prime}{ }_{\mathrm{I}}$ via the bifurcation sphere.
    ${ }^{19}$ There is a single intersection since $\Sigma$ is assumed acausal; the Cauchy surface definition given here agrees thus with that given on p. 123.

[^95]:    ${ }^{1}$ The definition and basic properties of geodesics are recalled in Appendix B; see also Sec. 1.3.2.
    ${ }^{2}$ In Appendices A and B, a different symbol is used for the function $X^{\alpha}(\lambda)$ defining $\mathscr{L}$ and the coordinate $x^{\alpha}$ (cf. Secs. A.2.3 and B.3.1). Following standard usage in the physics literature, we shall not do this in this chapter.
    ${ }^{3}$ See Sec. B.2.1 for the definition of an affine parameter along a geodesic.
    ${ }^{4}$ Let us recall that the Kerr spacetime is time-oriented, cf. Sec. 10.3.2.

[^96]:    ${ }^{5}$ Indeed, we deduce from Eqs. (10.48) and (10.60) that, for $r \rightarrow+\infty, \boldsymbol{k} \sim \boldsymbol{\partial}_{t}-\boldsymbol{\partial}_{r}$ and $\boldsymbol{\ell} \sim\left(\boldsymbol{\partial}_{t}+\boldsymbol{\partial}_{r}\right) / 2$.
    ${ }^{6}$ This is graphically confirmed by Figs. 10.6 and 10.7 , which show that $\mathscr{H}$ and $\mathscr{H}_{\text {in }}$ are the only locations where a principal null geodesic can have $r=$ const.

[^97]:    ${ }^{7}$ An intermediate step is combining Eqs. (11.10) and (11.11) to get $a E-L / \sin ^{2} \theta=a p^{t}-\left(r^{2}+a^{2}\right) p^{\varphi}$ and $\left(r^{2}+a^{2}\right) E-a L=\Delta\left(p^{t}-a \sin ^{2} \theta p^{\varphi}\right)$.

[^98]:    ${ }^{8}$ Note however that $\lambda^{\prime}$ may blow up if $\mathscr{L}$ comes arbitrarily close to the ring singularity, i.e. if $\rho \rightarrow 0$.
    ${ }^{9}$ The only exception is for a circurlar orbit at $\theta=\pi / 2$, since then $\rho^{2}$ is constant and Eq. (11.49) reduces to an affine relation between $\lambda$ and $\lambda^{\prime}$.

[^99]:    ${ }^{10}$ We assume here $r_{0}<r_{1}$, so that the constraint $R(\bar{r}) \geq 0$ on the interval $\left[r_{0}, r_{1}\right]$ implies $R^{\prime}\left(r_{1}\right)<0$.

[^100]:    ${ }^{11}$ Carter's $u$ is our $v$.

[^101]:    ${ }^{12}$ The index m in $\theta_{\mathrm{m}}$ stands for minimal.

[^102]:    ${ }^{13}$ The index v in $\theta_{\mathrm{v}}$ stands for vortical, the definition of which is given at the end of this section.

[^103]:    ${ }^{14} \mathrm{~A}$ switch between $x_{+}$and $x_{-}$is performed if $1+Q /\left(a^{2}\left(E^{2}-\mu^{2}\right)\right)<0$.

[^104]:    ${ }^{15}$ This is a refinement because not all geodesics with $Q=0$ lie in the equatorial plane. For instance the null geodesic generators of the event horizon $\mathscr{H}$ have $Q=0$ [Eq. (11.25)] but those with $\theta \neq \pi / 2$ lie outside the equatorial plane.

[^105]:    ${ }^{16}$ According to Ref. [203], the name "zoom-whirl" has been forged by Curt Cutler and Eric Poisson and may have been suggested by Kip Thorne.

[^106]:    ${ }^{17}$ Some authors use $x:=\cos \theta_{\text {inc }}$ instead of $\theta_{\text {inc }}$ [412].

[^107]:    ${ }^{18}$ See Ref. [438] for details.

[^108]:    ${ }^{19}$ For future convenience, we have chosen the sign $\mp$ in the numerator to be the opposite of the label $\pm$ in $\tilde{\ell}_{ \pm}^{2}$.

[^109]:    ${ }^{1} \boldsymbol{n}$ is denoted by $\boldsymbol{V}$ in Eq. (1.31).

[^110]:    ${ }^{a}$ This subset is given in parametric form by Eqs. (12.56)-(12.57) below.

[^111]:    ${ }^{2}$ This can be seen by considering the limit $\theta \rightarrow \pi / 2$ in Eq. (12.23d).

[^112]:    ${ }^{3}$ The word parameter is used here for the index among the family of all null critical geodesics and shall not be confused with the affine parameter along $\mathscr{L}$.

[^113]:    ${ }^{4}$ For comparison, the angular resolution of the Hubble Space Telescope is $\sim 0.1^{\prime \prime}=10^{5} \mu$ as!

[^114]:    ${ }^{5}$ The values of $r_{\text {min }}$ and $r_{\text {max }}$ can be computed exactly as $r_{\text {min }}=\max \left(r_{1}, m\right)$ and $r_{\text {max }}=r_{2}$, where $r_{1}$ and $r_{2}$ are two roots of the quartic polynomial in $r_{0}$ that appears under the square root in Eq. (12.94b). However, doing so would lead to complicated expressions, while a computation by numerical root finding, as in the notebook D.5.14, is sufficient in practice.

[^115]:    ${ }^{6}$ For Bardeen, "black hole" (with quotes) stands for the black spot on the observer's screen.
    ${ }^{7} q$ is denoted by $\eta$ by Bardeen.

[^116]:    ${ }^{8}$ Another method, based on the dynamics of the gas in the nucleus disk at $r<40 \mathrm{pc}$, yields a mass of only $m=3.510^{9} M_{\odot}$ [453]; the discrepancy with the value arising from stellar dynamics has not been explained yet.
    ${ }^{9}$ This jet has been discovered in 1918 [134], hence well before one suspects a black hole to lie in the core of the galaxy M87! It makes M87 belong to the category of galaxies with an active galactic nucleus (AGN). The jet engine is related to the black hole, possibly via the Penrose process discussed in Sec. 11.3.2, see e.g. Ref. [1].

[^117]:    ${ }^{1}$ See also the limit $a \rightarrow m$ of Eq. (10.37).

[^118]:    ${ }^{2} \mathrm{Cf}$. Sec. 5.2.1 for the definition of stationary and some discussion about the terminology.

[^119]:    ${ }^{3}$ The vanishing of $\kappa$ can also be obtained by taking the limit $a \rightarrow m$ of expression (10.76), which has been derived for $a<m$.

[^120]:    ${ }^{4}$ cf. the definition of a Carter-Penrose diagram given in Sec. 10.8.1.

[^121]:    ${ }^{5}$ The induced metric would not be Riemannian in the Carter time machine (cf. Sec. 10.2.5), where $g_{\varphi \varphi}<0$; but this requires $r<0$, while $r>m$ in $\mathscr{M}_{\mathrm{I}}$.

[^122]:    ${ }^{6}$ Formally, one says that the metric $\boldsymbol{q}$ is the pullback of $\boldsymbol{h}$ by $\Phi: \boldsymbol{q}=\Phi^{*} \boldsymbol{h}$.

[^123]:    ${ }^{7} \mathrm{Cf}$. the historical note on page 530.

[^124]:    ${ }^{8}$ These coordinates are linked to the property of $\mathrm{AdS}_{3}$ being a fiber bundle over $\mathrm{AdS}_{2}$ with fiber $\mathbb{R}$ (in the same way as $\mathbb{S}^{3}$ is a fiber bundle over $\mathbb{S}^{2}$ with fiber $\mathbb{S}^{1}$ (Hopf fibration)); $\psi$ is then the fiber coordinate and spans $\mathbb{R}$. Since $\psi$ is $2 \pi$-periodic on the hypersurface $\theta=\theta_{*}$, we see that the latter is actually not the whole of $\operatorname{AdS}_{3}$, but a quotient of it, obtained by identifying the points $\psi$ and $\psi+2 \pi$.
    ${ }^{9}$ Note that there is no coordinate singularity at $y=0$ in (13.70), while there is one at $r=0$ in (3.49) and the latter is such that $\mathrm{AdS}_{4}$ cannot be extended analytically to $r<0$.

[^125]:    ${ }^{10}$ In particular, the Killing vector $\boldsymbol{\partial}_{\tau}$ is spacelike for $\theta$ close to $\pi / 2$ and large enough values of $y$, since we read from (13.70) that $\boldsymbol{h}\left(\boldsymbol{\partial}_{\tau}, \boldsymbol{\partial}_{\tau}\right)=h_{\tau \tau}=m^{2}\left(1+\cos ^{2} \theta\right)\left[\frac{4 y^{2} \sin ^{2} \theta}{\left(1+\cos ^{2} \theta\right)^{2}}-1-y^{2}\right] \sim \frac{m^{2} y^{2}}{1+\cos ^{2} \theta}\left[4 \sin ^{2} \theta-\left(1+\cos ^{2} \theta\right)^{2}\right]$ for $|y| \rightarrow+\infty$, so that $\boldsymbol{h}\left(\boldsymbol{\partial}_{\tau}, \boldsymbol{\partial}_{\tau}\right)>0$ for $\sin \theta>\left(1+\cos ^{2} \theta\right) / 2$.

[^126]:    ${ }^{11}$ In Example 18, the range of $\chi$ was only $(0, \pi / 2)$ because $r=\tan \chi \geq 0$ in $\mathrm{AdS}_{4}$, while here $y=\tan \chi$ spans the whole of $\mathbb{R}$.

[^127]:    ${ }^{12}$ In Fig. 3.6, the Poincaré patch (where $u>0$ ) has its vertical edge on the left, while in Fig. 13.8, $\mathscr{N}_{\mathrm{P}}^{+}$(where $R>0$ ) has its vertical edge on the right, but this results simply from a distinct convention in choosing $\chi$.
    ${ }^{13}$ A spacetime of dimension $n$ is said to be maximally symmetric if, and only if, its group of isometries has the maximum possible dimension, which is $n(n+1) / 2$. It is equivalent to say that there are $n(n+1) / 2$ linearly independent Killing vector fields when considering only linear combinations with constant coefficients. For $n=4$, one has $n(n+1) / 2=10$, which, among others, is the dimension of the Poincaré group (isometries of Minkowski spacetime). The group of isometries of $\mathrm{AdS}_{n}$ is the pseudo-orthogonal group $\mathrm{O}(2, n-1)$, the dimension of which is exactly $n(n+1) / 2$ (cf. e.g. Ref. [350]).

[^128]:    ${ }^{14}$ Let us recall that a linear combination with constant coefficients of Killing vectors is a Killing vector.

[^129]:    ${ }^{17}$ Carter defined the near-horizon coordinates $(\tau, \lambda)$ by $t=m^{2} \tau$ and $r=\lambda+m$ and took the near-horizon limit as $m \rightarrow+\infty$ (cf. the paragraph surrounding Eq. (4.31) in Ref. [84]); this is equivalent to Eq. (13.59) with $\varepsilon=1 / m$.
    ${ }^{18}$ The coordinates actually used by Bardeen and Horowitz were $\tilde{T}:=2 m T$ and $\tilde{R}=m R$, denoted respectively $t$ and $r$ by them.
    ${ }^{19} \psi$ is denoted by $\phi$ in Ref. [35].

[^130]:    ${ }^{20}$ The work [16] appeared on arXiv in 2012, but was published in 2015.
    ${ }^{21}$ By transverse derivative it is meant $\partial \Psi / \partial r, \partial^{2} \Psi / \partial r^{2}$, etc. (recall that $\mathscr{H}$ is located at $r=$ const and is spanned by the coordinates $(\tilde{t}, \theta, \tilde{\varphi})$ ). If the initial data has support away from $\mathscr{H}$, the divergence occurs only for the third derivative.

[^131]:    ${ }^{1}$ See Sec. 6.2.2 for the precise definition of spherically symmetric.

[^132]:    ${ }^{2}$ For $\Lambda=0$, this case leads to Datt solution [143].

[^133]:    ${ }^{3} \varepsilon=-1$ follows from Eqs. (14.14) and (14.18).

[^134]:    ${ }^{4}$ For the moment, we can note that such a solution would lead to the areal radius $r$ being a decreasing function of $\chi$ near $\chi_{s}$, since Eq. (14.34) shows that $r(\tau, \chi)$ behaves as $\sin \chi$, which is decaying on $(\pi / 2, \pi)$. Such a behavior is certainly not expected in an "ordinary" star.

[^135]:    ${ }^{5}$ Recall that a Carter-Penrose diagram reflects the causal structure of spacetime but does not respect the metric distances.

[^136]:    ${ }^{6}$ See the notebook D. 6.3 for the computations.

[^137]:    ${ }^{7}$ The notation $I_{\nu}$ follows a standard convention in the literature, the subscript $\nu$ being merely an indicator to distinguish this quantity from the intensity $I$, which is integrated over all frequencies.

[^138]:    ${ }^{8}$ Note that there is no equivalent to the Jebsen-Birkhoff theorem (Property 14.4) for a non-spherically symmetric (e.g. flattened) body; in particular, the vacuum metric outside the body is not Kerr metric.

[^139]:    ${ }^{1}$ This is Mineur's Eq. (21), p. 47 of Ref. [328]. The minus sign in the left-hand side, which is present Mineur's article [328], is fortunate for comparison with the current text since Mineur is using the metric signature $(+,-,-,-)$, i.e. the opposite of ours.
    ${ }^{2}$ The spaces $\mathbb{H}^{2}$ and $\mathbb{S}^{2}$ are somehow connected as being the only 2-dimensional Riemannian manifolds of nonzero constant scalar curvature (negative for $\mathbb{H}^{2}$ and positive for $\mathbb{S}^{2}$ ).
    ${ }^{3}$ As one can infer by comparing with other expressions of $\mathrm{d} s^{2}$ in Mineur's article, the $+\operatorname{sign}$ in front of $r^{2}$ times the $\mathbb{S}^{2}$ line element in Eq. (15.7) is certainly a typo and should be replaced by a - sign; this correction is performed to get Eq. (15.8).

[^140]:    ${ }^{4}$ The marginal case $\alpha=1 / 8$ will not be discussed here; it is actually qualitatively similar to the case $\alpha<1 / 8$ insofar as it leads to a naked singularity as well [360].

[^141]:    ${ }^{a}$ Recall from Sec. 3.3.2 that a Killing horizon is a null hypersurface such that a Killing vector is normal to it.

[^142]:    ${ }^{5}$ We have made use of the identity $\left|v / x_{2}-r\right|=r-v / x_{2}$, which holds on $\mathscr{N}_{\mathrm{I}}$.

[^143]:    ${ }^{6}$ Cf. Sec. 10.8.3 for the definition.
    ${ }^{7}$ Since it has to be acausal without edge (cf. Sec. 10.8.3), $\Sigma$ has to meet the spacelike infinity $i^{0}$ in the Carter-Penrose diagram of Fig. 15.12.

[^144]:    ${ }^{1}$ Note that $\nabla_{\mu} \delta \Omega^{(i)}=0$ since both $\Omega^{(i)}$ and $\Omega^{(i)}+\delta \Omega^{(i)}$ are constant.

[^145]:    ${ }^{2}$ This is easy to see in a coordinate system $\left(x^{\alpha}\right)$ such that $\boldsymbol{\xi}=\boldsymbol{\partial}_{0}$, cf. Eq. (A.91).

[^146]:    ${ }^{3}$ See e.g. Eq. (E.1.18) in Wald's textbook [446], where $\boldsymbol{v}=2 \boldsymbol{H}$ or Eqs. (4.18)-(4.19) and the unnumbered equation below (4.20) on p. 437-438 of Deruelle \& Uzan's textbook [148], where $\boldsymbol{V}=2 \boldsymbol{H}$.
    ${ }^{4}$ See e.g. Eq. (21.21) in MTW [331], Eq. (3.86) in Straumann's textbook [415] or Eq. (4.62) in Carroll's textbook [76].
    ${ }^{5}$ See e.g. Eq. (3.93) in Straumann's textbook [415].

[^147]:    ${ }^{a}$ We have dropped the subscript $\infty$ on $\delta M$ because, in the vacuum case, the Komar mass is independent of the integration surface (Property 5.15) and hence needs not to be taken at the asymptotically flat end of the stationary spacetime.

[^148]:    ${ }^{a}$ Note that contrary to the more general setting of Property 16.1 , all the connected components $\mathscr{H}_{k}$ are assumed to be Killing horizons with respect to the same Killing vector $\chi$; in other words, the rotation velocities $\Omega^{(i)}$ and axisymmetric Killing vectors $\boldsymbol{\eta}_{(i)}$ are the same for all the $\mathscr{H}_{k}$ 's.

[^149]:    ${ }^{6}$ In Newtonian mechanics, the work done by a torque $\tau$ on a body that is rotating by $\mathrm{d} \varphi$ is $\mathrm{d} W=\tau \mathrm{d} \varphi$. Given that $\tau:=\mathrm{d} J / \mathrm{d} t$, one gets $\mathrm{d} W=\Omega \mathrm{d} J$, where $\Omega=\mathrm{d} \varphi / \mathrm{d} t$ is the body's angular velocity.

[^150]:    ${ }^{7}$ As shown in Sec. 5.5.6 of Poisson's textbook [374], this cannot happen with a charged null dust (i.e. a charged generalization of Vaidya collapse discussed in Chap. 15) that obeys the weak energy condition.

[^151]:    ${ }^{a}$ For simplicity, we are considering black holes with a connected horizon and a single angular momentum; see Eq. (16.24) for the general formula, where $M$ is denoted by $M_{\infty}$ and $J$ by $J_{\infty}$.

[^152]:    ${ }^{8}$ We may say that Hawking radiation obeys Tolman-Ehrenfest law, which states that the temperature $T$ of a medium in thermal equilibrium in a stationary gravitational field obeys $T V=$ const [396].

[^153]:    ${ }^{9}$ The original computation, performed by Page in 1976 [354], resulted in $\alpha=2.0110^{-4}$ but it took into account only the four species of neutrinos known at that time $\left(\nu_{\mathrm{e}}, \bar{\nu}_{\mathrm{e}}, \nu_{\mu}\right.$ and $\left.\bar{\nu}_{\mu}\right)$. It has been updated to the presently known six species, adding the $\nu_{\tau}$ and $\bar{\nu}_{\tau}$ neutrinos, by Thorne, Zurek \& Price in 1986 [430]. The value (16.59) is also recovered by setting $n_{1 / 2}=3, n_{1}=1$ and $n_{2}=1$ in Eq. (19) of Page's review article [355].

[^154]:    ${ }^{1}$ Recall that the proper time is an affine parameter along a timelike geodesic (Property B.7).

[^155]:    ${ }^{2}$ They actually belong to the interior of $J^{+}(\mathscr{S})$, i.e. to the chronological future $I^{+}(\mathscr{S})$ [Eq. (4.33)] (see e.g. Proposition 4.5.14 in HE [242]).

[^156]:    ${ }^{3}$ All outgoing null geodesics from $\mathscr{S}$ are also incomplete, but this is harder to show for there is no simple expression of an affine parameter along them.

[^157]:    ${ }^{4}$ For a Lagrangian density $\mathcal{L}=\mathcal{L}(\mathcal{F})$, the energy-momentum tensor is $T_{\alpha \beta}=-\mathcal{L}^{\prime}(\mathcal{F}) F_{\mu \alpha} F^{\mu}{ }_{\beta}+\mathcal{L}(\mathcal{F}) g_{\alpha \beta}$, which generalizes the Maxwellian expression (1.52) to nonlinear electrodynamics.

[^158]:    ${ }^{5}$ To see it, it suffices to contract (17.12) by $v_{\alpha} v^{\delta}$ and use the symmetries of the Riemann tensor (cf. Sec. A.5).

[^159]:    ${ }^{1}$ In the language of topology, one says that $\mathscr{M}$ is a second-countable space.
    ${ }^{2}$ Let us recall that a homeomorphism between two topological spaces (here $\mathscr{U}$ and $\mathscr{V}$ ) is a bijective map $\Phi$ such that both $\Phi$ and $\Phi^{-1}$ are continuous.

[^160]:    ${ }^{3}$ By open subset of $\mathbb{H}^{n}$, it is meant a set $A \subset \mathbb{H}^{n}$ that is open with respect to the topology of $\mathbb{H}^{n} ; A$ is then not necessarily open when considered as a subset of $\mathbb{R}^{n}$ (for instance $A=\mathbb{H}^{n}$ ).

[^161]:    ${ }^{4}$ We are using the same bra-ket notation as in quantum mechanics to denote the action of a linear form on a vector.

[^162]:    ${ }^{5}$ Notice that, according to the standard usage, the symbol for the vector $\boldsymbol{e}_{\alpha}$ and that for the linear form $\boldsymbol{e}^{\alpha}$ differ only by the position of the index $\alpha$.

[^163]:    ${ }^{6} \mathrm{Cf}$. Sec. 2.2.2 for the definition of spacelike, timelike and null hypersurfaces.
    ${ }^{7}$ No summation on $\alpha$ is implied.

[^164]:    ${ }^{8} \mathrm{Cf}$. Sec. A.2.6 for the definition of a $n$-form.

[^165]:    ${ }^{1}$ As already noticed (cf. Remark 6 p. 658), in the mathematical literature, it is common to define a curve as the parametrization itself, and not as its image.

[^166]:    ${ }^{2}$ The length of a curve is defined by Eq. (B.24) below.

[^167]:    ${ }^{3}$ Here the vector space $T_{p} \mathscr{M}$ is considered as a $n$-dimensional smooth manifold, and $T_{0}\left(T_{p} \mathscr{M}\right)$ stands for its tangent space at 0 (the zero vector of $T_{p} \mathscr{M}$ ).

[^168]:    ${ }^{a}$ See Sec. B.3.4.

[^169]:    ${ }^{a}$ See Sec. B.2.2 for the definition of a geodesic vector field.

[^170]:    ${ }^{1}$ In any plane containing the axis of symmetry $x^{2}+y^{2}=0$, the trace of the ellipsoids are ellipses that share the same foci, located at the abscissas $\pm a$ along the $z=0$ axis.

[^171]:    ${ }^{2}$ See Sec. A.2.7 for the definitions of immersion and embedding.

